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Background Reading

• Ellis, Stirling, Webber, “QCD and Collider Physics”, 
aka “The Pink Book”. 
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• Gunion, Kaber, Kane, Dawson, “Higgs Hunter’s Guide”

background reading

• Ellis, Stirling, Webber  “QCD and collider physics”

• Salam  “Towards jetography”  Eur. Phys. J. C67 (2010) 637-686

• Gunion, Haber, Kane, Dawson  “Higgs Hunter’s Guide”

unfortunately no complete textbook for modern phenomenology

• Many nice review/lecture notes online: hep-ph/0011256, 
http://cds.cern.ch/record/454171, arXiv:1011.5131, 
arXiv:0906.1833, hep-ph/0505192, arXiv:1709.04533, 
arXiv:1312.5672…

http://cds.cern.ch/record/454171


Purpose of Slides

• Lecture notes will be given on board, but see online notes for more detail 
(will not cover everything there). 

• These slides: plots that I cannot draw easily!R(hadrons/muons) near s=mZ
50. Plots of cross sections and related quantities 7

Annihilation Cross Section Near MZ

 

 

Figure 50.7: Combined data from the ALEPH, DELPHI, L3, and OPAL Collaborations for the cross section in e+e− annihilation into
hadronic final states as a function of the center-of-mass energy near the Z pole. The curves show the predictions of the Standard Model with
two, three, and four species of light neutrinos. The asymmetry of the curve is produced by initial-state radiation. Note that the error bars have
been increased by a factor ten for display purposes. References:

ALEPH: R. Barate et al., Eur. Phys. J. C14, 1 (2000).
DELPHI: P. Abreu et al., Eur. Phys. J. C16, 371 (2000).
L3: M. Acciarri et al., Eur. Phys. J. C16, 1 (2000).
OPAL: G. Abbiendi et al., Eur. Phys. J. C19, 587 (2001).
Combination: The ALEPH, DELPHI, L3, OPAL, SLD Collaborations, the LEP Electroweak Working Group,

and the SLD Electroweak and Heavy Flavor Groups, Phys. Rept. 427, 257 (2006) [arXiv:hep-ex/0509008].

(Courtesy of M. Grünewald and the LEP Electroweak Working Group, 2007)

data favours 3 light 
neutrino families 

(below 2mν < mZ)
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Figure 9: Example two and three jet e+e− events.

Examples of infrared unsafe observables or procedures are

• number of partons

• observables using incoming parton momentum fractions

• observables based on older jet algorithms

• using infrared unsafe observables as renormalisation or factorisation scale

It is not always easy to find out whether an observable/procedure is infrared safe, in order
to so so correctly we will need to study the details of the jet clustering algorithm and the
factorisation of the intial state in hadron collisions. The factorisation of short and long
distance effects for hadronic inital states is covered in Section 4 while Section 6 covers
details of different jet algorithms.

3.3 Event Shapes

If we consider the e+e− annihilation events shown in Fig. 9 we see a collimated bunch of
hadrons travelling in roughly the same direction as the original quarks or gluons. Often
you can “see” the jets without some fancy mathematical definition. We will come back
and consider jets in more detail when we consider hadron–hadron collisions later in the
course, in Section 6.

An alternative to defining jets is to define a more global measure of the event which
is sensitive to the structure of the event. We need a number of properties to achieve this,
the most important of which is infrared safety, i.e. if there is soft or collinear emission
the answer doesn’t change. Formally if a parton splits into two collinear partons

p → zp + (1− z)p, (29)

(2-jet) Event Display

• Example event display from           collisions. e+e�
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R(hadrons/muons)
R(hadrons/muons)

at low energies the 
ratio is sensitive to:

• fractional quark EM charge
• quark mass
• colour charge  
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σ and R in e+e− Collisions
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Figure 50.5: World data on the total cross section of e+e− → hadrons and the ratio R(s) = σ(e+e− → hadrons, s)/σ(e+e− → µ+µ−, s).
σ(e+e− → hadrons, s) is the experimental cross section corrected for initial state radiation and electron-positron vertex loops, σ(e+e− →
µ+µ−, s) = 4πα2(s)/3s. Data errors are total below 2 GeV and statistical above 2 GeV. The curves are an educative guide: the broken one
(green) is a naive quark-parton model prediction, and the solid one (red) is 3-loop pQCD prediction (see “Quantum Chromodynamics” section of
this Review, Eq. (9.7) or, for more details, K. G. Chetyrkin et al., Nucl. Phys. B586, 56 (2000) (Erratum ibid. B634, 413 (2002)). Breit-Wigner
parameterizations of J/ψ, ψ(2S), and Υ(nS), n = 1, 2, 3, 4 are also shown. The full list of references to the original data and the details of
the R ratio extraction from them can be found in [arXiv:hep-ph/0312114]. Corresponding computer-readable data files are available at
http://pdg.lbl.gov/current/xsect/. (Courtesy of the COMPAS (Protvino) and HEPDATA (Durham) Groups, May 2010.)
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R(hadrons/muons) - Closer LookR(hadrons/muons)6 50. Plots of cross sections and related quantities

R in Light-Flavor, Charm, and Beauty Threshold Regions
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Figure 50.6: R in the light-flavor, charm, and beauty threshold regions. Data errors are total below 2 GeV and statistical above 2 GeV.
The curves are the same as in Fig. 50.5. Note: CLEO data above Υ(4S) were not fully corrected for radiative effects, and we retain
them on the plot only for illustrative purposes with a normalization factor of 0.8. The full list of references to the original data and
the details of the R ratio extraction from them can be found in [arXiv:hep-ph/0312114]. The computer-readable data are available at
http://pdg.lbl.gov/current/xsect/. (Courtesy of the COMPAS (Protvino) and HEPDATA (Durham) Groups, May 2010.)
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Figure 2: Expected shape for the R ratio.

where s is the centre-of-mass energy of the collision squared. The cross section for the
production of quarks is

σ(e+e− → hadrons) =
4πα2

3s

∑

q

e2qNc, (3)

where eq is the charge of the quark in units of the positron charge and the sum runs over
all quarks for which the centre-of-mass energy

√
s > 2mq, where mq is the mass of the

quark. Remember we must sum over all the quantum numbers of the quarks so the cross
section is multiplied by number of colours, Nc. Therefore for centre-of-mass energies much
less than the mass of the Z0 boson,

√
s # Mz,

R =
∑

q

e2qNc = Nc

(
4

9
+

1

9
+

1

9
︸ ︷︷ ︸

u,d,s

+
4

9

︸ ︷︷ ︸

u,d,s,c

+
1

9

)

︸ ︷︷ ︸

u,d,s,c,b

. (4)

The expected picture is shown in figure 2. The experimental measurement of this ratio
is shown in Fig. 3 as a function of energy showing the thresholds for the production
of the charm and bottom quarks. Below the charm threshold there are three active
quarks down (ed = −1

3), up (eu = 2
3) and strange (es = −1

3) giving R = 2. Above the
charm (ec =

2
3) threshold R = 10

3 while above the bottom (eb = −1
3) threshold R = 11

3 .

2.1.1 The Z resonance

For energies
√
s ∼ mZ we will need to include the effects of the second diagram in Fig. 1.

The cross-section will then have three different contributions, the photon background, the
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Figure 50.6: R in the light-flavor, charm, and beauty threshold regions. Data errors are total below 2 GeV and statistical above 2 GeV.
The curves are the same as in Fig. 50.5. Note: CLEO data above Υ(4S) were not fully corrected for radiative effects, and we retain
them on the plot only for illustrative purposes with a normalization factor of 0.8. The full list of references to the original data and
the details of the R ratio extraction from them can be found in [arXiv:hep-ph/0312114]. The computer-readable data are available at
http://pdg.lbl.gov/current/xsect/. (Courtesy of the COMPAS (Protvino) and HEPDATA (Durham) Groups, May 2010.)
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• Data from last three slides:

Figure 2: Expected shape for the R ratio.

where s is the centre-of-mass energy of the collision squared. The cross section for the
production of quarks is

σ(e+e− → hadrons) =
4πα2

3s

∑

q

e2qNc, (3)

where eq is the charge of the quark in units of the positron charge and the sum runs over
all quarks for which the centre-of-mass energy

√
s > 2mq, where mq is the mass of the

quark. Remember we must sum over all the quantum numbers of the quarks so the cross
section is multiplied by number of colours, Nc. Therefore for centre-of-mass energies much
less than the mass of the Z0 boson,

√
s # Mz,

R =
∑

q

e2qNc = Nc

(
4

9
+

1

9
+

1

9
︸ ︷︷ ︸

u,d,s

+
4

9

︸ ︷︷ ︸

u,d,s,c

+
1

9

)

︸ ︷︷ ︸

u,d,s,c,b

. (4)

The expected picture is shown in figure 2. The experimental measurement of this ratio
is shown in Fig. 3 as a function of energy showing the thresholds for the production
of the charm and bottom quarks. Below the charm threshold there are three active
quarks down (ed = −1

3), up (eu = 2
3) and strange (es = −1

3) giving R = 2. Above the
charm (ec =

2
3) threshold R = 10

3 while above the bottom (eb = −1
3) threshold R = 11

3 .

2.1.1 The Z resonance

For energies
√
s ∼ mZ we will need to include the effects of the second diagram in Fig. 1.

The cross-section will then have three different contributions, the photon background, the
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R(hadrons/muons) - up to Z peak
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Figure 50.5: World data on the total cross section of e+e− → hadrons and the ratio R(s) = σ(e+e− → hadrons, s)/σ(e+e− → µ+µ−, s).
σ(e+e− → hadrons, s) is the experimental cross section corrected for initial state radiation and electron-positron vertex loops, σ(e+e− →
µ+µ−, s) = 4πα2(s)/3s. Data errors are total below 2 GeV and statistical above 2 GeV. The curves are an educative guide: the broken one
(green) is a naive quark-parton model prediction, and the solid one (red) is 3-loop pQCD prediction (see “Quantum Chromodynamics” section of
this Review, Eq. (9.7) or, for more details, K. G. Chetyrkin et al., Nucl. Phys. B586, 56 (2000) (Erratum ibid. B634, 413 (2002)). Breit-Wigner
parameterizations of J/ψ, ψ(2S), and Υ(nS), n = 1, 2, 3, 4 are also shown. The full list of references to the original data and the details of
the R ratio extraction from them can be found in [arXiv:hep-ph/0312114]. Corresponding computer-readable data files are available at
http://pdg.lbl.gov/current/xsect/. (Courtesy of the COMPAS (Protvino) and HEPDATA (Durham) Groups, May 2010.)
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Higgs Width

h ! bb: narrow peak
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h ! WW (ZZ): broad peak
<latexit sha1_base64="cwPBTx1RkrWpdDrLf1V3qtR/W9I=">AAACA3icdVBPSwJBHJ3tr9m/rW51GdLALrK7ilqHELp0NEhX1EVmx1EHZ3eWmdlAROjSV+nSoYiufYlufZtm1aCiHgw83vv9+M17fsSoVJb1YSwtr6yurac20ptb2zu75t5+Q/JYYFLHnHHR9JEkjIakrqhipBkJggKfEdcfXSa+e0uEpDy8UeOIeAEahLRPMVJa6pqH2SHsKA5dN9dqnWbPoS846sGIoFHXzFj5s0rJKZaglbessu3YCXHKxUIR2lpJkAEL1Lrme6fHcRyQUGGGpGzbVqS8CRKKYkam6U4sSYTwCA1IW9MQBUR6k1mGKTzRSg/2udAvVHCmft+YoEDKceDryQCpofztJeJfXjtW/Yo3oWEUKxLi+aF+zKAOnRQCe1QQrNhYE4QF1X+FeIgEwkrXltYlfCWF/5OGk7cLeefayVQvFnWkwBE4BjlggzKogitQA3WAwR14AE/g2bg3Ho0X43U+umQsdg7ADxhvnywRlfQ=</latexit>
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R(hadrons/muons) near s=mZ
50. Plots of cross sections and related quantities 7

Annihilation Cross Section Near MZ

 

 

Figure 50.7: Combined data from the ALEPH, DELPHI, L3, and OPAL Collaborations for the cross section in e+e− annihilation into
hadronic final states as a function of the center-of-mass energy near the Z pole. The curves show the predictions of the Standard Model with
two, three, and four species of light neutrinos. The asymmetry of the curve is produced by initial-state radiation. Note that the error bars have
been increased by a factor ten for display purposes. References:

ALEPH: R. Barate et al., Eur. Phys. J. C14, 1 (2000).
DELPHI: P. Abreu et al., Eur. Phys. J. C16, 371 (2000).
L3: M. Acciarri et al., Eur. Phys. J. C16, 1 (2000).
OPAL: G. Abbiendi et al., Eur. Phys. J. C19, 587 (2001).
Combination: The ALEPH, DELPHI, L3, OPAL, SLD Collaborations, the LEP Electroweak Working Group,

and the SLD Electroweak and Heavy Flavor Groups, Phys. Rept. 427, 257 (2006) [arXiv:hep-ex/0509008].

(Courtesy of M. Grünewald and the LEP Electroweak Working Group, 2007)
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Figure 3: The ratio R ≡ σ(e+e−→hadrons)
σ(e+e−→µ+µ−) as a function of energy taken from Ref. [8].

Z-boson resonance and the photon-Z interference. The total cross-section, summed and
averaged over spins can be written as (e.g. [3]):

σ
(

f f̄ → f ′f̄ ′
)

= α2 π

2s

∫ 1

−1

d(cos θ)

{

(

1 + cos2 θ
)
(

q2fq
2
f ′ +

g2Z
4g2e

qfqf ′vfvf ′χ1 +
g4Z
16g4e

(a2f + v2f )(a
2
f ′ + v2f ′)χ2

)

+ cos θ

(
g2Z
2g2e

afaf ′vfvf ′χ1 +
g4Z
2g4e

afaf ′vfvf ′χ2

)
}

where

gZ
ge

=
1

cos θw sin θw
χ1 =

s(s−m2
Z)

(s−m2
Z)

2 +m2
ZΓ

2
Z

χ2 =
s2

(s−m2
Z)

2 +m2
ZΓ

2
Z

The axial (vf = T 3
f − 2qf sin

2 θw) and vector (af = T 3
f ) couplings in the Standard Model

are given in Table 1. T 3
f is the 3rd component of the weak isospin as covered in the course

on the Standard Model. The terms proportional to χ2 come from the Z resonance while
those propotional to χ1 come from the photon-Z interference. ΓZ is the width of the Z
boson.

Later we will take a closer look at the EW sector of the Standard Model and use this
measurement to find constraints on the number of neutrinos families below the Z mass
threshold (see Figure 28).

�Z ⇠
<latexit sha1_base64="oAIyThOoAhd3Q1Pwz4PolGJiipE=">AAAB9HicbZDLSgMxFIbP1Futt1GXboJFcFVmqqDLohuXFewF26Fk0kwbmmTGJFMoQ5/DjQtF3Pow7nwb03YW2vpD4OM/53BO/jDhTBvP+3YKa+sbm1vF7dLO7t7+gXt41NRxqghtkJjHqh1iTTmTtGGY4bSdKIpFyGkrHN3O6q0xVZrF8sFMEhoIPJAsYgQbawVdzQYC9x6RBdFzy17Fmwutgp9DGXLVe+5Xtx+TVFBpCMdad3wvMUGGlWGE02mpm2qaYDLCA9qxKLGgOsjmR0/RmXX6KIqVfdKguft7IsNC64kIbafAZqiXazPzv1onNdF1kDGZpIZKslgUpRyZGM0SQH2mKDF8YgETxeytiAyxwsTYnEo2BH/5y6vQrFb8i0r1/rJcu8njKMIJnMI5+HAFNbiDOjSAwBM8wyu8OWPnxXl3PhatBSefOYY/cj5/AH92kes=</latexit>

Z ! ⌫⌫ + · · ·
<latexit sha1_base64="5sYjJq1fCdVYnD2Lx0cTl0R4eTw=">AAACCXicbVDLSgMxFL3js9ZX1aWbYBEEocxUQZdFNy4r2Ad2hpJJ0zY0kwxJRihDt278FTcuFHHrH7jzb8y0s9DWC4GTc869yT1hzJk2rvvtLC2vrK6tFzaKm1vbO7ulvf2mlokitEEkl6odYk05E7RhmOG0HSuKo5DTVji6zvTWA1WaSXFnxjENIjwQrM8INpbqltA98o1Evkh8aX3ZmNReJugU+aQnje6Wym7FnRZaBF4OypBXvVv68nuSJBEVhnCsdcdzYxOkWBlGOJ0U/UTTGJMRHtCOhQJHVAfpdJMJOrZMD/WlskcYNGV/d6Q40nochdYZYTPU81pG/qd1EtO/DFIm4sRQQWYP9ROO7O5ZLKjHFCWGjy3ARDH7V0SGWGFibHhFG4I3v/IiaFYr3lmlenterl3lcRTgEI7gBDy4gBrcQB0aQOARnuEV3pwn58V5dz5m1iUn7zmAP+V8/gD7SZni</latexit>

2m⌫ < MZ
<latexit sha1_base64="LZ0YiN1xzCCmHkeD9yyF7DK5gvw=">AAAB9HicbVA9SwNBEJ2LXzF+RS1tFoNgFe6ioIVF0MZGiGA+MDmOvc0mWbK7d+7uBcKR32FjoYitP8bOf+MmuUITHww83pthZl4Yc6aN6347uZXVtfWN/GZha3tnd6+4f9DQUaIIrZOIR6oVYk05k7RumOG0FSuKRchpMxzeTP3miCrNIvlgxjH1Be5L1mMEGyv5FSSCjkzQFboLHoNiyS27M6Bl4mWkBBlqQfGr041IIqg0hGOt254bGz/FyjDC6aTQSTSNMRniPm1bKrGg2k9nR0/QiVW6qBcpW9Kgmfp7IsVC67EIbafAZqAXvan4n9dOTO/ST5mME0MlmS/qJRyZCE0TQF2mKDF8bAkmitlbERlghYmxORVsCN7iy8ukUSl7Z+XK/Xmpep3FkYcjOIZT8OACqnALNagDgSd4hld4c0bOi/PufMxbc042cwh/4Hz+AOIakN8=</latexit>

• Clear evidence for 3 light 
neutrino families (                      ).
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NNLO QCD predictions for single jet inclusive production at the LHC

J. Curriea, E.W.N. Glovera, J. Piresb
a
Institute for Particle Physics Phenomenology, University of Durham, Durham DH1 3LE, England

b
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We report the first calculation of fully di↵erential jet production at leading colour in all partonic
channels at next-to-next-to leading order (NNLO) in perturbative QCD and compare to the available
ATLAS 7 TeV data. We discuss the size and shape of the perturbative corrections along with their
associated scale variation across a wide range in jet transverse momentum, pT , and rapidity, y.
We find significant e↵ects, especially at low pT , and discuss the possible implications for Parton
Distribution Function fits.

PACS numbers: 13.87.Ce, 12.38Bx

The Large Hadron Collider (LHC) is currently collid-
ing protons at centre of mass energies up to

p
s = 13 TeV.

The main goal is to search the high energy frontier for
signs of physics beyond the Standard Model. However,
any searches for new physics are irreducibly dependent
on how well we understand the Standard Model and the
collider environment of the LHC itself.

At the LHC the inclusive cross section for a given final-
state can be calculated using the factorization formula,

d� =
X

i,j

Z
d⇠1
⇠1

d⇠2
⇠2

fi(⇠1, µF )fj(⇠2, µF )d�̂ij (1)

which is accurate up to non-pertubative hadronization
corrections, typically of the order ⇤QCD/Q, where Q is
the hard scale in the scattering process. The partonic
cross section, d�̂ij , can be calculated as a perturbative
series in the strong coupling, ↵s, and systematically im-
proved by progressively including higher order terms in
the series. It is also necessary to have a good understand-
ing of the non-perturbative Parton Distribution Func-
tions (PDF), fi(⇠, µF ). The PDFs quantify the relative
parton content of the proton carrying a fraction, ⇠, of the
proton’s momentum for a given factorization scale, µF .
To calculate the cross section using this formula we need
accurate determinations of the PDFs, ↵S and the higher
order terms in the perturbative expansion of the partonic
cross section.

Data from lepton-nucleon Deep Inelastic Scattering
(DIS) experiments such as HERA [1] provide detailed in-
formation about the quark PDFs and have been used to
significantly constrain the uncertainties on these quan-
tities. The inclusive cross section in DIS involves the
exchange of a virtual photon coupling to quarks at low-
est order via the electroweak coupling constant. The
electrical neutrality of the gluon means that the gluon
PDF can only be constrained using specific final-states,
such as heavy quarks or jets [2], or indirectly through
DGLAP evolution of the flavour singlet distribution. In
contrast, jet production at the Tevatron [3, 4] and LHC
directly probes the gluon PDF and is O(↵2

s) at leading
order (LO). The single jet inclusive cross section has been

measured accurately by ATLAS [5, 6] and CMS [7] across
the large dynamical range of the LHC.
To take advantage of the available data we must be able

to calculate observables with su�cient precision yet the
cross section for producing jets is currently only known
exactly at next-to leading order (NLO) [8–12] and par-
tially at NNLO [13]. The theoretical uncertainty in this
observable, estimated from the dependence on unphysi-
cal scales, is the main limiting factor when determining
parameters like ↵s from jet data or consistently includ-
ing this data in global fits for PDFs [14–17]. To improve
on the status-quo it is clear that an accurate and precise
determination of jet production at the LHC is needed
and so in this letter we present the first calculation of the
NNLO correction to jet production in perturbative QCD.
Higher order corrections have the potential to change the
size and shape of the cross section and also to reduce the
residual scale dependence in a calculation; we discuss the
extent to which this is true for the NNLO correction to
the fully di↵erential single jet inclusive cross section.
Predictions for jet production at NNLO accuracy re-

quire the relevant tree-level [18], one-loop [19–21] and
two-loop [22–24] parton-level scattering amplitudes as
well as a procedure for dealing with the infrared (IR)
singularities present in both the phase space integrals
and matrix elements, but which cancel in any IR safe
physical observable. Several techniques have been de-
veloped for obtaining finite cross sections at NNLO for
hadronic initial-states: antenna subtraction [25, 26], qT -
subtraction [27], N -jettiness subtraction [28], sector-
improved residue subtraction [29], sector decomposi-
tion [30] and projection to Born [31]. We use the an-
tenna subtraction method, implemented in the parton-
level event generator, NNLOJET [32, 33], to calculate the
single jet inclusive cross section, fully di↵erential in the
jet transverse momentum, pT and rapidity, y.
We include the leading colour contribution from all

partonic subprocesses in all channels. For example, in the
gluon-gluon scattering channel there are three partonic
subprocesses contributing to the double real correction:
gg ! gggg, gg ! qq̄gg and gg ! qq̄qq̄; we include the
contributions which are leading in the number of colours,
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Figure 1: The percentage contribution of the sub-leading colour to full colour NNLO correction,
�, for the single jet inclusive transverse energy distribution as a function of pT .

6. Numerical evaluation of the di↵erential cross section

In Secs. 3, 4 and 5 the double real, real-virtual and double virtual subtraction terms were

constructed and, where appropriate, the explicit pole cancellation against one and two-loop

matrix elements at sub-leading colour was carried out. The remaining task is to numerically

integrate each of these partonic channels over the appropriate phase space to obtain the

physical cross section.

Our numerical studies for proton-proton collisions at centre-of-mass energy
p
s = 8

TeV concern the single jet inclusive cross section (where every identified jet in an event

that passes the selection cuts contributes, such that a single event potentially enters the

distributions multiple times) and the two-jet exclusive cross section (where events with

exactly two identified jets contribute). We use in our default setup the anti-kt jet algo-

rithm [82] with resolution parameter R = 0.7 to reconstruct the final state jets where jets

are accepted at central rapidity |y| < 4.4, and ordered in transverse momentum. An event

is retained if the leading jet has pT1 > 80 GeV. For the dijet invariant mass distribution,

a second jet must be observed with pT2 > 60 GeV.

All calculations are carried out with the MSTW08NNLO gluon distribution func-

tion [83], including the evaluation of the LO and NLO contributions.2 This choice of param-

eters allows us to quantify the size of the genuine NNLO contributions to the parton-level

subprocess. As default value, we set µ equal to the transverse momentum of the leading

jet so that µ = pT1.

The cross section can be written as,

d� = ↵2
sA+ ↵3

sB + ↵4
sC, (6.1)

where the coe�cients A, B and C depend on the PDF, the scale choice and the observable.

The NNLO coe�cient C can be further subdivided into leading and sub-leading colour

contributions,

C = CLC + CSLC . (6.2)

2
Note that the evolution of the gluon distribution within the PDF set together with the value of ↵s

intrinsically includes contributions from the light quarks. The NNLO calculation presented here is “gluons-

only” in the sense that only gluonic matrix elements are involved.
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FIG. 1: Double-di↵erential inclusive jet cross-sections mea-
surement by ATLAS [6] and NNLO perturbative QCD pre-
dictions as a function of the jet pT in slices of rapidity, for
anti-kT jets with R = 0.4 normalized to the NLO result. The
shaded bands represent the scale uncertainty of the theory
predictions obtained by varying µR and µF as described in
the text. The red dashed line displays the NNLO/NLO ratio
corrected multiplicatively for electroweak corrections [37].

Nc, to all these subprocesses. In practice this amounts
to calculating the N2

c , NcNF and N2
F corrections to all

LO subprocesses, where NF is the number of light quark
flavours. We include the full LO and NLO coe�cients in
this calculation but note that retaining only the leading
colour correction to all partonic subprocesses at NLO
gives the full result to within a few percent across all
distributions. The analogous subleading colour contri-
butions at NNLO are expected to be small and we do
not include them in this study. To support this assump-
tion we note that the subleading colour NNLO contribu-
tion for pure gluon scattering was presented in a previ-
ous study [34] and found to be negligible. We construct
subtraction terms to regulate all IR divergences in the
phase space integrals and cancel all explicit poles in the
dimensional regularization parameter, ✏ = (4� d)/2, the
details of which for the antenna subtraction method can
be found in [25, 34, 36]. The IR finite cross section at
NNLO is then integrated numerically in four dimensions
over the appropriate two-, three- or four-parton massless
phase space to yield the final result.

In Fig. 1 we present the results for the double-
di↵erential inclusive jet cross section at NLO and NNLO,
normalized to the NLO theoretical prediction to empha-
size the impact of the NNLO correction to the NLO re-

FIG. 2: NLO and NNLO k-factors for jet production atp
s = 7 TeV. The lines correspond to the double di↵erential

k-factors (ratios of perturbative predictions in the perturba-
tive expansion) for pT > 100 GeV and across six rapidity |y|
slices.

sult. The collider setup is proton-proton collisions at a
centre of mass energy of

p
s = 7 TeV where the jets are

reconstructed using the anti-kT jet algorithm [35] with
R = 0.4. We use the NNPDF3.0 NNLO PDF set [15]
with ↵s(M2

Z) = 0.118 throughout this paper for LO,
NLO and NNLO predictions to emphasise the behaviour
of the higher order coe�cient functions at each pertur-
bative order. By default we set the renormalization and
factorization scales µR = µF = pT1, where pT1 is the
pT of the leading jet in each event. To obtain the scale
uncertainty of the theory prediction we vary both scales
independently by a factor of 1/2 and 2 with the constraint
1/2  µR/µF  2. We find that the NNLO coe�cient
has a moderate positive e↵ect on the cross section, 10%
at low pT across all rapidity slices relative to NLO. This is
significant because it is precisely in this region where the
majority of the cross section lies, especially in the cen-
tral rapidity slices, and it is where we observe the largest
NNLO e↵ects. At higher pT we see that the relative size
of the NNLO correction to NLO decreases to the 1-2%
level and so the perturbative series converges rapidly.

Given that we see a moderate NNLO correction to the
NLO prediction in the region where the bulk of the cross
section lies, it is instructive to compare to the available
data. The data points in Fig. 1 represent the ATLAS
data for an integrated luminosity of 4.5 fb�1 [6], nor-
malized to the NLO prediction. We do not include non-
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They are well within the uncertainty of the overall world average quoted above. Note,
however, that the average excluding the lattice result is no longer as close to the value
obtained from lattice alone as was the case in the 2013 Review, but is now smaller by
almost one standard deviation of its assigned uncertainty.

Notwithstanding the many open issues still present within each of the sub-fields
summarised in this Review, the wealth of available results provides a rather precise and
reasonably stable world average value of αs(M2

Z), as well as a clear signature and proof of
the energy dependence of αs, in full agreement with the QCD prediction of Asymptotic
Freedom. This is demonstrated in Fig. 9.3, where results of αs(Q2) obtained at discrete
energy scales Q, now also including those based just on NLO QCD, are summarized.
Thanks to the results from the Tevatron and from the LHC, the energy scales at which
αs is determined now extend up to more than 1 TeV♦.

QCD αs(Mz) = 0.1181 ± 0.0011

pp –> jets
e.w. precision fits (N3LO)  

0.1

0.2

0.3

αs (Q2)

1 10 100Q [GeV]

Heavy Quarkonia (NLO)
e+e–   jets & shapes (res. NNLO)

DIS jets (NLO)

April 2016

τ decays (N3LO)

1000

 (NLO
pp –> tt (NNLO)

)(–)

Figure 9.3: Summary of measurements of αs as a function of the energy scale Q.
The respective degree of QCD perturbation theory used in the extraction of αs is
indicated in brackets (NLO: next-to-leading order; NNLO: next-to-next-to leading
order; res. NNLO: NNLO matched with resummed next-to-leading logs; N3LO:
next-to-NNLO).

♦ We note, however, that in many such studies, like those based on exclusive states of
jet multiplicities, the relevant energy scale of the measurement is not uniquely defined.
For instance, in studies of the ratio of 3- to 2-jet cross sections at the LHC, the relevant
scale was taken to be the average of the transverse momenta of the two leading jets [434],
but could alternatively have been chosen to be the transverse momentum of the 3rd jet.
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Figure 9.2: Summary of determinations of αs(M2
Z) from the six sub-fields

discussed in the text. The yellow (light shaded) bands and dashed lines indicate the
pre-average values of each sub-field. The dotted line and grey (dark shaded) band
represent the final world average value of αs(M2

Z).

below, it may be worth mentioning that the collider results listed above average to a
value of αs(M2

Z) = 0.1172 ± 0.0059.

So far, only one analysis is available which involves the determination of αs from

June 5, 2018 19:47
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1. Introduction

Precision determinations of fundamental parameters within the Standard Model are of

utmost importance in order to test its internal consistency or point towards physics which

goes beyond it. In this respect the central parameter of the strong interaction sector is the

strong coupling αs, and until now tremendous efforts have been put into an ever better

determination of αs [1, 2].

One of the most precise determinations of αs, competitive with the current world

average, is provided by detailed investigations of the τ hadronic width

Rτ ≡
Γ[τ− → hadrons ντ (γ)]

Γ[τ− → e−νeντ (γ)]
= 3.640 ± 0.010 , (1.1)

– 1 –�
hadrons
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Fig. 1. The plots show as points with statistical error bars the
1 − T distributions at hadron level at

√
s = 14 to 43.8 GeV.

Some error bars are smaller than the data points. Superim-
posed as histograms are the NNLO+NLLA predictions com-
bined with hadronisation effects using the corresponding fit
results for αS(

√
s) shown in table 4. The arrows indicate the

fit ranges.

Table 5. Combined values of αS(
√
s) at the JADE cms en-

ergies from NNLO (upper section) and NNLO+NLLA (lower
section) analyses together with the statistical, experimental,
hadronisation and theory errors.

√
s [GeV] αS(

√
s) ±stat. ±exp. ±had. ±theo.

14.0 0.1690 0.0046 0.0065 0.0124 0.0076
22.0 0.1527 0.0040 0.0036 0.0090 0.0056
34.6 0.1420 0.0012 0.0025 0.0058 0.0050
35.0 0.1463 0.0010 0.0032 0.0059 0.0055
38.3 0.1428 0.0033 0.0045 0.0060 0.0051
43.8 0.1345 0.0021 0.0031 0.0043 0.0045

14.0 0.1605 0.0044 0.0065 0.0148 0.0073
22.0 0.1456 0.0036 0.0033 0.0077 0.0048
34.6 0.1367 0.0011 0.0023 0.0046 0.0040
35.0 0.1412 0.0009 0.0032 0.0049 0.0047
38.3 0.1388 0.0030 0.0043 0.0042 0.0048
43.8 0.1297 0.0019 0.0028 0.0033 0.0034

within ∆αS(mZ0) = 0.0004 and the uncertainties also
agree.

The hadronisation uncertainty of MH at each energy
point and in the combinations shown in table 6 is the
smallest. We have repeated the combinations without MH

and found results for αS(mZ0) consistent within 0.6% with
our main results with hadronisation uncertainties increased
by 14% (NNLO) or 20% (NNLO+NLLA).
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Fig. 2. The values for αS at the JADE energy points. The
inner error bars correspond to the combined statistical and
experimental errors and the outer error bars show the total
errors. The results from

√
s = 34.6 and 35 GeV have been

combined for clarity. The full and dashed lines indicate the
result from our JADE NNLO analysis as shown on the figure.
The results from the NNLO analysis of ALEPH data [12] are
shown as well.

Table 6. Combined values of αS(mZ0) for each observable from
NNLO (upper section) and NNLO+NLLA (lower section) anal-
yses together with the statistical, experimental, hadronisation
and theory errors.

Obs. αS(mZ0) ±stat. ±exp. ±had. ±theo.

1− T 0.1196 0.0011 0.0028 0.0067 0.0049
MH 0.1266 0.0009 0.0047 0.0014 0.0040
BT 0.1190 0.0009 0.0023 0.0047 0.0055
BW 0.1232 0.0008 0.0034 0.0037 0.0035
C 0.1184 0.0013 0.0029 0.0081 0.0045
yD
23 0.1201 0.0005 0.0014 0.0046 0.0026

1− T 0.1175 0.0010 0.0026 0.0061 0.0041
MH 0.1210 0.0008 0.0037 0.0011 0.0032
BT 0.1151 0.0009 0.0019 0.0039 0.0042
BW 0.1143 0.0006 0.0026 0.0028 0.0026
C 0.1148 0.0011 0.0027 0.0073 0.0044
yD
23 0.1199 0.0005 0.0013 0.0046 0.0023

In order to study the compatibility of our data with the
QCD prediction for the evolution of the strong coupling
with cms energy we repeat the combinations with or with-
out evolution of the combined results to the common scale.
We set the theory uncertainties to zero since these uncer-
tainties are highly correlated between energy points. We
conservatively assume the hadronisation uncertainties to
be partially correlated, because these uncertainties depend

arXiv:0810.1389
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hadron collider data in NNLO of QCD: from a measurement of the tt cross section at√
s = 7 TeV, CMS [370] determined

αs(M
2
Z) = 0.1151+0.0028

−0.0027 ,

whereby the dominating contributions to the overall error are experimental (+0.0017
−0.0018), from

parton density functions (+0.0013
−0.0011) and the value of the top quark pole mass (±0.0013).

This latter result will enter our determination of the new world average of αs, and
will thereby open a new sub-field of αs determinations in this Review. We note, however,
that so far there is only this one result in this sub-field. While there are more recent
measurements of tt cross sections from ATLAS and from CMS, at

√
s = 7, 8 and at

13 TeV, none quotes further extractions of αs. A more reliable result will thus be left to
the next Review, however we note that the most recent measurements of tt cross sections
imply larger values of αs(M2

Z) than the one which we use, at this time, as result for this
sub-field.

9.4.7. Electroweak precision fit :
The N3LO calculation of the hadronic Z decay width [35] was used in the latest update
of the global fit to electroweak precision data [437], resulting in

αs(M
2
Z) = 0.1196 ± 0.0030 ,

claiming a negligible theoretical uncertainty. We note that results from electroweak
precision data, however, strongly depend on the strict validity of Standard Model
predictions and the existence of the minimal Higgs mechanism to implement electroweak
symmetry breaking. Any - even small - deviation of nature from this model could strongly
influence this extraction of αs.

9.4.8. Determination of the world average value of αs(M2
Z) :

Obtaining a world average value for αs(M2
Z) is a non-trivial exercise. A certain

arbitrariness and subjective component is inevitable because of the choice of measurements
to be included in the average, the treatment of (non-Gaussian) systematic uncertainties
of mostly theoretical nature, as well as the treatment of correlations among the various
inputs, of theoretical as well as experimental origin.

We have chosen to determine pre-averages for sub-fields of measurements which are
considered to exhibit a maximum of independence between each other, considering
experimental as well as theoretical issues. The six pre-averages are summarized in
Fig. 9.2. We recall that these are exclusively obtained from extractions which are based
on (at least) full NNLO QCD predictions, and are published in peer-reviewed journals at
the time of completing this Review. These pre-averages are then combined to the final
world average value of αs(M2

Z), using the χ2 averaging method and error treatment as
described above. From these, we determine the new world average value of

αs(M
2
Z) = 0.1181 ± 0.0011 , (9.23)
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Figure 1: Predicted tt cross section at NNLO+NNLL, as a function of the top-quark pole mass
(left) and of the strong coupling constant (right), using five different NNLO PDF sets, com-
pared to the cross section measured by CMS assuming mt = m

pole
t . The uncertainties on the

measured stt as well as the renormalization and factorization scale and PDF uncertainties on
the prediction with NNPDF2.3 are illustrated with filled bands. The uncertainties on the stt
predictions using the other PDF sets are indicated only in the right panel at the corresponding
default aS(mZ) values. The m

pole
t and aS(mZ) regions favored by the direct measurements at

the Tevatron and by the latest world average, respectively, are shown as hatched areas. In the
left panel, the inner (solid) area of the vertical band corresponds to the original uncertainty
of the direct mt average, while the outer (hatched) area additionally accounts for the possible
difference between this mass and m

pole
t .

relative uncertainty of 4.1% on the measured stt is independent of mt to very good approxima-
tion.

Changes of the assumed value of aS(mZ) in the simulation used to derive the acceptance cor-
rections can alter the measured stt as well, which is discussed in this Letter for the first time.
QCD radiation effects increase at higher aS(mZ), both at the matrix-element level and at the
hadronization level. The aS(mZ)-dependence of the acceptance corrections is studied using the
NLO CTEQ6AB PDF sets [50], and the POWHEG BOX 1.4 [51, 52] NLO generator for tt produc-
tion interfaced with PYTHIA 6.4.24 [53] for the parton showering. Additionally, the impact of
aS(mZ) variations on the acceptance is studied with standalone PYTHIA as a plain leading-order
generator with parton showering and cross-checked with MCFM 6.2 [54] as an NLO prediction
without parton showering. In all cases, a relative change of the acceptance by less than 1% is
observed when varying aS(mZ) by ±0.0100 with respect to the CTEQ reference value of 0.1180.
This is accounted for by applying an aS(mZ)-dependent uncertainty to the measured stt. This
additional uncertainty is also included in the uncertainty band shown in Fig. 1. Over the rele-
vant aS(mZ) range, there is almost no increase in the total uncertainty of 4.1% on the measured
stt.

In the mt and aS(mZ) regions favored by the direct measurements at the Tevatron and by the
latest world average, respectively, the measured and the predicted cross section are compati-
ble within their uncertainties for all considered PDF sets. When using ABM11 with its default
aS(mZ), the discrepancy between measured and predicted cross section is larger than one stan-
dard deviation.

4 Probabilistic Approach
In the following, the theory prediction for stt is employed to construct a Bayesian prior to
the cross section measurement, from which a joint posterior in stt, m

pole
t and aS(mZ) is derived.

arXiv:1307.1907
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Renormalization Scale Dependence

• Two nice recent examples from arXiv:1707.01044:

H H H H

Figure 1: 5-loop Feynman diagrams evaluated for the H → gg and H → b̄b decay rates.

γ! γ! γ! γ!

Figure 2: Sample non-singlet (left) and singlet (right) Feynman diagrams for which the 1/ε
pole terms were computed in our re-calculation of the electromagnetic R-ratio at N4LO.

The third observable we consider is the hadronic R-ratio, see refs. [19–22] and references
therein, defined as

R(s) =
σe+e−→hadrons

σe+e−→µ+µ−

. (2.13)

Away from the Z-pole, the most important contribution to R(s) is given by the partial
decay width of an off-shell photon into massless quarks. Here we re-compute the N4LO
QCD corrections to this electromagnetic contribution. Analogous to the Higgs decay, this
quantity can be extracted from the imaginary part of the photon self energy

Πµν(q2) = (−gµνq2 + qµqν)Π(q2) (2.14)

via

R e.m.(s) = 12π ImΠ(−s− iδ) = NR

[(∑

f

e2f
)
r(s) +

(∑

f

ef
)2

rS(s)
]

(2.15)

with NR = 3 in QCD. The sum runs over nf quark flavours f with electromagnetic charges ef .
The functions r(s) and rS(s) represent the respective non-singlet and singlet contributions
to the R-ratio. Example diagrams for these two contributions are shown in Figure 2.

Calculations

For all three observables under consideration, we are interested in the imaginary parts of self
energies. These can be readily obtained by analytic continuation,

Im Π(−q2 − iδ) = Im eiπεLΠ(q2) = sin(Lπε)Π(q2) , (2.16)
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Figure 3: The renormalization-scale dependence of G̃ = (β(as)/as)2G(M 2
H), with G(q2) defined

in eq. (3.1), at nf = 5 (left panel), and of the decay width ΓH→ gg (right panel), both normalized as

discussed in the text, up to N4LO in MS for αs(M 2
Z ) = 0.118, MH = 125 GeV and µt = 164 GeV.
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Figure 4: The renormalization scale dependence of the decay width ΓH→ gg, normalized as the
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Up to O(↵4
S) corrections to H ! gg:
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c.f. optical theorem

• Decreasing 
dependence on     
and scheme with 
increasing order.

µR
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Renormalization Scale Dependence

• Two nice recent examples from arXiv:1707.01044:

c.f. optical theorem

• Decreasing 
dependence on     
and scheme with 
increasing order.

µR
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Up to O(↵4
S) corrections to R(hadrons/muons):
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H H H H

Figure 1: 5-loop Feynman diagrams evaluated for the H → gg and H → b̄b decay rates.

γ! γ! γ! γ!

Figure 2: Sample non-singlet (left) and singlet (right) Feynman diagrams for which the 1/ε
pole terms were computed in our re-calculation of the electromagnetic R-ratio at N4LO.

The third observable we consider is the hadronic R-ratio, see refs. [19–22] and references
therein, defined as

R(s) =
σe+e−→hadrons

σe+e−→µ+µ−

. (2.13)

Away from the Z-pole, the most important contribution to R(s) is given by the partial
decay width of an off-shell photon into massless quarks. Here we re-compute the N4LO
QCD corrections to this electromagnetic contribution. Analogous to the Higgs decay, this
quantity can be extracted from the imaginary part of the photon self energy

Πµν(q2) = (−gµνq2 + qµqν)Π(q2) (2.14)

via

R e.m.(s) = 12π ImΠ(−s− iδ) = NR

[(∑

f

e2f
)
r(s) +

(∑

f

ef
)2

rS(s)
]

(2.15)

with NR = 3 in QCD. The sum runs over nf quark flavours f with electromagnetic charges ef .
The functions r(s) and rS(s) represent the respective non-singlet and singlet contributions
to the R-ratio. Example diagrams for these two contributions are shown in Figure 2.

Calculations

For all three observables under consideration, we are interested in the imaginary parts of self
energies. These can be readily obtained by analytic continuation,

Im Π(−q2 − iδ) = Im eiπεLΠ(q2) = sin(Lπε)Π(q2) , (2.16)
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Figure 5: The renormalization scale dependence of the non-singlet R-ratio for nf = 4 at a reference

scale, specified by αs(q2) = 0.2 in MS, below the Υ threshold in the MS and miniMOM schemes.
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Figure 6: As fig. 5, but for a scale below the J/ψ threshold with αs = 0.3 in MS and nf = 3.

The curves have been cut off at low scales where the respective values of αs at N3LO exceed 0.7.
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Thrust thrust distribution
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• Modern (NNLO in QCD 
+ NLL resummation) 
result vs. data.

• Nice description. Sensitive to 
(colour/spin) nature of gluons.
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Figure 2: Distributions measured by ALEPH at LEP1, after correction for detector effects, of
thrust and the two-to-three-jet transition parameter in the Durham algorithm. Fitted QCD pre-
dictions at different orders of perturbation theory are overlaid. The lower insets show a relative
comparison of data and QCD fits.

lications. The main source of arbitrariness in the predictions is the choice of the renormal-

isation scale xµ and of the logarithmic rescaling variable xL. The residual dependence of

the fitted value of αs(MZ) on the renormalisation scale is shown in Fig. 3, for the same

two variables as in the previous figures. Most notably, the matching of NLLA terms to the

NNLO prediction does not lead to a reduced scale dependence, compared to pure NNLO

only, but at least to an improvement compared to NLO+NLLA. This could be anticipated

by the discussion in section 2 on the scale dependence of the NNLO and NLLA predictions.

A further study of this particular aspect is described in section 6 below.

The systematic uncertainty related to missing higher orders is estimated with the

uncertainty-band method recommended in Ref. [22]. Briefly, this method derives the

uncertainty of αs from the uncertainty of the theoretical prediction for the event-shape

distribution and proceeds in three steps. First a reference perturbative prediction, here

NNLO+NLLA with xµ = 1 and xL = 1, is determined using the value of αs obtained from

the combination of the six variables and eight energies, as explained in section 5. Then

variants of the prediction with different choices for xµ and xL, for the kinematic constraint

ymax and the modification degree power p are calculated with the same value of αs. A

variation of the matching scheme as advocated in Ref. [22] was not included in the list

of variants, since no R-matching scheme is presently available at NNLO+NLLA. In each

– 10 –
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Thrust - Resummed Prediction
thrust distribution

NLO+Sudakov approximation matched to fixed order
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• Impact of resummation: including Sudakov form factor.
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Resummation - Z transverse momentum

16 9 Summary
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Figure 5: Comparison of the normalized dimuon differential transverse momentum distribu-
tion from data (solid symbols) with different theoretical predictions. The right panels show the
ratios of theory predictions to the data. The RESBOS-CP version with scale and PDF variation
is used for comparison.
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Figure 6: The normalized pT differential cross section ratio of W� to W+ for muon channel com-
pared with theoretical predictions. Data points include the sum of the statistical and systematic
uncertainties in quadrature. More details are given in the Fig. 4 caption.
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Test der Callan-Gross-Relation 

Callan-Gross Relation

Data from SLAC
x
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Bjorken Scaling
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PDFs & DGLAP
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q
2 = 104 GeV2, with associated 68%

confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

distributions.

The outline of the paper is as follows. In Section 2 we describe the improvements that

we have in our theoretical procedures since the MSTW2008 analysis [1] was performed. In

particular, we discuss the parameterisation of the input PDFs, as well as the improved treat-

ments (i) of the deuteron and nuclear corrections, (ii) of the heavy flavour PDFs, (iii) of the

experimental errors of the data, and, (iv) in fitting the neutrino-produced dimuon data. In

Section 3 we discuss the non-LHC data which have been added since the MSTW2008 analysis,

while Section 4 describes the LHC data that are now included in the fit. The latter Section

concentrates on the description of W and Z production data, together with a discussion of the

inclusion of LHC jet production data.

The results of the global analysis can be found in Section 5. This section starts with a

discussion of the treatment of the QCD coupling, and of whether or not to include ↵S(M2

Z
)

as a free parameter. We then present the LO, NLO and NNLO PDFs and their uncertainties,

together with the values of the input parameters. These sets of PDFs are the end products of

the analysis – the grids and interpolation code for the PDFs can be found at [12] and will be

available at [13] and a new HepForge [14] project site is foreseen. An example is given in Fig.

1 which shows the NNLO PDFs at scales of Q2 = 10 GeV2 and Q
2 = 104 GeV2, including the

associated one-sigma (68%) confidence-level uncertainty bands.

Section 5 also contains a comparison of the NLO and NNLO PDFs with those of MSTW2008

[1]. The quality of the fit to the data at LO is far worse than that at NLO and NNLO, and

is included only for completeness. In Section 6 we make predictions for various benchmark

processes at the LHC, and in Section 7 we discuss other data sets that are becoming available
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q
2 = 104 GeV2, with associated 68%

confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e↵ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form
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SM Higgs Production at the LHC

Gluon Fusion Vector Boson Fusion
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SM Higgs Production Cross Sections
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Standard Model Higgs Decays

Heaviest quark (b-bbar) BR 
dominates at low masses, 
until there is enough energy 
to produce gauge boson 
pairs (WW, ZZ) 

But b-bbar very difficult due 
to huge QCD background 
and limited b-jet resolution 
(O(15%))

Despite much lower BR, 
HÆJJ via intermediate ttbar
loop has better Signal/Bkgd
ratio for low Higgs mass
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Low Mass Higgs (MH<140 GeV)  – H Æ JJ
Direct Higgs coupling to JJ forbidden, as 
photon is mass less

Low branching ratio (~10-3), but nice mass 
peak thanks to excellent ECAL energy 
resolution (both ATLAS and CMS)

100 fb��

CMS Physics TDR, 2006 Resolution ~1 GeV at 100 GeV
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The narrow-resonance conversion factor "#V/2 numerically
evaluates to 3.919 GeV for the Z boson and 3.327 GeV for
the W. One can further integrate Eq. $6.6% over the rapidity Y
to obtain the theoretical prediction for the ‘‘total cross sec-
tion times branching ratio,’’ !V"Bl

V . Our total cross section
results for the MRST PDFs, for example, agree with results
obtained using the numerical program of Ref. &18', after we
omit b quarks from the initial state &52,53'. &We note that
Eqs. $B.13% and $B.16% in the article in Ref. &18' are missing
a factor of T f! 1

2 , and the ‘‘103’’ at the end of Eq. $B.11%
should have an x multiplying it. Also, the normalization of
the W cross section in Eqs. $A.3% and $A.11% should be a
factor of 2 larger. All these factors are properly included in
the numerical program &18'.' Our program is also capable of
integrating over a range of dilepton-invariant masses, with-
out making the narrow-resonance approximation, and we
shall present one such plot below.
We first present, in Fig. 3, the rapidity distribution for a Z

boson produced on shell at the LHC. The LO, NLO, and
NNLO results have been included. We have equated the
renormalization and factorization scales, and have varied
them in the range MZ/2()(2MZ . At LO the scale varia-
tion is large, ranging from 30% at central rapidities to 25% at
Y*3. This is reduced to *6% at NLO for all rapidities. At
NNLO, the prediction for central rapidities stabilizes dra-
matically; the scale variation is *0.6%. This increases to 1%
at Y*3 and 3% at Y*4. However, it seems that for
Y(3—the rapidity values accessible in LHC experiments—
the residual scale dependence is no longer a significant the-
oretical uncertainty when the NNLO corrections are in-
cluded.
The magnitude of the higher-order corrections exhibits a

pattern similar to that of the scale variation. The NLO cor-
rections significantly increase the LO prediction; the LO re-

sult is increased by 30% at central rapidities and by 15% for
larger rapidity values. They also change the shape of the
distribution, creating a broad peak at central rapidities, as is
visible in Fig. 3. The results stabilize completely at NNLO.
The NNLO corrections decrease the NLO result by only
1%–2% and do not affect the shape of the distribution.
For most of the plots in the paper, in order to estimate the

uncertainties in the NNLO predictions we shall continue to
set )F!)R!) and vary the common scale ) from M /2 to
2M . However, it is useful to consider a broader range of
scale variations, for at least one kinematic configuration. In
Fig. 4 we study dependence on )F and )R in more detail for
the case of on-shell Z boson production at the LHC, at the
precisely central rapidity point Y!0. For each order in per-
turbation theory $LO, NLO, NNLO%, using the MRST PDF
sets we plot three curves, corresponding to $i% common
variation of the renormalization and factorization scales,
)F!)R!) , but over a larger range of ), M /5#)#5M
$solid curves%; $ii% variation of the factorization scale alone,
setting )R!MZ $dashed curves%; $iii% variation of the renor-
malization scale alone, setting )F!MZ $dotted curves%.
Because the LO result is independent of +s()R), the third

curve is trivially constant at LO and the former two LO
curves lie on top of each other. We can see from Fig. 4 that
the tiny NNLO scale variation in Fig. 3 is not peculiar to the
range M /2#)#2M used there. Even extending the range to
M /5#)#5M , for a common variation the bandwidth only
enlarges from 0.5% to 1.2%. Over this same range, holding
)F fixed and varying )R also produces a quite small range of
values, less than 0.5%. The largest variations are found by
holding )R fixed and varying )F . These variations are still
only of order 0.7% over the range M /2#)#2M , but rise to
of order 5% at the ends of the extended range M /5#)
#5M . The latter are fairly extreme scale choices, however.
We believe that the range used in the rest of the paper, )F
!)R!) and M /2#)#2M , provides a good guide to the
perturbative uncertainty remaining from the terms beyond
NNLO.

FIG. 3. $Color online% The center-of-mass
system $c.m.s.% rapidity distribution of an on-
shell Z boson at the LHC. The LO, NLO, and
NNLO results have been included. The bands in-
dicate the variation of the renormalization and
factorization scales in the range MZ/2()
(2MZ .

HIGH-PRECISION QCD AT HADRON COLLIDERS: . . . PHYSICAL REVIEW D 69, 094008 $2004%
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FIG. 2 The cross section as a function of the invariant mass Q2 of the lepton pair for small (left) and large (right)
values of Q.

the central scales). We note that this behaviour does not
depend on our choice of the central scale, but we observe
the same behaviour when the central scale is chosen as
Q/2. Since this is a new feature which has not been ob-
served so far for inclusive N3LO cross section, we analyse
it in some detail.

Fig. 3 shows the dependence of the cross section for an
invariant mass Q = 100 GeV on one scale with the other
held fixed at the central scale Q = 100 GeV. The bands
are again obtained by varying the scale by a factor of
two up and down around the central scale. We see that
in both cases the NNLO and N3LO bands do not over-
lap. Furthermore, we see that for the µR dependence the
width of the band is substantially reduced when going
from NNLO to N3LO. For the µF dependence, however,
the width of the band is increasing from NNLO to N3LO.
We note that this statement depends on the choice of the
value of Q2 considered as well as the centre-of-mass en-
ergy of the hadron collider. It would be interesting in
how far this observation is related to the missing N3LO
PDFs (keeping in mind that in that case one could not
disentangle completely the PDF-TH and scale uncertain-
ties anymore).

Fig. 4 shows the relative contribution of the di↵erent
partonic channels as a function of the invariant mass Q2

to the N3LO correction of the DY cross section. We see
that the cross section is dominated by the qq̄, qg and gg
channels. While the qg channel gives a large and pos-
itive contribution, the qq̄ channel (and to a lesser ex-
tend also the gg channel) gives a negative contribution
which largely cancels the contribution from the qg chan-
nel. The same cancellation happens already in the case
of the NNLO corrections to an even larger extent. Given
the sizeable cancellation of di↵erent partonic initial state
contributions, small numerical changes in the parton dis-
tribution functions will have an enhanced e↵ect on the
prediction of the DY cross section. Consequently, esti-
mating and improving on the sources of uncertainties re-
lated to parton distribution functions considered in Fig. 1
is of great importance.

CONCLUSIONS

We have presented for the first time the complete com-
putation of the N3LO corrections in QCD for the pro-
duction of a lepton pair from a virtual photon. Our main
findings are percent level corrections to the hadronic cross
section and an overall reduction of dependence on the
perturbative scales. The size of this corrections is con-
sistent with N3LO corrections to Higgs boson production
in gluon-fusion [17–19] and bottom-quark-fusion [20] and
indicates the importance of N3LO corrections to LHC
processes for phenomenology conducted at the percent
level.

In the region of small invariant masses where the con-
tribution from the Z boson is small, Q . 50 GeV, the
photon contribution computed here is the dominant part
of the cross section. For other kinematic regions we ex-
pect the K-factor of the Z boson contribution to behave
qualitatively very similarly to the photon contribution
and our results provide essential information. We see
from Fig. 2 that our computation substantially reduces
the dependence of the cross section on the renormalisa-
tion and factorisation scales. In contrast to the correc-
tions to Higgs boson production, however, the shift of
the predicted value of the DY cross section due to the in-
clusion of N3LO corrections is not contained in the naive
scale variation bands of NNLO predictions for all values
of Q. We emphasise that this should not be interpreted
as an indication of a breakdown of perturbative QCD,
but rather as a sign that uncertainty estimates based on
a purely conventional variation of the scales should be
taken with a grain of salt. Moreover, we observe an intri-
cate pattern of large cancellations of contributions from
di↵erent partonic initial states at NNLO and N3LO. This
implies a large sensitivity of the cross section on rela-
tively small shifts in parton distribution functions. In
combination with the fact that the DY process is a key
ingredient for the determination of PDFs, this motivates
to push for parton distributions determined from N3LO
cross sections in the future. It also hints at am intri-
cate entanglement of PDFs and the structure of QCD
cross sections, so that the uncertainty estimate obtained
from scale variation cannot be completely disentangled
from the PDF-TH uncertainties. The perturbative un-
certainty should rather be seen as the combination of
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Data set NLO NNLO
BCDMS µp F2 [49] 169.4/163 180.2/163
BCDMS µd F2 [49] 135.0/151 146.0/151
NMC µp F2 [50] 142.9/123 124.1/123
NMC µd F2 [50] 128.2/123 112.4/123
NMC µn/µp [51] 127.8/148 130.8/148
E665 µp F2 [52] 59.5/53 64.7/53
E665 µd F2 [52] 50.3/53 59.7/53
SLAC ep F2 [53, 54] 29.4/37 32.0/37
SLAC ed F2 [53, 54] 37.4/38 23.0/38
NMC/BCDMS/SLAC/HERA FL [49, 50, 54, 146–148] 79.4/57 68.4/57
E866/NuSea pp DY [149] 216.2/184 225.1/184
E866/NuSea pd/pp DY [150] 10.6/15 10.4/15
NuTeV ⌫N F2 [55] 43.7/53 38.3/53
CHORUS ⌫N F2 [56] 27.8/42 30.2/42
NuTeV ⌫N xF3 [55] 37.8/42 30.7/42
CHORUS ⌫N xF3 [56] 22.0/28 18.4/28
CCFR ⌫N ! µµX [57] 73.2/86 67.7/86
NuTeV ⌫N ! µµX [57] 41.0/84 58.4/84
HERA e

+
p CC [84] 54.3/39 52.0/39

HERA e
�
p CC [84] 80.4/42 70.2/42

HERA e
+
p NC 820 GeV [84] 91.6/75 89.8/75

HERA e
+
p NC 920 GeV [84] 553.9/402 512.7/402

HERA e
�
p NC 460 GeV [84] 253.3/209 248.3/209

HERA e
�
p NC 575 GeV [84] 268.1/259 263.0/259

HERA e
�
p NC 920 GeV [84] 252.3/159 244.4/159

HERA ep F
charm

2
[26] 125.6/79 132.3/79

DØ II pp̄ incl. jets [125] 117.2/110 120.2/110
CDF II pp̄ incl. jets [124] 70.4/76 60.4/76
CDF II W asym. [90] 19.1/13 19.0/13
DØ II W ! ⌫e asym. [151] 44.4/12 33.9/12
DØ II W ! ⌫µ asym. [152] 13.9/10 17.3/10
DØ II Z rap. [153] 15.9/28 16.4/28
CDF II Z rap. [154] 36.9/28 37.1/28
DØ W asym. [21] 13.1/14 12.0/14

Table 6: The values of �2/Npts. for the non-LHC data sets included in the global fit at NLO and NNLO.
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Data set NLO NNLO
ATLAS W

+, W�, Z [119] 34.7/30 29.9/30
CMS W asym. pT > 35 GeV [155] 11.8/11 7.8/11
CMS asym. pT > 25, 30 GeV [156] 11.8/24 7.4/24
LHCb Z ! e

+
e
� [157] 14.1/9 22.7/9

LHCb W asym. pT > 20 GeV [158] 10.5/10 12.5/10
CMS Z ! e

+
e
� [159] 18.9/35 17.9/35

ATLAS High-mass Drell-Yan [160] 20.7/13 18.9/13
CMS double di↵. Drell-Yan [72] 222.2/132 144.5/132
Tevatron, ATLAS, CMS �tt̄ [93]- [94] 22.8/17 14.5/17
LHCb 2015 W , Z [95, 96] 114.4/67 99.4/67
LHCb 8 TeV Z ! ee [97] 39.0/17 26.2/17
CMS 8 TeV W [98] 23.2/22 12.7/22
ATLAS 7 TeV jets [18] 226.2/140 221.6/140
CMS 7 TeV W + c [99] 8.2/10 8.6/10
ATLAS 7 TeV high precision W , Z [20] 304.7/61 116.6/61
CMS 7 TeV jets [100] 200.6/158 175.8/158
CMS 8 TeV jets [101] 285.7/174 261.3/174
CMS 2.76 TeV jet [107] 124.2/81 102.9/81
ATLAS 8 TeV Z pT [75] 235.0/104 188.5/104
ATLAS 8 TeV single di↵ tt̄ [102] 39.1/25 25.6/25
ATLAS 8 TeV single di↵ tt̄ dilepton [103] 4.7/5 3.4/5
CMS 8 TeV double di↵erential tt̄ [105] 32.8/15 22.5/15
CMS 8 TeV single di↵erential tt̄ [108] 12.9/9 13.2/9
ATLAS 8 TeV High-mass Drell-Yan [73] 85.8/48 56.7/48
ATLAS 8 TeV W [106] 84.6/22 57.4/22
ATLAS 8 TeV W + jets [104] 33.9/30 18.1/30
ATLAS 8 TeV double di↵erential Z [74] 157.4/59 85.6/59
Total 5822.0/4363 5121.9/4363

Table 7: The values of �2/Npts. for the LHC data sets included in the global fit and the overall global
fit �2/N at NLO and NNLO. The corresponding values for the non-LHC data sets are shown in Table 6,
and the total value corresponds to the sum over both tables.
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Figure 9: Example two and three jet e+e− events.

Examples of infrared unsafe observables or procedures are

• number of partons

• observables using incoming parton momentum fractions

• observables based on older jet algorithms

• using infrared unsafe observables as renormalisation or factorisation scale

It is not always easy to find out whether an observable/procedure is infrared safe, in order
to so so correctly we will need to study the details of the jet clustering algorithm and the
factorisation of the intial state in hadron collisions. The factorisation of short and long
distance effects for hadronic inital states is covered in Section 4 while Section 6 covers
details of different jet algorithms.

3.3 Event Shapes

If we consider the e+e− annihilation events shown in Fig. 9 we see a collimated bunch of
hadrons travelling in roughly the same direction as the original quarks or gluons. Often
you can “see” the jets without some fancy mathematical definition. We will come back
and consider jets in more detail when we consider hadron–hadron collisions later in the
course, in Section 6.

An alternative to defining jets is to define a more global measure of the event which
is sensitive to the structure of the event. We need a number of properties to achieve this,
the most important of which is infrared safety, i.e. if there is soft or collinear emission
the answer doesn’t change. Formally if a parton splits into two collinear partons

p → zp + (1− z)p, (29)

(2-jet) Event Display

• Example event display from           collisions. e+e�
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Fig. 34: Left: an e+e− event that can be interpreted as having a 2-jet, qq̄-like structure; middle: an event that can
be interpreted as having a 3-jet, qq̄g, structure; right: the same event reinterpreted as having a 4-jet structure, qq̄gg.
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is not limited to two cones. One interpretation of the event is that a qq̄ pair has emitted a hard gluon
g, and all three have undergone soft and collinear showering. However, the same event can also be
interpreted (right) as a qq̄gg event, with further soft and collinear showering. Deciding between these
two interpretations means choosing just how hard and separated in angle an emission has to be in order
for it to be considered a separate jet (cf. the angular and energy parameters, δ and ε, in our discussion of
the 2-jet cross section in Section 2.3.2).
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written to disk every year at the LHC. Instead one uses a set of rules, a ‘jet definition’, by which a
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calorimeter deposits), and return a list of jets. If one modifies an event just through soft and collinear
emission, then the set of jets should not change, i.e., the result of applying the jet definition should be
insensitive to the most common effects of showering and hadronization, as illustrated in Fig. 35.

Jets are central to collider physics: both theory and experimental results are often presented in
terms of jet cross sections, and thus jets provide the meeting point between the two. As we saw in
Section 4.4.1, jets are also used to assemble together different kinds of theory predictions. And jets are
an input to almost all physics analyses: to new physics searches (since new particles may decay to quarks
or gluons, giving jets), in Higgs searches, top physics, Monte Carlo validation, fits of PDFs, etc.
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The construction of a jet involves different considerations:
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Jet Algorithms
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Figure 22: Examples of jets formed by different jet algorithms, taken from Ref. [6].
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Figure 23: Transverse momentum spectrum of jets measured by the CDF experiment at
the Tevatron, taken from Ref. [18].
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the Tevatron, taken from Ref. [18].
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To study the e�ects of jet data in a realistic global fit, we perform similar global QCD

analyses as CT10 [2]. The QCD coupling constant is fixed to the world average value,

�s(m2
Z) = 0.118 [24]. And the gluon PDF parametrization is given by

g(x, µ0) = a0x
a1(1 � x)a2 exp(a3x + a4x

2 � a6x
�a7), (14)

where µ0 = 1.3 GeV is the initial scale, and ai are the gluon PDF parameters. The 90%

confidence level error PDFs are determined using the Hessian matrix method by allowing

14

Figure 7: Left: Fractional contributions from di↵erent partonic channels to the single–inclusive jet production at the
LHC 7 TeV at LO in the central rapidity region, computed with NNPDF3.0 [230]. Right: Correlations between
binning cross sections from ATLAS on the single–inclusive jet production at the LHC 7 TeV and the gluon PDF; the
dashed curves correspond to experimental bins at low pT .

by their rapidities y(1,2) and their transverse momenta pT,(1,2). At LO we have pT,1 = pT,2 = pT , and the
momentum fractions carried by the two incoming partons are given by

x1 =
pT
p

s
(ey1 + ey2 ), x2 =

pT
p

s
(e�y1 + e�y2 ) , (37)

where
p

s is the centre of mass energy of the two incoming hadrons. If we instead consider the rapidity
of the jet in the centre–of–mass frame of the dijet system, y⇤ ⌘ (y1 � y2)/2, and the boost of the dijet
yb ⌘ (y1 + y2)/2, we have

x1x2 =
4p2

T cosh2 y⇤

s
, x1/x2 = e2yb . (38)

Note that beyond LO there can be multiple jets in the final state from additional QCD radiation, so that in
general the pT balance of the two leading jets will be lost.

Experimentally, jet production can be measured in various ways. The most common observable for PDF
fits is the single–inclusive jet cross section, double–di↵erential in the jet pT and rapidity y. Here, one counts
all jets in a single event and includes them in the same distribution. Such a double–di↵erential cross section
is sensitive to di↵erent flavour combinations, depending on the kinematic region considered. In Fig. 7 (left)
the fractional contributions from the di↵erent parton–level subprocesses to the inclusive jet cross section
in the central rapidity region at the LHC is shown, as a function of the jet pT . We can see that at low pT
the channels involving initial–state gluons are dominant, while at higher pT the qq and qq contributions
increase with the former one being dominant, but nonetheless with a sizeable gluon–induced fraction. As
the quark PDFs are generally already well constrained by DIS data in these kinematic regions, jet data is
therefore dominantly sensitive to the gluon PDF. This is illustrated in Fig. 7, which show the correlation
coe�cients (see Sect. 4.3.1) between the inclusive jet cross section and the gluon PDF at various x values.
This follows the ATLAS binning [231], with each curve corresponding to one bin. From this we can see that
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Jet Transverse Momentum Loss
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Figure 25: Example of various contributions to the shift of the transverse momentum,
taken from Ref. [6].

So for a jet with R = 0.4 quark and gluon jets will have 5% and 11% less transverse
momentum than the parent parton, respectively. These results are subject to significant
finite R and higher order corrections. The result will also depend on the precise details of
the recombination scheme, for example SISCONE has a different recombination scheme
where the centre of the cone is the direction of the sum of the partons and we require one
parton to fall outside the cone.

While this gives the perturbative energy loss by the jet there are other effects which
can change the transverse momentum of the jet. In particular the jet can also lose energy
in the hadronization process and can gain energy from the underlying event.

While these effects cannot be calculated from first principles we can use some simple
models to gauge the size of the effects.

One model for the effect of hadronization on event shapes in e+e− collisions, due to
Dokshitzer and Webber, is to perform a perturbative calculation and instead of stopping
the calculation at some small energy scale µI because the strong coupling becomes non-
perturbative continue the calculation into the infrared regime with a model of the strong
coupling in this regime which does not diverge. They define

A(µI) =
1

π

∫ µI

0

dk⊥αS(k⊥). (65)

This model can also be used to assess the size of the hadronization corrections for the jet
transverse momentum. The hadronization is modelled by soft gluons with k⊥ ∼ ΛQCD.
In this case the transverse momentum loss is

δp⊥ = zp⊥ − p⊥ = −(1− z)p⊥. (66)
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EW Precision Fits

2 Update of the global electroweak fit 7
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Figure 1: Left: Comparison of the fit results with the direct measurements in units of the experimental
uncertainty. The fit results are compared between the scenario using the two-loop calculations of the Z

partial widths with the four-loop O(↵t↵
3

s
) correction to MW (colour, top bars), and the one-loop calculation

used in a previous publication [4] (shaded gray, bottom bars). Right: Comparison of the fit results with the
indirect determination in units of the total uncertainty, defined as the uncertainty of the direct measurement
and that of the indirect determination added in quadrature. The indirect determination of an observable
corresponds to a fit without using the corresponding direct constraint from the measurement.
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W Boson Mass Determination
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Figure 1: The simulated muon pµT distributions in W ! µ⌫ decays (left W+
, right W�

) with five

di↵erent MW hypotheses. The ratios are with respect to the prediction with MW = 80.3GeV/c
2
.

A similar set of weights can be assigned to map the sample to di↵erent PDFs. As in
Ref. [16] the full PDF uncertainty should consider an envelope of PDF sets from several
groups, including for example the MMHT14 [23] and CT14 [24] sets, but for the current
study we focus on the NNPDF3.1 [25] set with 1000 equiprobable replicas.

3 Fitting method

Scaling the generated event samples to the 6 fb�1 of LHCb Run 2 data yields an expectation
of 7.2 (4.8) million W+ (W�) events in the 30 < pµT < 50GeV/c and 2 < ⌘ < 4.5 region.
Toy data histograms are generated by randomly fluctuating the bins around the nominal
distribution, assuming these yields and Poisson statistics. These histograms can be
generated with di↵erent PDF sets using the reweighting procedure already described. The
current study neglects experimental systematic uncertainties, such as those due to the
knowledge of the momentum scale and the dependence of the muon identification e�ciency
on pµT and ⌘, and does not address the treatment of higher order QCD corrections in the
pWT modelling [26, 27].

The data histograms are compared to templates with di↵erent PDF andMW hypotheses.
The normalisation of each template is scaled to match the data such that the fit only
considers the shape information. For a given PDF hypothesis a single-parameter (1D) fit
determines the value of MW that minimises the �2 between a toy and the templates. The
68% C.L. statistical uncertainty corresponds to a variation of ��2 = 1 with respect to
the parabola minimum.

Fig. 2 shows, separately for the two W charges, how the results of a fit to a single toy
dataset vary with the PDF replica used in the templates. Forty bins in pµT (with bin width
of 0.5GeV/c) are used in the template fit. The fitted MW values follow approximately
Gaussian distributions with widths of 15 (20)MeV/c2 for the W+ (W�). The broadly
parabolic distributions of the best-fit �2 (�2

min) versus MW indicate that the PDF replicas
that most severely bias MW tend to give a measurably poorer fit quality. Before evaluating
how this information could be used to constrain the PDF uncertainty let us first try to
understand in more detail the underlying mechanism behind the PDF uncertainty.
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W Boson Mass Determination
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Figure 28: The measured value of mW is compared to other published results, including measurements from the
LEP experiments ALEPH, DELPHI, L3 and OPAL [25–28], and from the Tevatron collider experiments CDF and
D0 [22, 23]. The vertical bands show the statistical and total uncertainties of the ATLAS measurement, and the
horizontal bands and lines show the statistical and total uncertainties of the other published results. Measured values
of mW for positively and negatively charged W bosons are also shown.
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Figure 29: The present measurement of mW is compared
to the SM prediction from the global electroweak fit [16]
updated using recent measurements of the top-quark and
Higgs-boson masses, mt = 172.84± 0.70 GeV [122] and
mH = 125.09 ± 0.24 GeV [123], and to the combined
values of mW measured at LEP [124] and at the Tevatron
collider [24].

165 170 175 180 185
 [GeV] tm

80.25

80.3

80.35

80.4

80.45

80.5

 [G
eV

]
W

m

ATLAS  0.019 GeV± = 80.370 Wm
 0.70 GeV± = 172.84 tm
 0.24 GeV± = 125.09 Hm

t and mW68/95% CL of m

68/95% CL of Electroweak
t and mW Fit w/o m

 (Eur. Phys. J. C 74 (2014) 3046)

Figure 30: The 68% and 95% confidence-level contours
of the mW and mt indirect determination from the global
electroweak fit [16] are compared to the 68% and 95%
confidence-level contours of the ATLAS measurements
of the top-quark and W-boson masses. The determin-
ation from the electroweak fit uses as input the LHC
measurement of the Higgs-boson mass, mH = 125.09 ±
0.24 GeV [123].
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Figure 3: The ratio R ≡ σ(e+e−→hadrons)
σ(e+e−→µ+µ−) as a function of energy taken from Ref. [8].

Z-boson resonance and the photon-Z interference. The total cross-section, summed and
averaged over spins can be written as (e.g. [3]):

σ
(

f f̄ → f ′f̄ ′
)

= α2 π

2s
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d(cos θ)
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)
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The axial (vf = T 3
f − 2qf sin

2 θw) and vector (af = T 3
f ) couplings in the Standard Model

are given in Table 1. T 3
f is the 3rd component of the weak isospin as covered in the course

on the Standard Model. The terms proportional to χ2 come from the Z resonance while
those propotional to χ1 come from the photon-Z interference. ΓZ is the width of the Z
boson.

Later we will take a closer look at the EW sector of the Standard Model and use this
measurement to find constraints on the number of neutrinos families below the Z mass
threshold (see Figure 28).
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Z-boson resonance and the photon-Z interference. The total cross-section, summed and
averaged over spins can be written as (e.g. [3]):

σ
(

f f̄ → f ′f̄ ′
)

= α2 π

2s

∫ 1
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d(cos θ)
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The axial (vf = T 3
f − 2qf sin

2 θw) and vector (af = T 3
f ) couplings in the Standard Model

are given in Table 1. T 3
f is the 3rd component of the weak isospin as covered in the course

on the Standard Model. The terms proportional to χ2 come from the Z resonance while
those propotional to χ1 come from the photon-Z interference. ΓZ is the width of the Z
boson.

Later we will take a closer look at the EW sector of the Standard Model and use this
measurement to find constraints on the number of neutrinos families below the Z mass
threshold (see Figure 28).
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9 Uncertainties in the PDFs
The observed AFB values depend on the size of the dilution effect, as well as on the relative
contributions from u and d valence quarks to the total dilepton production cross section. The
uncertainties in the PDFs translate into sizable changes in the observed AFB values. However,
changes in PDFs affect the AFB(m``, y``) distribution in a different way than changes in sin2 q`eff.

Changes in PDFs produce large changes in AFB, when the absolute values of AFB are large, i.e.,
at large and small dilepton mass values. In contrast, the effect of changes in sin2 q`eff are largest
near the Z boson peak, and are significantly smaller at high and low masses. Because of this
behavior, which is illustrated in Fig. 5, we apply a Bayesian c2 reweighting method to constrain
the PDFs [48–50], and thereby reduce their uncertainties in the extracted value of sin2 q`eff.
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Figure 5: Distribution in AFB as a function of dilepton mass, integrated over rapidity (left), and
in six rapidity bins (right) for sin2 q`eff = 0.23120 in POWHEG. The solid lines in the bottom panel
correspond to six changes at sin2 q`eff around the central value, corresponding to: ±0.00040,
±0.00080, and ±0.00120. The dashed lines refer to the AFB predictions for 100 NNPDF3.0 repli-
cas. The shaded bands illustrate the standard deviation in the NNPDF3.0 replicas.

As a baseline, we use the NLO NNPDF3.0 PDFs. In the Bayesian c2 reweighting method,
PDF replicas that offer good descriptions of the observed AFB distribution are assigned large
weights, and those that poorly describe the AFB are given small weights. Each weight factor is
based on the best-fit c2

min,i value obtained by fitting the AFB (m``,y``) distribution with a given
PDF replica i:

wi =
e�

c2
min,i

2

1
N ÂN

i=1 e�
c2

min,i
2

, (13)

where N is the number of replicas in a set of PDFs. The final result is then calculated as a
weighted average over the replicas: sin2 q`eff = ÂN

i=1 wisi/N, where si is the best-fit sin2 q`eff
value obtained for the ith replica.

Figure 6 shows a scatter plot of the c2
min vs. the best-fit sin2 q`eff value for the 100 NNPDF3.0

replicas for the µµ and ee samples, and for the combined dimuon and dielectron results. All
sources of statistical and experimental systematic uncertainties are included in a 72⇥72 covari-
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Figure 1. Illustration of vacuum decay for a potential with a metastable vacuum at the origin.

1 Introduction

One of the most striking results of the discovery of Higgs boson [1, 2] has been that its

mass lies in a regime that predicts the current vacuum state to be a false vacuum, that

is, there is a lower energy vacuum state available to which the electroweak vacuum can

decay into [3, 4]. That this was a possibility in the Standard Model (SM) has been known

for a long time [5–10]. The precise behavior of the Higgs potential is sensitive to the

experimental inputs, in particular the physical masses for the Higgs and the top quark

and also physics beyond the SM. The current best estimates of the Higgs and top quark

masses [11],

Mh = 125.18 ± 0.16 GeV, Mt = 173.1 ± 0.9 GeV, (1.1)

place the Standard Model squarely in the metastable region.

As in any quantum system, there are three main ways in which the vacuum decay

can happen. They are illustrated in Fig. 1. If the system is initially in the false vacuum

state, the transition would take place through quantum tunneling. On the other hand,

if there is su�cient energy available, for example in a thermal equilibrium state, it may

be possible for the system to move classically over the barrier. The third way consists of

quantum tunneling from an excited initial state. This is often the dominant process if the

temperature is too low for the fully classical process. All three mechanisms can be relevant

– 2 –
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for the decay of the electroweak vacuum state, and their rates depending on the conditions.

In each of them, the transition happens initially locally in a small volume, nucleating a

small bubble of the true vacuum. The bubble then starts to expand, reaching the speed of

light very quickly, any destroying everything in its way.

If the Universe was infinitely old, even an arbitrarily low vacuum decay rate would be

incompatible with our existence. The implications of vacuum metastability can therefore

only be considered in the cosmological context, taking into account the finite age and the

cosmological history of the Universe. Although the vacuum decay rate is extremely slow in

the present day, that was not necessarily the case in the early Universe. High Hubble rates

during inflation and high temperatures afterwards could have potentially increased the

rate significantly. Therefore the fact that we still observe the Universe in its electroweak

vacuum state allows us to place constraints on the cosmological history, for example the

reheat temperature and the scale of inflation, and on Standard Model parameters, such as

particle masses and the coupling between the Higgs field and spacetime curvature.

In this review we discuss the implications of Higgs vacuum metastability in early

Universe cosmology and describe the current state of the literature. We also discuss all the

theoretical frameworks, with detailed derivations, that are needed for the final results. This

article complements earlier comprehensive reviews of electroweak vacuum metastability [12,

13], which focus on the particle physics aspects rather than the cosmological context, and

the recent introductory review [14] that explores the role of the Higgs field in cosmology

more generally.

In Section 2 we present renormalization group improvement in flat space by using the

Yukawa theory as an example before discussing the full SM. Section 3 contains an overview

of quantum field theory on curved backgrounds relevant for our purposes, including the

modifications to the SM. In Section 4 we go through the various ways vacuum decay can

occur. In Section 5 we discuss the connection to cosmology and in Section 6 we present

our concluding remarks.

Our sign conventions for the metric and curvature tensors are (�,�,�) in the classi-

fication of [15] and throughout we will use units where the reduced Planck constant, the

Boltzmann constant and the speed of light are set to unity, ~ ⌘ kB ⌘ c ⌘ 1. The reduced

Planck mass is given by Newton’s constant as

MP ⌘ (8⇡G)�1/2
⇡ 2.435 ⇥ 1018 GeV. (1.2)

We will use ' for the vacuum expectation value (VEV) of a spectator field (usually the

Higgs), � for the inflaton and � for the SM Higgs doublet. The inflaton potential is U(�)

and the Higgs potential V ('). The physical Higgs and top masses read Mh and Mt.

2 E↵ective Potential in Flat Spacetime

2.1 Example: Yukawa theory

The possibility of quantum corrections destabilizing a classically stable vacuum has been

known for quite some time [5, 16–20]. Although our focus will be strictly on the SM, one

– 3 –

Figure 3. RG evolution of the Higgs four-point coupling. The bands represent uncertainties up
to 3� coming from the mass of the Higgs, the top quark and the strong coupling constant Mh, Mt

and ↵S , respectively, using central values [11] of Mh = 125.18 ± 0.16 GeV, Mt = 173.1 ± 0.9 GeV,
↵S = 0.1181 ± 0.0011.

of the potential barrier, 'bar = 7.70 ⇥ 109 GeV. Using the unimproved one-loop e↵ective

potential with parameters renormalised at the electroweak scale gives as even lower value

'bar = 5.78 ⇥ 104 GeV. This demonstrates that, as discussed in Section 2.2, the use of

renormalisation group improvement and the inclusion of at least the one-loop correction in

the RGI e↵ective potential are both crucial for accurate results.

A slightly more formal issue that must also be kept in mind is that the barrier position

'bar is in fact gauge dependent and strictly speaking has limited physical significance [94–

97]. The value of the potential at its extrema are however gauge independent as demanded

by the famous Nielsen identity [98]. In the simplest approximation the probability of vac-

uum decay involves only the values of the potential at the extrema and subtleties involving

gauge dependence are evaded. Furthermore, more precise calculations of the rate of vacuum

decay, since it is a physical process, can be expected to always be cast into a gauge-invariant

form [99].

– 11 –
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FIG. 1: The contours of constant γ on Higgs mass vs. top
mass plane with αs(mZ) = 0.1181. The contours are γ = 1,
10−10, 10−100 , 10−300 , and 10−1000 Gyr−1Gpc−3 from above.
In the upper shaded region (pink), γ becomes larger than H4

0 .
In the lower shaded region (gray), the EW vacuum is stable
because λ is always positive. We also show the constraint
on the Higgs and top masses (yellow-shaded regions) adding
their 1σ (inside) or 2σ (outside) uncertainties in quadrature.

Summary: We have calculated the decay rate of the EW
vacuum, assuming that the SM is valid up to high en-
ergy scale. We have derived a gauge-invariant expression

of the decay rate, properly performing the path integral
of the zero-mode in association with the conformal in-
variance. With the best-fit values of the Higgs and top
masses and αs(mZ), the decay rate of the EW vacuum
per unit volume is given by 10−554 Gyr−1Gpc−3. The
probability of the phase transition within the present
horizon scale is found to be enormously small. This is
a good news for us all because we can safely live in the
EW vacuum unless a new physics beyond the SM signif-
icantly alters this conclusion.
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Note Added: While preparing the manuscript, the pa-
per [23] showed up, which has significant overlap with
our work. We found, however, several disagreements be-
tween the results in [23] and ours, which are in (i) the
counterterms based on the angular-momentum decompo-

sition (corresponding to s(V,NG)
J in our calculation), (ii)

δS(V,NG)

MS
, and (iii) the volume of SU(2) group. Because

of these, log10 γ based on [23] becomes larger than ours
by ∼ 65. In addition, the method of the path integral
over the conformal mode and the choice of the renor-
malization scale are different; they result in the shift of
log10 γ by ∼ −33, which should be regarded as a theo-
retical uncertainty.

[1] G. Isidori, G. Ridolfi and A. Strumia, Nucl. Phys. B 609

(2001) 387 [hep-ph/0104016].
[2] G. Degrassi, S. Di Vita, J. Elias-Miro, J. R. Espinosa,

G. F. Giudice, G. Isidori and A. Strumia, JHEP 1208

(2012) 098 [arXiv:1205.6497 [hep-ph]].
[3] S. Alekhin, A. Djouadi and S. Moch, Phys. Lett. B 716

(2012) 214 [arXiv:1207.0980 [hep-ph]].
[4] J. R. Espinosa, G. F. Giudice, E. Morgante, A. Riotto,

L. Senatore, A. Strumia and N. Tetradis, JHEP 1509

(2015) 174 [arXiv:1505.04825 [Hep-ph]].
[5] A. D. Plascencia and C. Tamarit, JHEP 1610 (2016) 099

[arXiv:1510.07613 [hep-ph]].
[6] Z. Lalak, M. Lewicki and P. Olszewski, Phys. Rev. D 94

(2016) no.8, 085028 [arXiv:1605.06713 [hep-ph]].
[7] J. R. Espinosa, M. Garny, T. Konstandin and A. Riotto,

Phys. Rev. D 95 (2017) no.5, 056004 [arXiv:1608.06765
[hep-ph]].

[8] G. Aad et al. [ATLAS Collaboration], Phys. Lett. B 716

(2012) 1 [arXiv:1207.7214 [hep-ex]].
[9] S. Chatrchyan et al. [CMS Collaboration], Phys. Lett. B

716 (2012) 30 [arXiv:1207.7235 [hep-ex]].
[10] S. R. Coleman, Phys. Rev. D 15 (1977) 2929; Erratum:

[Phys. Rev. D 16 (1977) 1248].
[11] C. G. Callan, Jr. and S. R. Coleman, Phys. Rev. D 16

(1977) 1762.

[12] S. Coleman, “Aspects of Symmetry,” Cambridge Univer-
sity Press (1985) 265.

[13] M. Endo, T. Moroi, M. M. Nojiri and Y. Shoji, Phys.
Lett. B 771 (2017) 281 [arXiv:1703.09304 [hep-ph]].

[14] M. Endo, T. Moroi, M. M. Nojiri and Y. Shoji,
arXiv:1704.03492 [hep-ph].

[15] R. F. Dashen, B. Hasslacher and A. Neveu, Phys. Rev.
D 10 (1974) 4114.

[16] K. Kirsten and A. J. McKane, Annals Phys. 308 (2003)
502 [math-ph/0305010].

[17] K. Kirsten and A. J. McKane, J. Phys. A 37 (2004) 4649
[math-ph/0403050].

[18] S. Chigusa, T. Moroi and Y. Shoji, in preparation.
[19] M. Endo, T. Moroi, M. M. Nojiri and Y. Shoji, JHEP

1601 (2016) 031 [arXiv:1511.04860 [hep-ph]].
[20] D. Buttazzo, G. Degrassi, P. P. Giardino, G. F. Giudice,

F. Sala, A. Salvio and A. Strumia, JHEP 1312 (2013)
089 [arXiv:1307.3536 [hep-ph]].

[21] C. Patrignani et al. [Particle Data Group], Chin. Phys.
C 40 (2016) no.10, 100001, and 2017 update.

[22] P. A. R. Ade et al. [Planck Collaboration], Astron. Astro-
phys. 594 (2016) A13 [arXiv:1502.01589 [astro-ph.CO]].

[23] A. Andreassen, W. Frost, and M. D. Schwartz,
arXiv:1707.08124 [hep-ph].

2�
<latexit sha1_base64="TP3/7SQGHseOGj+EdkAeJg4NnbE=">AAAB7nicdVBNS8NAEJ34WetX1aOXxSJ4Ckka2norevFYwX5AG8pmu22X7iZhdyOU0B/hxYMiXv093vw3btoKKvpg4PHeDDPzwoQzpR3nw1pb39jc2i7sFHf39g8OS0fHbRWnktAWiXksuyFWlLOItjTTnHYTSbEIOe2E0+vc79xTqVgc3elZQgOBxxEbMYK1kTpeX7GxwINS2bEv61XPryLHdpya67k58Wp+xUeuUXKUYYXmoPTeH8YkFTTShGOleq6T6CDDUjPC6bzYTxVNMJniMe0ZGmFBVZAtzp2jc6MM0SiWpiKNFur3iQwLpWYiNJ0C64n67eXiX14v1aN6kLEoSTWNyHLRKOVIxyj/HQ2ZpETzmSGYSGZuRWSCJSbaJFQ0IXx9iv4nbc92K7Z365cbV6s4CnAKZ3ABLtSgATfQhBYQmMIDPMGzlViP1ov1umxds1YzJ/AD1tsnb62PpQ==</latexit>

39



Higgs Decays

40



Higgs: What Do We Know?

�30

 [GeV]γγm
115 120 125 130 135 140

 / 
0.

5 
G

eV
γ

γ
m

1/
N

 d
N

/d

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16
 SimulationATLAS

 = 13 TeVs
 = 125 GeV

H
, mγγ→H

=1.59 GeV)68σggH 0J Cen (
MC
Signal Model

=2.10 GeV)68σggH 0J Fwd (
MC
Signal Model

(a)

(b)

Figure 2: (a) Invariant mass distributions (circles) of simulated H ! �� events reconstructed in two categories
with one of the best (“ggH 0J Cen”: open circles) and one of the worst (“ggH 0J Fwd”: solid circles) experimental
resolutions. The signal model derived from a fit of the simulated events is superimposed (solid lines). (b) Diphoton
invariant mass distribution of all selected data events, overlaid with the result of the fit (solid red line). Both for data
and for the fit, each category is weighted by a factor ln(1+ S/B), where S and B are the fitted signal and background
yields in a m�� interval containing 90% of the expected signal. The dotted line describes the background component
of the model. The bottom inset shows the di�erence between the sum of weights and the background component of
the fitted model (dots), compared with the signal model (black line).

the SM values multiplied by a signal modifier for each production mode: µggF, µVBF, µVH and µt t̄H .
The expected yield for mH = 125 GeV varies between about one event in categories sensitive to rare
production modes (tt̄H, tH) to almost 500 events in the most populated event category (“ggH 0J Fwd”).

The background invariant mass distribution of each category is parameterised with an empirical continuous
function of the diphoton system invariant mass value. The parameters of these functions are fitted directly
to data. The functional form used to describe the background in each category is chosen among several
alternatives according to the three criteria described in Ref. [24]: (i) the fitted signal yield in a test sample
representative of the data background, built by combining simulation and control regions in data, must be
minimised; (ii) the �2 probability for the fit of this background control sample must be larger than a certain
threshold; (iii) the quality of the fit to data sidebands must not improve significantly when adding an extra
degree of freedom to the model. The models selected by this procedure are exponential or power-law
functions with one degree of freedom for the categories with few events, while exponential functions of a
second-order polynomial are used for the others.

From the extrapolation of a background-only fit to the sidebands of the m�� distribution in data, excluding
events with 121 GeV < m�� < 129 GeV, the expected signal-to-background ratio in a m�� window
containing 90% of the signal distribution for mH = 125 GeV varies between 2% in the “ggH 0J Fwd”
category and 100% in a high-purity, low-yield (about 12 events) category targeting H+2jet, VBF-like
events with low transverse momentum of the H+2jet system.
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Table 11.1: State-of-the-art of the theoretical calculations in the main Higgs
production channels in the SM, and the major MC tools used in the simulations

ggF VBF VH tt̄H

Fixed order: Fixed order: Fixed order: Fixed order:

NNLO QCD + NLO EW NNLO QCD NLO QCD+EW NLO QCD

(HIGLU, iHixs, FeHiPro, HNNLO) (VBF@NNLO) (V2HV and HAWK) (Powheg)

Resummed: Fixed order: Fixed order: (MG5 aMC@NLO)

NNLO + NNLL QCD NLO QCD + NLO EW NNLO QCD

(HRes) (HAWK) (VH@NNLO)

Higgs pT :

NNLO+NNLL

(HqT, HRes)

Jet Veto:

N3LO+NNLL

Figure 11.1: Main Leading Order Feynman diagrams contributing to the Higgs
production in (a) gluon fusion, (b) Vector-boson fusion, (c) Higgs-strahlung (or
associated production with a gauge boson), (d) associated production with a pair
of top (or bottom) quarks, (e-f) production in association with a single top quark.
with top quarks.

December 1, 2017 09:35

t

t

t

t

γ

γ

but how can you be sure the 
Higgs boson is really being 
radiated off a top-quark, i.e. 
that you’re actually seeing a 

Yukawa coupling? 
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• New state there: is it Standard Model Higgs?
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today: no evidence yet  
(1 in 4570 decays) 

observable at the LHC  
within about 10 years.
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needs an e+e– collider✓
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(1 in 35 decays) 
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or ep collider
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?
➤ The Higgs potential holds together the rest of the 

standard model (keystone) 
➤ so far (as a fundamental potential) only ever seen in 

textbooks! 
➤ -φ2 + φ4 implies specific Taylor expansion around φ=φ0:

�57

V(ϕ0 + H) = V0 + 1
2 m2

HH2 + c3H3 + ⋯
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boson to a pair of b quarks [180], yiedling a 95% CL upper limit on BR(t → Hc) < 0.47%
with an expected sensitivity of 0.44%.

III.4. Higgs boson pair production

Higgs boson pair production in the SM is rare. It is however a very interesting final
state to search in two specific modes: (i) the search for non-resonant production of the
Higgs boson pair and (ii) the search for resonant production of two Higgs bosons in the
decay of a heavier particle.

The measurement of non-resonant Higgs pair production is important for constraining
Higgs self-couplings. In the SM the main non-resonant production mode of two Higgs
bosons in the final state proceeds through a loop (mainly of top quarks) (Fig. 11.5a).
Another production mode is via the trilinear coupling of the Higgs boson (Fig. 11.5b),
whose amplitude is not negligible compared to the former. These diagrams interfere
negatively making the overall production rate smaller than what would be expected in
the absence of a trilinear coupling.

Figure 11.5: Feynman diagrams contributing to Higgs boson pair production
through (a) a top- and b-quark loop and (b) through the self couplings of the Higgs
boson.

III.4.1. Searches for Higgs boson pair production

The searches for Higgs boson pair production both resonant and non-resonant are very
interesting probes for a variety of theories beyond the SM, and can be done in a large
number of Higgs boson decay channels. At Run 1 the ATLAS and CMS collaborations
have searched for both resonant and non resonant Higgs boson pair production in the
following channels: (i) HH → bbγγ [181]; (ii) HH → bbτ+τ− [182]; (iii) HH → bbbb [183];
and (iv) HH → WW ∗γγ [182]. (iv) in final states containing multiple leptons (electrons
or muons) covering the WW ∗WW ∗, WW ∗ZZ∗, ZZ∗ZZ∗, ZZ∗τ+τ−, WW ∗τ+τ−,
ZZ∗bb, τ+τ−τ+τ− channels [184]; (v) γγτ+τ− channels [184].

At Run 2 most of these channels have been updated both by the ATLAS and CMS
collaborations and the results are summarized in Table 11.7.

III.4.2. The Higgs self coupling

The Higgs boson self coupling is an extremely important direct probe of the Higgs
potential with implications on our understanding of the electroweak phase transition.
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The Higgs boson self coupling is an extremely important direct probe of the Higgs
potential with implications on our understanding of the electroweak phase transition.
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• So far this has only been seen in textbooks - not measured.

• Challenge (suppressed rate), currently ~ 50% precision at HL-LHC. 
Real precision needs new collider (or other breakthrough…).
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