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Anomalous magnetic moment
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Quantum effects (loops):

Anomalous magnetic moment: 
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Muon g-2: history of experiment vs theory
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Muon g-2: experiment
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The Fermilab experiment released the measurement result from their run 1 data on 7 April 2021.  
[B. Abi et al, Phys. Rev. Lett. 124, 141801 (2021)]

Analysis of runs 2 and 3 is now underway. 

WP

• FNAL measurement confirms BNL result
• Analyzed 6% of the planned data
– Statistically limited: 434 ppb
– Systematics: 157 ppb

• Collected more than 50% of our planned 
data
– Aim to analyze Run 2-3 for summer of 2022

• Meanwhile … theory steps in: What could 
it all mean? Please see talk on Muon g-2 
SM and BSM theory review by Martin 
Hoferichter, Wednesday at 14:00  

Summary and Outlook

June 7, 2021 B. Kiburg | First Results Muon g-235

https://doi.org/10.1103/PhysRevLett.126.141801
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Muon g-2: experiment
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T. Mibe for E34 @ INT g-2 workshop

• 2018:  
Stage II approval by IPNS and IMSS directors.


• March 2019:  
Endorsed by KEK-SAC as a near-term priority 


• 2020: 
Funding request


• 2024+: 
data taking runs
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Thermal muonium
production,
Ionization laser

Muon storage
magnet(3 T)

MLF muon experimental
facility (H-line)

Positron tracking
detector

Proton beam (3 GeV)

Surface muon (4 MeV)

Ultra-slow muon (25 meV)

Reaccelerated muon(212 MeV)

3D spiral injection
Muon LINAC

Muon g-2/EDM
experiment
at J-PARC

Features:
• Low emittance muon beam (1/1000)
• No strong focusing (1/1000) & good injection eff. (x10)
• Compact storage ring (1/20) 
• Tracking detector with large acceptance
• Completely different from BNL/FNAL method
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Maximize the impact of the Fermilab and J-PARC experiments 
➠ quantify and reduce the theoretical uncertainties on the hadronic corrections


summarize the theory status and assess reliability of uncertainty estimates


organize workshops to bring the different communities together: 
First plenary workshop @ Fermilab: 3-6 June 2017 
HVP workshop @ KEK: 12-14 February 2018 
HLbL workshop @ U Connecticut: 12-14 March 2018 
Second plenary workshop @ HIM (Mainz): 18-22 June 2018 
Third plenary workshop @ INT (Seattle): 9-13 September 2019 
Lattice HVP at high precision workshop (virtual): 16-20 November 2020 
Fourth plenary workshop @ KEK (virtual): 28 June - 02 July 2021 
Fifth plenary workshop @ Higgs Centre (Edinburgh): 5-9 September 2022


  


1st White Paper published in 2020 (132 authors, 82 institutions, 21 countries)  
 [T. Aoyama et al, arXiv:2006.04822, Phys. Repts. 887 (2020) 1-166.]


2nd White Paper (~2023): First discussions @ KEK meeting in June 2021 
expect to develop a concrete plan (outline, authors) @ Higgs Centre workshop

Muon g-2 Theory Initiative
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https://indico.fnal.gov/event/13795/
http://www-conf.kek.jp/muonHVPws/index.html
https://indico.phys.uconn.edu/event/1/
http://www.apple.com
https://sites.google.com/uw.edu/int/programs/upcoming-programs
https://indico.cern.ch/event/956699/
https://www-conf.kek.jp/muong-2theory/
https://arxiv.org/abs/2006.04822
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Muon g-2 Theory Initiative

Gilberto Colangelo (Bern)

Michel Davier (Orsay) co-chair

Aida El-Khadra (UIUC & Fermilab) chair

Martin Hoferichter (Bern)

Christoph Lehner (Regensburg University & BNL) co-chair

Laurent Lellouch (Marseille)

Tsutomu Mibe (KEK)  J-PARC Muon g-2/EDM experiment

Lee Roberts (Boston)   Fermilab Muon g-2 experiment

Thomas Teubner (Liverpool)

Hartmut Wittig (Mainz)
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Steering Committee 

(1948-2021)

Simon Eidelman

[photo by Hartmut Wittig]

website: https://muon-gm2-theory.illinois.edu 

https://muon-gm2-theory.illinois.edu
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Timeline
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Theory Initiative: 

ongoing activities: develop method average for Lattice HVP

plan to update WP with new SM predictions (~ 2023)

Run 4
Run 5

Result from 
Runs 2&3

?

20
21

20
22

20
23

Final result 

from E989  

?

J-PARC E34FNAL E989

?

Run 1 result 
announced

Physics Reports 887 (2020) 1–166

Contents lists available at ScienceDirect

Physics Reports

journal homepage: www.elsevier.com/locate/physrep
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TI workshops: Jun 2021 @ KEK (virtual) 
                       Sep 2022 @ Higgscentre
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Muon g-2: SM contributions
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aEW
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6845 (40) × 10−11

92 (18) × 10−11

+…

+…

aQED
µ (↵(Cs)) = 116 584 718.9 (1)⇥ 10�11
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+…

+…QED

EW

α3

0.01 ppm

0.001 ppm

0.34 ppm

0.15 ppm

[0.6%]

[20%]

aµ = aµ(QED) + aµ(EW) + aµ(hadronic)
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HVP
Hadronic 
corrections
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⇧̂(q2) = ⇧(q2)�⇧(0)

⇧µ⌫ =

Z
d4xeiqxhjµ(x)j⌫(0)i = (qµq⌫ � q2gµ⌫)⇧(q

2)

Im[ ] ∼ | |2
hadrons

hadrons

e+

e−

      Hadronic vacuum polarization
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Leading order HVP correction: aHVP,LO
µ =

⇣↵
⇡

⌘2
Z

dq2!(q2) ⇧̂(q2)

• Use optical theorem and dispersion relation to rewrite the integral 
in terms of the hadronic  cross section:  e+e−
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⇧̂(q2) = ⇧(q2)�⇧(0)

⇧µ⌫ =

Z
d4xeiqxhjµ(x)j⌫(0)i = (qµq⌫ � q2gµ⌫)⇧(q

2)

Leading order HVP correction: 

• Use optical theorem and dispersion relation to rewrite the integral 
in terms of the hadronic  cross section: 


• Use direct integration method, summing up cross sections for all 
possible hadronic channels up to ~ 2 GeV  

e+e−

aHVP,LO
µ =

⇣↵
⇡

⌘2
Z

dq2!(q2) ⇧̂(q2)

      Hadronic vacuum polarization
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aHVP,LO
µ =

m2
µ

12⇡3

Z
ds

K̂(s)

s
�exp(s)

Dominant contributions from low energies

 channel: 73% of total π+π−
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Experimental Inputs to HVP
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08.02.2018 HVP_2018 6 

 e+e-  facilities involved in HVP measurement  

KLOE SND CMD-3 

HVP measurements 

BaBar 

BNL-821 

BELLE-II 

BES-III 

KEDR 

S. Serednyakov (for SND) @ HVP KEK workshop

FNAL E989

J-PARC g-2/EDM

E-34
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Zhiqing Zhang (LAL, Orsay) /15+12The muon g-2 theory initiatives, Seattle, Sept 9-13, 2019

➙

Overall Results

!13

Essentially all 
exclusive 
channels (>30) 
below 1.8 GeV 
are included 
thanks mainly to  
measurements 
in many modes 
from BABAR 
(including the 
recent π+π-3π0) 

Estimation for 
missing modes 
based on isospin 
constraints 
becomes 
negligible 
(0.016%)

Channel ahad, LO
µ [10�10] �↵(m2

Z)[10�4]
⇡0� 4.29± 0.06± 0.04± 0.07 0.35± 0.00± 0.00± 0.01
⌘� 0.65± 0.02± 0.01± 0.01 0.08± 0.00± 0.00± 0.00
⇡+⇡� 507.80± 0.83± 3.19± 0.60 34.49± 0.06± 0.20± 0.04
⇡+⇡�⇡0 46.20± 0.40± 1.10± 0.86 4.60± 0.04± 0.11± 0.08
2⇡+2⇡� 13.68± 0.03± 0.27± 0.14 3.58± 0.01± 0.07± 0.03
⇡+⇡�2⇡0 18.03± 0.06± 0.48± 0.26 4.45± 0.02± 0.12± 0.07
2⇡+2⇡�⇡0 (⌘ excl.) 0.69± 0.04± 0.06± 0.03 0.21± 0.01± 0.02± 0.01
⇡+⇡�3⇡0 (⌘ excl.) 0.49± 0.03± 0.09± 0.00 0.15± 0.01± 0.03± 0.00
3⇡+3⇡� 0.11± 0.00± 0.01± 0.00 0.04± 0.00± 0.00± 0.00
2⇡+2⇡�2⇡0 (⌘ excl.) 0.71± 0.06± 0.07± 0.14 0.25± 0.02± 0.02± 0.05
⇡+⇡�4⇡0 (⌘ excl., isospin) 0.08± 0.01± 0.08± 0.00 0.03± 0.00± 0.03± 0.00
⌘⇡+⇡� 1.19± 0.02± 0.04± 0.02 0.35± 0.01± 0.01± 0.01
⌘! 0.35± 0.01± 0.02± 0.01 0.11± 0.00± 0.01± 0.00
⌘⇡+⇡�⇡0(non-!,�) 0.34± 0.03± 0.03± 0.04 0.12± 0.01± 0.01± 0.01
⌘2⇡+2⇡� 0.02± 0.01± 0.00± 0.00 0.01± 0.00± 0.00± 0.00
!⌘⇡0 0.06± 0.01± 0.01± 0.00 0.02± 0.00± 0.00± 0.00
!⇡0 (! ! ⇡0�) 0.94± 0.01± 0.03± 0.00 0.20± 0.00± 0.01± 0.00
!(⇡⇡)0 (! ! ⇡0�) 0.07± 0.00± 0.00± 0.00 0.02± 0.00± 0.00± 0.00
! (non-3⇡,⇡�, ⌘�) 0.04± 0.00± 0.00± 0.00 0.00± 0.00± 0.00± 0.00
K+K� 23.08± 0.20± 0.33± 0.21 3.35± 0.03± 0.05± 0.03
KSKL 12.82± 0.06± 0.18± 0.15 1.74± 0.01± 0.03± 0.02
� (non-KK, 3⇡,⇡�, ⌘�) 0.05± 0.00± 0.00± 0.00 0.01± 0.00± 0.00± 0.00
KK⇡ 2.45± 0.05± 0.10± 0.06 0.78± 0.02± 0.03± 0.02
KK2⇡ 0.85± 0.02± 0.05± 0.01 0.30± 0.01± 0.02± 0.00
KK3⇡ (estimate) �0.02± 0.01± 0.01± 0.00 �0.01± 0.00± 0.00± 0.00
⌘� 0.33± 0.01± 0.01± 0.00 0.11± 0.00± 0.00± 0.00
⌘KK (non-�) 0.01± 0.01± 0.01± 0.00 0.00± 0.00± 0.01± 0.00
!KK (! ! ⇡0�) 0.01± 0.00± 0.00± 0.00 0.00± 0.00± 0.00± 0.00
!3⇡ (! ! ⇡0�) 0.06± 0.01± 0.01± 0.01 0.02± 0.00± 0.00± 0.00
7⇡ (3⇡+3⇡�⇡0 + estimate) 0.02± 0.00± 0.01± 0.00 0.01± 0.00± 0.00± 0.00
J/ (BW integral) 6.28± 0.07 7.09± 0.08
 (2S) (BW integral) 1.57± 0.03 2.50± 0.04
R data [3.7� 5.0] GeV 7.29± 0.05± 0.30± 0.00 15.79± 0.12± 0.66± 0.00
RQCD [1.8� 3.7 GeV]uds 33.45± 0.28± 0.65dual 24.27± 0.18± 0.28dual
RQCD [5.0� 9.3 GeV]udsc 6.86± 0.04 34.89± 0.17
RQCD [9.3� 12.0 GeV]udscb 1.21± 0.01 15.56± 0.04
RQCD [12.0� 40.0 GeV]udscb 1.64± 0.00 77.94± 0.12
RQCD [> 40.0 GeV]udscb 0.16± 0.00 42.70± 0.06
RQCD [> 40.0 GeV]t 0.00± 0.00 �0.72± 0.01
Sum 693.9± 1.0± 3.4± 1.6± 0.1 ± 0.7QCD 275.42± 0.15± 0.72± 0.23± 0.09 ± 0.55QCD
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Figure 20: Pie charts showing the fractional contributions to the total mean value (left pie chart) and

(error)2 (right pie chart) of both ahad,LOVP
µ (upper panel) and �↵(5)

had
(M2

Z) (lower panel) from various

energy intervals. The energy intervals for ahad,LOVP
µ are defined by the boundaries m⇡, 0.6, 0.9, 1.43,

2.0 and 1 GeV. For �↵(5)

had
(M2

Z), the intervals are defined by the energy boundaries m⇡, 0.6, 0.9, 1.43,
2.0, 4.0, 11.2 and 1 GeV. In both cases, the (error)2 includes all experimental uncertainties (including
all available correlations) and local �2

min
/d.o.f. inflation. The fractional contribution to the (error)2 from

the radiative correction uncertainties are shown in black and indicated by ‘rad.’.

analysis is

ahad,LOVP

µ = (693.26± 1.19stat ± 2.01sys ± 0.22vp ± 0.71fsr)⇥ 10�10

= (693.26± 2.46tot)⇥ 10�10 , (3.28)

where the uncertainties include all available correlations and local �2 inflation as discussed in
Section 2.2.2. Using the same data compilation as described for the calculation of ahad,LOVP

µ ,

the next-to-leading order (NLO) contribution to ahad,VP
µ is determined here to be

ahad,NLOVP

µ = (�9.82± 0.02stat ± 0.03sys ± 0.01vp ± 0.02fsr)⇥ 10�10

= (�9.82± 0.04tot)⇥ 10�10 . (3.29)
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Figure 3: (Color online) Comparison of the updated calculation of the leading-order (LO) hadronic vacuum polarization
contribution to (g � 2)µ due to ⇡+⇡� in the energy range 600 - 900 MeV from BESIII and the corresponding results from
CMD-2 [13, 14], SND [15], BaBar [11], BESIII 16 [1],CLEO [16], and KLOE [17]. The respective values are taken from the
white paper of the Muon g-2 Theory Initiative [2, 3, 18, 19, 20, 21, 22]. The yellow band indicates the 1� range of the updated
BESIII result.

Wallenberg Foundation (Sweden) under Contract No. 2016.0157; The Royal Society, UK under Contracts
Nos. DH140054, DH160214; The Swedish Research Council; U. S. Department of Energy under Contracts
Nos. DE-FG02-05ER41374, DE-SC-0012069.

References

[1] M. Ablikim, et al., Measurement of the e+e� ! ⇡+⇡� cross section between 600 and 900 MeV using initial state radiation,
Phys. Lett. B 753 (2016) 629–638. arXiv:1507.08188, doi:10.1016/j.physletb.2015.11.043.

[2] G. Colangelo, M. Hoferichter, P. Sto↵er, Two-pion contribution to hadronic vacuum polarization, JHEP 02 (2019) 006.
arXiv:1810.00007, doi:10.1007/JHEP02(2019)006.

[3] M. Davier, A. Hoecker, B. Malaescu, Z. Zhang, A new evaluation of the hadronic vacuum polarisation contributions
to the muon anomalous magnetic moment and to ↵(m2

Z), Eur. Phys. J. C 80 (3) (2020) 241. arXiv:1908.00921, doi:
10.1140/epjc/s10052-020-7792-2.

[4] A. Hocker, V. Kartvelishvili, SVD approach to data unfolding, Nucl. Instrum. Meth. A372 (1996) 469–481. arXiv:

hep-ph/9509307, doi:10.1016/0168-9002(95)01478-0.
[5] G. Rodrigo, H. Czyz, J. H. Kuhn, M. Szopa, Radiative return at NLO and the measurement of the hadronic cross-section

in electron positron annihilation, Eur. Phys. J. C 24 (2002) 71–82. arXiv:hep-ph/0112184, doi:10.1007/s100520200912.
[6] F. Jegerlehner, Hadronic Contributions to Electroweak Parameter Shifts: A Detailed Analysis, Z. Phys. C32 (1986) 195,

www-com.physik.hu-berlin.de/˜fjeger/alphaQED.tar.gz (2015). doi:10.1007/BF01552495.
[7] J. S. Schwinger, PARTICLES, SOURCES, AND FIELDS. VOL. 3, Perseus, 1989.
[8] M. Ablikim, et al., Future Physics Programme of BESIII, Chin. Phys. C 44 (4) (2020) 040001. arXiv:1912.05983,

doi:10.1088/1674-1137/44/4/040001.
[9] G. Gounaris, J. Sakurai, Finite width corrections to the vector meson dominance prediction for ⇢ ! e+e�, Phys. Rev.

Lett. 21 (1968) 244–247. doi:10.1103/PhysRevLett.21.244.
[10] P. Zyla, et al., Review of Particle Physics, PTEP 2020 (8) (2020) 083C01. doi:10.1093/ptep/ptaa104.
[11] J. P. Lees, et al., Precise Measurement of the e+e� ! ⇡+⇡�(�) Cross Section with the Initial-State Radiation Method

at BABAR, Phys. Rev. D86 (2012) 032013. arXiv:1205.2228, doi:10.1103/PhysRevD.86.032013.
[12] S. Eidelman, F. Jegerlehner, Hadronic contributions to (g-2) of the leptons and to the e↵ective fine structure constant

alpha (M2
Z), Z. Phys. C67 (1995) 585–602. arXiv:hep-ph/9502298, doi:10.1007/BF01553984.

[13] R. R. Akhmetshin, et al., Reanalysis of hadronic cross-section measurements at CMD-2, Phys. Lett. B578 (2004) 285–289.
arXiv:hep-ex/0308008, doi:10.1016/j.physletb.2003.10.108.

[14] R. R. Akhmetshin, et al., High-statistics measurement of the pion form factor in the rho-meson energy range with the
CMD-2 detector, Phys. Lett. B648 (2007) 28–38. arXiv:hep-ex/0610021, doi:10.1016/j.physletb.2007.01.073.

[15] M. N. Achasov, et al., Update of the e+e� ! ⇡+⇡� cross-section measured by SND detector in the energy region 400
MeV <

p
s < 1000 MeV, J. Exp. Theor. Phys. 103 (2006) 380–384, [Zh. Eksp. Teor. Fiz. 130, 437 (2006)]. arXiv:

hep-ex/0605013, doi:10.1134/S106377610609007X.
[16] T. Xiao, S. Dobbs, A. Tomaradze, K. K. Seth, G. Bonvicini, Precision Measurement of the Hadronic Contribution to the

Muon Anomalous Magnetic Moment, Phys. Rev. D97 (3) (2018) 032012. arXiv:1712.04530, doi:10.1103/PhysRevD.97.
032012.

9

[M. Ablikim et al (BES III), arXiv:2009.05011] 

Tensions between BaBar and KLOE data sets: 

• Cross checks using analyticity and 
unitarity relating pion form factor to 

 scattering 

• Combinations of data sets affected 

by tensions 
 
➠ conservative merging procedure

ππ

http://arxiv.org/abs/arXiv:1908.00921
http://arxiv.org/abs/arXiv:1802.02995
http://arxiv.org/abs/arXiv:2009.05011


A. El-Khadra Durham, 14-16 Dec 2021

Conservative merging procedure to obtain a realistic assessment of the underlying uncertainties:

[B. Malaescu @ INT g-2 workshop]

HVP: data-driven

14

➠ aHVP,LO
μ = 693.1 (2.8)exp (2.8)sys (0.7)DV+pQCD × 10−10 = 693.1 (4.0) × 10−10

BDJ19 DHMZ19 FJ17 KNT19
aHVP, LO
µ ⇥ 1010 687.1(3.0) 694.0(4.0) 688.1(4.1) 692.8(2.4)

Table 4: Full evaluations of aHVP, LO
µ from FJ17 [27], DHMZ19 [6], KNT19 [7], and BDJ19 [235]. The uncertainty in DHMZ19 includes an

additional systematic uncertainty to account for the tension between KLOE and BABAR.

DHMZ19 KNT19 Di↵erence

⇡+⇡� 507.85(0.83)(3.23)(0.55) 504.23(1.90) 3.62
⇡+⇡�⇡0 46.21(0.40)(1.10)(0.86) 46.63(94) �0.42
⇡+⇡�⇡+⇡� 13.68(0.03)(0.27)(0.14) 13.99(19) �0.31
⇡+⇡�⇡0⇡0 18.03(0.06)(0.48)(0.26) 18.15(74) �0.12

K+K� 23.08(0.20)(0.33)(0.21) 23.00(22) 0.08
KS KL 12.82(0.06)(0.18)(0.15) 13.04(19) �0.22
⇡0� 4.41(0.06)(0.04)(0.07) 4.58(10) �0.17

Sum of the above 626.08(0.95)(3.48)(1.47) 623.62(2.27) 2.46

[1.8, 3.7] GeV (without cc̄) 33.45(71) 34.45(56) �1.00
J/ ,  (2S ) 7.76(12) 7.84(19) �0.08

[3.7,1) GeV 17.15(31) 16.95(19) 0.20

Total aHVP, LO
µ 694.0(1.0)(3.5)(1.6)(0.1) (0.7)DV+QCD 692.8(2.4) 1.2

Table 5: Selected exclusive-mode contributions to aHVP, LO
µ from DHMZ19 and KNT19, for the energy range  1.8 GeV, in units of 10�10. Where

three (or more) uncertainties are given for DHMZ19, the first is statistical, the second channel-specific systematic, and the third common systematic,
which is correlated with at least one other channel. For the ⇡+⇡� channel, the uncertainty accounting for the tension between BABAR and KLOE
(amounting to 2.76 ⇥ 10�10) is included in the channel-specific systematic.

2.3.5. Comparison of dispersive HVP evaluations
The di↵erent evaluations described in the previous sections all rely on data for e+e� ! hadrons, but di↵er in

the treatment of the data as well as the assumptions made on the functional form of the cross section. In short,
the evaluations from Sec. 2.3.1 (DHMZ19) and Sec. 2.3.2 (KNT19) directly use the bare cross section, the one
from Sec. 2.3.3 (FJ17) assumes in addition a Breit–Wigner form for some of the resonances, and the evaluation
from Sec. 2.3.3 (BDJ19) relies on a hidden-local-symmetry (HLS) model. For certain channels, most notably 2⇡ and
3⇡, constraints from analyticity and unitarity define a global fit function or optimal bounds that can be used in the
dispersion integral to integrate the data, see Sec. 2.3.4 (ACD18 and CHS18 for 2⇡). In this section, we compare the
di↵erent evaluations and comment on possible origins of the most notable di↵erences in the numerical results.

Table 4 shows the results of recent global evaluations. We start with a more detailed comparison of DHMZ19
and KNT19. At first sight, both evaluation appear in very good agreement, but the comparison in the individual
channels, see Table 5, shows significant di↵erences, most notably in the 2⇡ channel, which di↵ers at the level of
the final uncertainty. For the 3⇡ channel, both analyses are now in good agreement, between each other as well as
with a fit using analyticity and unitarity constraints [5], which produces 46.2(8) ⇥ 10�10, see Eq. (2.30). Previous
tensions could be traced back to di↵erent interpolating functions [5, 268, 269]: since the data is relatively scarce
o↵-peak in the ! region (and similarly, to a lesser extent, for the �), while the cross section is still sizable, a linear
interpolation overestimates the integral. Both DHMZ19 and KNT19 analyses include evaluations of the threshold
region of the 2⇡ channel, either using ChPT or dispersive fits, as well as, going back to Ref. [208], estimates for the
threshold regions of ⇡0� and 3⇡ below the lowest data points, based on the chiral anomaly for the normalization and !
dominance for the energy dependence (following Ref. [270] for ⇡0� and Refs. [271, 272] for 3⇡). The corresponding
estimates, 0.12(1) ⇥ 10�10 for ⇡0� and 0.01 ⇥ 10�10 for 3⇡, agree well with recent dispersive analyses, which lead
to 0.13 ⇥ 10�10 [273] and 0.02 ⇥ 10�10 [5], respectively.17 Finally, a di↵erence of about 1.0 ⇥ 10�10 arises from the
energy region [1.8, 3.7] GeV depending on whether data (KNT19) or pQCD (DHMZ19) is used. Summing up these

17Since the 3⇡ threshold contribution is very small, it does not matter for aµ that in this case ! dominance from Refs. [271, 272] noticeably
underestimates the cross section.
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Table 6

Comparison of aHVP, LO
µ [⇡⇡ ] from CHS18 [4], KNT19 [7,271], DHMZ19 with the BABAR/KLOE adjustment [6,272] (the second error gives the additional

systematic uncertainty included for the BABAR/KLOE tension), and the variant without (DHMZ190). All numbers in units of 10�10. For the low-energy
region  0.63GeV the comparison is also shown to ACD18 [243].
Energy range ACD18 CHS18 DHMZ19 DHMZ190 KNT19
 0.6GeV 110.1(9) 110.4(4)(5) 110.3(4) 108.7(9)
 0.7GeV 214.8(1.7) 214.7(0.8)(1.1) 214.8(8) 213.1(1.2)
 0.8GeV 413.2(2.3) 414.4(1.5)(2.3) 414.2(1.5) 412.0(1.7)
 0.9GeV 479.8(2.6) 481.9(1.8)(2.9) 481.4(1.8) 478.5(1.8)
 1.0GeV 495.0(2.6) 497.4(1.8)(3.1) 496.8(1.9) 493.8(1.9)
[0.6, 0.7]GeV 104.7(7) 104.2(5)(5) 104.5(5) 104.4(5)
[0.7, 0.8]GeV 198.3(9) 199.8(0.9)(1.2) 199.3(9) 198.9(7)
[0.8, 0.9]GeV 66.6(4) 67.5(4)(6) 67.2(4) 66.6(3)
[0.9, 1.0]GeV 15.3(1) 15.5(1)(2) 15.5(1) 15.3(1)
 0.63GeV 132.9(8) 132.8(1.1) 132.9(5)(6) 132.9(5) 131.2(1.0)
[0.6, 0.9]GeV 369.6(1.7) 371.5(1.5)(2.3) 371.0(1.6) 369.8(1.3)⇥p

0.1,
p
0.95

⇤
GeV 490.7(2.6) 493.1(1.8)(3.1) 492.5(1.9) 489.5(1.9)

the differences, which in combination with the smaller channels, see Table 5, produces the agreement of the central value
at the level of 1⇥10�10. The difference in the [1.8, 3.7]GeV interval may reflect the level of agreement between data and
pQCD, while for the exclusive channels most differences are well within the uncertainties, apart from the 2⇡ channel.
Since both evaluations for the latter are based on the same data, this channel deserves further attention.

To this end we consider the detailed breakdown in energy intervals as given in Table 6, in comparison to the result of
a global fit function derived from analyticity and unitarity, see Section 2.3.4. In addition, the DHMZ19 number includes
a systematic error defined as half the difference between evaluations performed either without KLOE or without BaBar,
with the central value defined as the mean between the two. Without this adjustment (DHMZ190), the total number for
the 2⇡ channel, 507.0(1.9), becomes a little closer to KNT19.

The first observation is that the dispersive result, CHS18, lies halfway between DHMZ19 and KNT19 when considered
for the full energy range  1GeV (the contribution above 1GeV is small and differences there negligible). Next, the
low-energy region, say below the ⇢ peak, agrees well with DHMZ19, while the KNT19 results lie about 1.5 ⇥ 10�10

lower. Vice versa, above the ⇢ peak the global fit agrees with KNT19, while DHMZ19 lies about 1.5 ⇥ 10�10 higher.
These observations suggest the following interpretation: at low energies data are relatively scarce, so that in the direct
integration of the data the treatment of correlations around the ⇢ peak may well influence the low-energy result. Here,
evaluations imposing analyticity and unitarity constraints [4,6,243] favor the higher value.18 For the energy region above
the ⇢, the data display the well-known tension between BABAR and KLOE, so any combination will effectively reflect
the relative weight assigned to each experiment in the fit. This is also the reason why the difference becomes larger in
DHMZ19 than in DHMZ190, because with the central value chosen as the mean between evaluations without KLOE and
without BABAR, the weight of BABAR in defining the central value slightly increases. Finally, in addition to the covariance
matrices provided by experiment, in the direct integration also the algorithm to combine the data into bins plays a role.

In this regard, the use of correlated uncertainties in the DHMZ and KNT approaches deserves detailed consideration. As
mentioned previously, in the DHMZ data combination, uncertainties are propagated through large samples from pseudo-
experiments produced via Monte Carlo (MC) simulation (see Section 2.3.1). This approach results in correlations being
propagated to the mean values in local regions in an effort to avoid making too-strong assumptions about the given
covariances. In the KNT approach, as described in Section 2.3.2, a correlated fit is implemented, where the available
covariances are used in their entirety to constrain the fit and influence the mean values fully. A comparison of these
methods is given in Fig. 32, which shows the normalized difference of the three KLOE measurements of the ⇡+⇡� cross
section with each combination. For DHMZ, the higher-energy data points do not influence the lower-energy data region
only covered by KLOE10 and the fit mean values in this region are described only by those KLOE10 data. In the KNT case,
the covariances from the energy-independent normalization uncertainties mean that the precision of the higher-energy
KLOE08/KLOE12 data is propagated to the lower-energy region through the window allowed by those correlations. For
the complete ⇡+⇡� combination, the KNT analysis is therefore restricted by the correlations of these three precise and
highly correlated measurements, consequently favoring a lower resulting ⇡+⇡� cross section than in the DHMZ analysis.
Overall, this results in a smaller value for aHVP, LOµ [⇡⇡ ] in KNT than in DHMZ (specifically DHMZ19’). It should be noted
that in Ref. [82], the KNT data combination was compared with the Best Unbiased Linear Estimator (BLUE) approach [277],
where all uncertainties and covariances were propagated via MC pseudo-experiments to the BLUE values. This yielded
results that were consistent with those from KNT. It is known that the BLUE method is equivalent to the minimization of
the uncertainty of the output of a weighted average, cf. Gauss–Markov theorem (see, for example, Ref. [278]). It is also

18 Note that the DHMZ19 number in Table 6 for  0.63GeV corresponds to the combined result of the fit ( 0.6GeV) and data integration
([0.6, 0.63]GeV), while the number in Eq. (2.32) refers to the fit result only. As indicated by the small change and the uncertainty on it [6], good
agreement is observed between the direct integration and the fit-based combination also in the low-energy region.
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at the level of 1⇥10�10. The difference in the [1.8, 3.7]GeV interval may reflect the level of agreement between data and
pQCD, while for the exclusive channels most differences are well within the uncertainties, apart from the 2⇡ channel.
Since both evaluations for the latter are based on the same data, this channel deserves further attention.

To this end we consider the detailed breakdown in energy intervals as given in Table 6, in comparison to the result of
a global fit function derived from analyticity and unitarity, see Section 2.3.4. In addition, the DHMZ19 number includes
a systematic error defined as half the difference between evaluations performed either without KLOE or without BaBar,
with the central value defined as the mean between the two. Without this adjustment (DHMZ190), the total number for
the 2⇡ channel, 507.0(1.9), becomes a little closer to KNT19.

The first observation is that the dispersive result, CHS18, lies halfway between DHMZ19 and KNT19 when considered
for the full energy range  1GeV (the contribution above 1GeV is small and differences there negligible). Next, the
low-energy region, say below the ⇢ peak, agrees well with DHMZ19, while the KNT19 results lie about 1.5 ⇥ 10�10

lower. Vice versa, above the ⇢ peak the global fit agrees with KNT19, while DHMZ19 lies about 1.5 ⇥ 10�10 higher.
These observations suggest the following interpretation: at low energies data are relatively scarce, so that in the direct
integration of the data the treatment of correlations around the ⇢ peak may well influence the low-energy result. Here,
evaluations imposing analyticity and unitarity constraints [4,6,243] favor the higher value.18 For the energy region above
the ⇢, the data display the well-known tension between BABAR and KLOE, so any combination will effectively reflect
the relative weight assigned to each experiment in the fit. This is also the reason why the difference becomes larger in
DHMZ19 than in DHMZ190, because with the central value chosen as the mean between evaluations without KLOE and
without BABAR, the weight of BABAR in defining the central value slightly increases. Finally, in addition to the covariance
matrices provided by experiment, in the direct integration also the algorithm to combine the data into bins plays a role.

In this regard, the use of correlated uncertainties in the DHMZ and KNT approaches deserves detailed consideration. As
mentioned previously, in the DHMZ data combination, uncertainties are propagated through large samples from pseudo-
experiments produced via Monte Carlo (MC) simulation (see Section 2.3.1). This approach results in correlations being
propagated to the mean values in local regions in an effort to avoid making too-strong assumptions about the given
covariances. In the KNT approach, as described in Section 2.3.2, a correlated fit is implemented, where the available
covariances are used in their entirety to constrain the fit and influence the mean values fully. A comparison of these
methods is given in Fig. 32, which shows the normalized difference of the three KLOE measurements of the ⇡+⇡� cross
section with each combination. For DHMZ, the higher-energy data points do not influence the lower-energy data region
only covered by KLOE10 and the fit mean values in this region are described only by those KLOE10 data. In the KNT case,
the covariances from the energy-independent normalization uncertainties mean that the precision of the higher-energy
KLOE08/KLOE12 data is propagated to the lower-energy region through the window allowed by those correlations. For
the complete ⇡+⇡� combination, the KNT analysis is therefore restricted by the correlations of these three precise and
highly correlated measurements, consequently favoring a lower resulting ⇡+⇡� cross section than in the DHMZ analysis.
Overall, this results in a smaller value for aHVP, LOµ [⇡⇡ ] in KNT than in DHMZ (specifically DHMZ19’). It should be noted
that in Ref. [82], the KNT data combination was compared with the Best Unbiased Linear Estimator (BLUE) approach [277],
where all uncertainties and covariances were propagated via MC pseudo-experiments to the BLUE values. This yielded
results that were consistent with those from KNT. It is known that the BLUE method is equivalent to the minimization of
the uncertainty of the output of a weighted average, cf. Gauss–Markov theorem (see, for example, Ref. [278]). It is also

18 Note that the DHMZ19 number in Table 6 for  0.63GeV corresponds to the combined result of the fit ( 0.6GeV) and data integration
([0.6, 0.63]GeV), while the number in Eq. (2.32) refers to the fit result only. As indicated by the small change and the uncertainty on it [6], good
agreement is observed between the direct integration and the fit-based combination also in the low-energy region.
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Table 6

Comparison of aHVP, LO
µ [⇡⇡ ] from CHS18 [4], KNT19 [7,271], DHMZ19 with the BABAR/KLOE adjustment [6,272] (the second error gives the additional

systematic uncertainty included for the BABAR/KLOE tension), and the variant without (DHMZ190). All numbers in units of 10�10. For the low-energy
region  0.63GeV the comparison is also shown to ACD18 [243].
Energy range ACD18 CHS18 DHMZ19 DHMZ190 KNT19
 0.6GeV 110.1(9) 110.4(4)(5) 110.3(4) 108.7(9)
 0.7GeV 214.8(1.7) 214.7(0.8)(1.1) 214.8(8) 213.1(1.2)
 0.8GeV 413.2(2.3) 414.4(1.5)(2.3) 414.2(1.5) 412.0(1.7)
 0.9GeV 479.8(2.6) 481.9(1.8)(2.9) 481.4(1.8) 478.5(1.8)
 1.0GeV 495.0(2.6) 497.4(1.8)(3.1) 496.8(1.9) 493.8(1.9)
[0.6, 0.7]GeV 104.7(7) 104.2(5)(5) 104.5(5) 104.4(5)
[0.7, 0.8]GeV 198.3(9) 199.8(0.9)(1.2) 199.3(9) 198.9(7)
[0.8, 0.9]GeV 66.6(4) 67.5(4)(6) 67.2(4) 66.6(3)
[0.9, 1.0]GeV 15.3(1) 15.5(1)(2) 15.5(1) 15.3(1)
 0.63GeV 132.9(8) 132.8(1.1) 132.9(5)(6) 132.9(5) 131.2(1.0)
[0.6, 0.9]GeV 369.6(1.7) 371.5(1.5)(2.3) 371.0(1.6) 369.8(1.3)⇥p

0.1,
p
0.95

⇤
GeV 490.7(2.6) 493.1(1.8)(3.1) 492.5(1.9) 489.5(1.9)

the differences, which in combination with the smaller channels, see Table 5, produces the agreement of the central value
at the level of 1⇥10�10. The difference in the [1.8, 3.7]GeV interval may reflect the level of agreement between data and
pQCD, while for the exclusive channels most differences are well within the uncertainties, apart from the 2⇡ channel.
Since both evaluations for the latter are based on the same data, this channel deserves further attention.

To this end we consider the detailed breakdown in energy intervals as given in Table 6, in comparison to the result of
a global fit function derived from analyticity and unitarity, see Section 2.3.4. In addition, the DHMZ19 number includes
a systematic error defined as half the difference between evaluations performed either without KLOE or without BaBar,
with the central value defined as the mean between the two. Without this adjustment (DHMZ190), the total number for
the 2⇡ channel, 507.0(1.9), becomes a little closer to KNT19.

The first observation is that the dispersive result, CHS18, lies halfway between DHMZ19 and KNT19 when considered
for the full energy range  1GeV (the contribution above 1GeV is small and differences there negligible). Next, the
low-energy region, say below the ⇢ peak, agrees well with DHMZ19, while the KNT19 results lie about 1.5 ⇥ 10�10

lower. Vice versa, above the ⇢ peak the global fit agrees with KNT19, while DHMZ19 lies about 1.5 ⇥ 10�10 higher.
These observations suggest the following interpretation: at low energies data are relatively scarce, so that in the direct
integration of the data the treatment of correlations around the ⇢ peak may well influence the low-energy result. Here,
evaluations imposing analyticity and unitarity constraints [4,6,243] favor the higher value.18 For the energy region above
the ⇢, the data display the well-known tension between BABAR and KLOE, so any combination will effectively reflect
the relative weight assigned to each experiment in the fit. This is also the reason why the difference becomes larger in
DHMZ19 than in DHMZ190, because with the central value chosen as the mean between evaluations without KLOE and
without BABAR, the weight of BABAR in defining the central value slightly increases. Finally, in addition to the covariance
matrices provided by experiment, in the direct integration also the algorithm to combine the data into bins plays a role.

In this regard, the use of correlated uncertainties in the DHMZ and KNT approaches deserves detailed consideration. As
mentioned previously, in the DHMZ data combination, uncertainties are propagated through large samples from pseudo-
experiments produced via Monte Carlo (MC) simulation (see Section 2.3.1). This approach results in correlations being
propagated to the mean values in local regions in an effort to avoid making too-strong assumptions about the given
covariances. In the KNT approach, as described in Section 2.3.2, a correlated fit is implemented, where the available
covariances are used in their entirety to constrain the fit and influence the mean values fully. A comparison of these
methods is given in Fig. 32, which shows the normalized difference of the three KLOE measurements of the ⇡+⇡� cross
section with each combination. For DHMZ, the higher-energy data points do not influence the lower-energy data region
only covered by KLOE10 and the fit mean values in this region are described only by those KLOE10 data. In the KNT case,
the covariances from the energy-independent normalization uncertainties mean that the precision of the higher-energy
KLOE08/KLOE12 data is propagated to the lower-energy region through the window allowed by those correlations. For
the complete ⇡+⇡� combination, the KNT analysis is therefore restricted by the correlations of these three precise and
highly correlated measurements, consequently favoring a lower resulting ⇡+⇡� cross section than in the DHMZ analysis.
Overall, this results in a smaller value for aHVP, LOµ [⇡⇡ ] in KNT than in DHMZ (specifically DHMZ19’). It should be noted
that in Ref. [82], the KNT data combination was compared with the Best Unbiased Linear Estimator (BLUE) approach [277],
where all uncertainties and covariances were propagated via MC pseudo-experiments to the BLUE values. This yielded
results that were consistent with those from KNT. It is known that the BLUE method is equivalent to the minimization of
the uncertainty of the output of a weighted average, cf. Gauss–Markov theorem (see, for example, Ref. [278]). It is also

18 Note that the DHMZ19 number in Table 6 for  0.63GeV corresponds to the combined result of the fit ( 0.6GeV) and data integration
([0.6, 0.63]GeV), while the number in Eq. (2.32) refers to the fit result only. As indicated by the small change and the uncertainty on it [6], good
agreement is observed between the direct integration and the fit-based combination also in the low-energy region.
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Comparison of aHVP, LO
µ [⇡⇡ ] from CHS18 [4], KNT19 [7,271], DHMZ19 with the BABAR/KLOE adjustment [6,272] (the second error gives the additional

systematic uncertainty included for the BABAR/KLOE tension), and the variant without (DHMZ190). All numbers in units of 10�10. For the low-energy
region  0.63GeV the comparison is also shown to ACD18 [243].
Energy range ACD18 CHS18 DHMZ19 DHMZ190 KNT19
 0.6GeV 110.1(9) 110.4(4)(5) 110.3(4) 108.7(9)
 0.7GeV 214.8(1.7) 214.7(0.8)(1.1) 214.8(8) 213.1(1.2)
 0.8GeV 413.2(2.3) 414.4(1.5)(2.3) 414.2(1.5) 412.0(1.7)
 0.9GeV 479.8(2.6) 481.9(1.8)(2.9) 481.4(1.8) 478.5(1.8)
 1.0GeV 495.0(2.6) 497.4(1.8)(3.1) 496.8(1.9) 493.8(1.9)
[0.6, 0.7]GeV 104.7(7) 104.2(5)(5) 104.5(5) 104.4(5)
[0.7, 0.8]GeV 198.3(9) 199.8(0.9)(1.2) 199.3(9) 198.9(7)
[0.8, 0.9]GeV 66.6(4) 67.5(4)(6) 67.2(4) 66.6(3)
[0.9, 1.0]GeV 15.3(1) 15.5(1)(2) 15.5(1) 15.3(1)
 0.63GeV 132.9(8) 132.8(1.1) 132.9(5)(6) 132.9(5) 131.2(1.0)
[0.6, 0.9]GeV 369.6(1.7) 371.5(1.5)(2.3) 371.0(1.6) 369.8(1.3)⇥p

0.1,
p
0.95

⇤
GeV 490.7(2.6) 493.1(1.8)(3.1) 492.5(1.9) 489.5(1.9)

the differences, which in combination with the smaller channels, see Table 5, produces the agreement of the central value
at the level of 1⇥10�10. The difference in the [1.8, 3.7]GeV interval may reflect the level of agreement between data and
pQCD, while for the exclusive channels most differences are well within the uncertainties, apart from the 2⇡ channel.
Since both evaluations for the latter are based on the same data, this channel deserves further attention.

To this end we consider the detailed breakdown in energy intervals as given in Table 6, in comparison to the result of
a global fit function derived from analyticity and unitarity, see Section 2.3.4. In addition, the DHMZ19 number includes
a systematic error defined as half the difference between evaluations performed either without KLOE or without BaBar,
with the central value defined as the mean between the two. Without this adjustment (DHMZ190), the total number for
the 2⇡ channel, 507.0(1.9), becomes a little closer to KNT19.

The first observation is that the dispersive result, CHS18, lies halfway between DHMZ19 and KNT19 when considered
for the full energy range  1GeV (the contribution above 1GeV is small and differences there negligible). Next, the
low-energy region, say below the ⇢ peak, agrees well with DHMZ19, while the KNT19 results lie about 1.5 ⇥ 10�10

lower. Vice versa, above the ⇢ peak the global fit agrees with KNT19, while DHMZ19 lies about 1.5 ⇥ 10�10 higher.
These observations suggest the following interpretation: at low energies data are relatively scarce, so that in the direct
integration of the data the treatment of correlations around the ⇢ peak may well influence the low-energy result. Here,
evaluations imposing analyticity and unitarity constraints [4,6,243] favor the higher value.18 For the energy region above
the ⇢, the data display the well-known tension between BABAR and KLOE, so any combination will effectively reflect
the relative weight assigned to each experiment in the fit. This is also the reason why the difference becomes larger in
DHMZ19 than in DHMZ190, because with the central value chosen as the mean between evaluations without KLOE and
without BABAR, the weight of BABAR in defining the central value slightly increases. Finally, in addition to the covariance
matrices provided by experiment, in the direct integration also the algorithm to combine the data into bins plays a role.

In this regard, the use of correlated uncertainties in the DHMZ and KNT approaches deserves detailed consideration. As
mentioned previously, in the DHMZ data combination, uncertainties are propagated through large samples from pseudo-
experiments produced via Monte Carlo (MC) simulation (see Section 2.3.1). This approach results in correlations being
propagated to the mean values in local regions in an effort to avoid making too-strong assumptions about the given
covariances. In the KNT approach, as described in Section 2.3.2, a correlated fit is implemented, where the available
covariances are used in their entirety to constrain the fit and influence the mean values fully. A comparison of these
methods is given in Fig. 32, which shows the normalized difference of the three KLOE measurements of the ⇡+⇡� cross
section with each combination. For DHMZ, the higher-energy data points do not influence the lower-energy data region
only covered by KLOE10 and the fit mean values in this region are described only by those KLOE10 data. In the KNT case,
the covariances from the energy-independent normalization uncertainties mean that the precision of the higher-energy
KLOE08/KLOE12 data is propagated to the lower-energy region through the window allowed by those correlations. For
the complete ⇡+⇡� combination, the KNT analysis is therefore restricted by the correlations of these three precise and
highly correlated measurements, consequently favoring a lower resulting ⇡+⇡� cross section than in the DHMZ analysis.
Overall, this results in a smaller value for aHVP, LOµ [⇡⇡ ] in KNT than in DHMZ (specifically DHMZ19’). It should be noted
that in Ref. [82], the KNT data combination was compared with the Best Unbiased Linear Estimator (BLUE) approach [277],
where all uncertainties and covariances were propagated via MC pseudo-experiments to the BLUE values. This yielded
results that were consistent with those from KNT. It is known that the BLUE method is equivalent to the minimization of
the uncertainty of the output of a weighted average, cf. Gauss–Markov theorem (see, for example, Ref. [278]). It is also

18 Note that the DHMZ19 number in Table 6 for  0.63GeV corresponds to the combined result of the fit ( 0.6GeV) and data integration
([0.6, 0.63]GeV), while the number in Eq. (2.32) refers to the fit result only. As indicated by the small change and the uncertainty on it [6], good
agreement is observed between the direct integration and the fit-based combination also in the low-energy region.
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µ [⇡⇡ ] from CHS18 [4], KNT19 [7,271], DHMZ19 with the BABAR/KLOE adjustment [6,272] (the second error gives the additional

systematic uncertainty included for the BABAR/KLOE tension), and the variant without (DHMZ190). All numbers in units of 10�10. For the low-energy
region  0.63GeV the comparison is also shown to ACD18 [243].
Energy range ACD18 CHS18 DHMZ19 DHMZ190 KNT19
 0.6GeV 110.1(9) 110.4(4)(5) 110.3(4) 108.7(9)
 0.7GeV 214.8(1.7) 214.7(0.8)(1.1) 214.8(8) 213.1(1.2)
 0.8GeV 413.2(2.3) 414.4(1.5)(2.3) 414.2(1.5) 412.0(1.7)
 0.9GeV 479.8(2.6) 481.9(1.8)(2.9) 481.4(1.8) 478.5(1.8)
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[0.6, 0.7]GeV 104.7(7) 104.2(5)(5) 104.5(5) 104.4(5)
[0.7, 0.8]GeV 198.3(9) 199.8(0.9)(1.2) 199.3(9) 198.9(7)
[0.8, 0.9]GeV 66.6(4) 67.5(4)(6) 67.2(4) 66.6(3)
[0.9, 1.0]GeV 15.3(1) 15.5(1)(2) 15.5(1) 15.3(1)
 0.63GeV 132.9(8) 132.8(1.1) 132.9(5)(6) 132.9(5) 131.2(1.0)
[0.6, 0.9]GeV 369.6(1.7) 371.5(1.5)(2.3) 371.0(1.6) 369.8(1.3)⇥p
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GeV 490.7(2.6) 493.1(1.8)(3.1) 492.5(1.9) 489.5(1.9)

the differences, which in combination with the smaller channels, see Table 5, produces the agreement of the central value
at the level of 1⇥10�10. The difference in the [1.8, 3.7]GeV interval may reflect the level of agreement between data and
pQCD, while for the exclusive channels most differences are well within the uncertainties, apart from the 2⇡ channel.
Since both evaluations for the latter are based on the same data, this channel deserves further attention.

To this end we consider the detailed breakdown in energy intervals as given in Table 6, in comparison to the result of
a global fit function derived from analyticity and unitarity, see Section 2.3.4. In addition, the DHMZ19 number includes
a systematic error defined as half the difference between evaluations performed either without KLOE or without BaBar,
with the central value defined as the mean between the two. Without this adjustment (DHMZ190), the total number for
the 2⇡ channel, 507.0(1.9), becomes a little closer to KNT19.

The first observation is that the dispersive result, CHS18, lies halfway between DHMZ19 and KNT19 when considered
for the full energy range  1GeV (the contribution above 1GeV is small and differences there negligible). Next, the
low-energy region, say below the ⇢ peak, agrees well with DHMZ19, while the KNT19 results lie about 1.5 ⇥ 10�10

lower. Vice versa, above the ⇢ peak the global fit agrees with KNT19, while DHMZ19 lies about 1.5 ⇥ 10�10 higher.
These observations suggest the following interpretation: at low energies data are relatively scarce, so that in the direct
integration of the data the treatment of correlations around the ⇢ peak may well influence the low-energy result. Here,
evaluations imposing analyticity and unitarity constraints [4,6,243] favor the higher value.18 For the energy region above
the ⇢, the data display the well-known tension between BABAR and KLOE, so any combination will effectively reflect
the relative weight assigned to each experiment in the fit. This is also the reason why the difference becomes larger in
DHMZ19 than in DHMZ190, because with the central value chosen as the mean between evaluations without KLOE and
without BABAR, the weight of BABAR in defining the central value slightly increases. Finally, in addition to the covariance
matrices provided by experiment, in the direct integration also the algorithm to combine the data into bins plays a role.

In this regard, the use of correlated uncertainties in the DHMZ and KNT approaches deserves detailed consideration. As
mentioned previously, in the DHMZ data combination, uncertainties are propagated through large samples from pseudo-
experiments produced via Monte Carlo (MC) simulation (see Section 2.3.1). This approach results in correlations being
propagated to the mean values in local regions in an effort to avoid making too-strong assumptions about the given
covariances. In the KNT approach, as described in Section 2.3.2, a correlated fit is implemented, where the available
covariances are used in their entirety to constrain the fit and influence the mean values fully. A comparison of these
methods is given in Fig. 32, which shows the normalized difference of the three KLOE measurements of the ⇡+⇡� cross
section with each combination. For DHMZ, the higher-energy data points do not influence the lower-energy data region
only covered by KLOE10 and the fit mean values in this region are described only by those KLOE10 data. In the KNT case,
the covariances from the energy-independent normalization uncertainties mean that the precision of the higher-energy
KLOE08/KLOE12 data is propagated to the lower-energy region through the window allowed by those correlations. For
the complete ⇡+⇡� combination, the KNT analysis is therefore restricted by the correlations of these three precise and
highly correlated measurements, consequently favoring a lower resulting ⇡+⇡� cross section than in the DHMZ analysis.
Overall, this results in a smaller value for aHVP, LOµ [⇡⇡ ] in KNT than in DHMZ (specifically DHMZ19’). It should be noted
that in Ref. [82], the KNT data combination was compared with the Best Unbiased Linear Estimator (BLUE) approach [277],
where all uncertainties and covariances were propagated via MC pseudo-experiments to the BLUE values. This yielded
results that were consistent with those from KNT. It is known that the BLUE method is equivalent to the minimization of
the uncertainty of the output of a weighted average, cf. Gauss–Markov theorem (see, for example, Ref. [278]). It is also

18 Note that the DHMZ19 number in Table 6 for  0.63GeV corresponds to the combined result of the fit ( 0.6GeV) and data integration
([0.6, 0.63]GeV), while the number in Eq. (2.32) refers to the fit result only. As indicated by the small change and the uncertainty on it [6], good
agreement is observed between the direct integration and the fit-based combination also in the low-energy region.
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systematic uncertainty included for the BABAR/KLOE tension), and the variant without (DHMZ190). All numbers in units of 10�10. For the low-energy
region  0.63GeV the comparison is also shown to ACD18 [243].
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the differences, which in combination with the smaller channels, see Table 5, produces the agreement of the central value
at the level of 1⇥10�10. The difference in the [1.8, 3.7]GeV interval may reflect the level of agreement between data and
pQCD, while for the exclusive channels most differences are well within the uncertainties, apart from the 2⇡ channel.
Since both evaluations for the latter are based on the same data, this channel deserves further attention.

To this end we consider the detailed breakdown in energy intervals as given in Table 6, in comparison to the result of
a global fit function derived from analyticity and unitarity, see Section 2.3.4. In addition, the DHMZ19 number includes
a systematic error defined as half the difference between evaluations performed either without KLOE or without BaBar,
with the central value defined as the mean between the two. Without this adjustment (DHMZ190), the total number for
the 2⇡ channel, 507.0(1.9), becomes a little closer to KNT19.

The first observation is that the dispersive result, CHS18, lies halfway between DHMZ19 and KNT19 when considered
for the full energy range  1GeV (the contribution above 1GeV is small and differences there negligible). Next, the
low-energy region, say below the ⇢ peak, agrees well with DHMZ19, while the KNT19 results lie about 1.5 ⇥ 10�10

lower. Vice versa, above the ⇢ peak the global fit agrees with KNT19, while DHMZ19 lies about 1.5 ⇥ 10�10 higher.
These observations suggest the following interpretation: at low energies data are relatively scarce, so that in the direct
integration of the data the treatment of correlations around the ⇢ peak may well influence the low-energy result. Here,
evaluations imposing analyticity and unitarity constraints [4,6,243] favor the higher value.18 For the energy region above
the ⇢, the data display the well-known tension between BABAR and KLOE, so any combination will effectively reflect
the relative weight assigned to each experiment in the fit. This is also the reason why the difference becomes larger in
DHMZ19 than in DHMZ190, because with the central value chosen as the mean between evaluations without KLOE and
without BABAR, the weight of BABAR in defining the central value slightly increases. Finally, in addition to the covariance
matrices provided by experiment, in the direct integration also the algorithm to combine the data into bins plays a role.

In this regard, the use of correlated uncertainties in the DHMZ and KNT approaches deserves detailed consideration. As
mentioned previously, in the DHMZ data combination, uncertainties are propagated through large samples from pseudo-
experiments produced via Monte Carlo (MC) simulation (see Section 2.3.1). This approach results in correlations being
propagated to the mean values in local regions in an effort to avoid making too-strong assumptions about the given
covariances. In the KNT approach, as described in Section 2.3.2, a correlated fit is implemented, where the available
covariances are used in their entirety to constrain the fit and influence the mean values fully. A comparison of these
methods is given in Fig. 32, which shows the normalized difference of the three KLOE measurements of the ⇡+⇡� cross
section with each combination. For DHMZ, the higher-energy data points do not influence the lower-energy data region
only covered by KLOE10 and the fit mean values in this region are described only by those KLOE10 data. In the KNT case,
the covariances from the energy-independent normalization uncertainties mean that the precision of the higher-energy
KLOE08/KLOE12 data is propagated to the lower-energy region through the window allowed by those correlations. For
the complete ⇡+⇡� combination, the KNT analysis is therefore restricted by the correlations of these three precise and
highly correlated measurements, consequently favoring a lower resulting ⇡+⇡� cross section than in the DHMZ analysis.
Overall, this results in a smaller value for aHVP, LOµ [⇡⇡ ] in KNT than in DHMZ (specifically DHMZ19’). It should be noted
that in Ref. [82], the KNT data combination was compared with the Best Unbiased Linear Estimator (BLUE) approach [277],
where all uncertainties and covariances were propagated via MC pseudo-experiments to the BLUE values. This yielded
results that were consistent with those from KNT. It is known that the BLUE method is equivalent to the minimization of
the uncertainty of the output of a weighted average, cf. Gauss–Markov theorem (see, for example, Ref. [278]). It is also

18 Note that the DHMZ19 number in Table 6 for  0.63GeV corresponds to the combined result of the fit ( 0.6GeV) and data integration
([0.6, 0.63]GeV), while the number in Eq. (2.32) refers to the fit result only. As indicated by the small change and the uncertainty on it [6], good
agreement is observed between the direct integration and the fit-based combination also in the low-energy region.
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Include constraints using unitarity & analyticity constraints for  and  channels   
[CHS 2018, Colangelo et al, arXiv:1810.00007; HHKS19, Hoferichter et al, arXiv:1907.01556] 

ππ πππ

http://arxiv.org/abs/arXiv:1810.00007
https://arxiv.org/abs/1907.01556
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In 2020 WP:  
Conservative merging procedure to obtain a realistic 
assessment of the underlying uncertainties:


• account for tensions between data sets

• account for differences in methodologies for compilation 

of experimental inputs

• include correlations between systematic errors

• cross checks from unitarity & analyticity constraints 

[Colangelo et al, 2018;  Anantharayan et al, 2018; Davier et al, 2019;  
Hoferichter et al, 2019]


• Full NLO radiative corrections  [Campanario et al, 2019

HVP: data-driven

15

[M. Davier @ 
KEK workshop] 

Ongoing work:

• BaBar: new analysis of large (7 ) data set in  channel (1-2 

years), also , other channels

• SND: new results for  channel, other channels in progress

• CMD-3: ongoing analyses for  and other channels

• BESIII: new results in 2021 for  channel, continued analysis 

also for , other channels

• Belle II: will have high-statistics data for low-energy cross 

sections.

• Some experiments performing blind analyses to resolve the 

tensions (esp. for  channel)

• Developing NNLO Monte Carlo generators (STRONG 2020 

workshop next week https://agenda.infn.it/event/28089/)

× ππ
πππ

ππ
ππ
ππ

πππ

ππ

Further comparisons

M. Davier HVPdisp discussion KEK June 29 2021 2

• Comparing aP [S+S-] integrals in U peak region
• Choose full range of SND20 [0.525-0.883] GeV to 

compare to other experiments covering this range

• Computing average of SND20 with 
either BABAR or KLOE

• SND20 more consistent with BABARaHVP,LO
μ = 693.1 (2.8)exp (0.7)DV+pQCD (2.8)BaBar−KLOE × 10−10

= 693.1 (4.0) × 10−10

https://agenda.infn.it/event/28089/
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adjustable parameters


lattice spacing: 


finite volume, time:   


quark masses (mf): 
tune using hadron masses  
extrapolations/interpolations

Lattice QCD Introduction

L 

a 

x 

discrete Euclidean space-time (spacing a) 
derivatives ➙ difference operators, etc…

finite spatial volume (L)

finite time extent (T) 

LQCD =
X

f

 ̄f (D/+mf ) f +
1

4
trFµ⌫F

µ⌫

a ➙ 0

L ➙ ∞, T > L

MH,lat = MH,exp

mf ➙ mf,phys mud ms mc mb

Integrals are evaluated 
numerically using monte 

carlo methods. 

a (fm) 

L 
a (fm) 

L 

FIG. 6. Distribution of four-flavor QCD gauge-field ensembles used in this work. Ensembles that
are new with respect our previous analysis [23] are indicated with black outlines. Ensembles with
unphysical strange-quark masses are shown as gold disks with orange outlines. The area of each
disk is proportional to the statistical sample size Nconf ⇥ Nsrc. The physical, continuum limit is
located at (a = 0, M⇡ ⇡ 135 MeV).

charm and bottom quarks with controlled discretization errors. Figure 7 shows the range
of valence heavy-quark masses used in our analysis. On the coarsest a ⇡ 0.15 and 0.12 fm
ensembles, we have only two values mh = 0.9m0

c
and m

0
c
; on our finest a ⇡ 0.042 and 0.03 fm

ensembles, however, we have several heavy-quark masses between 0.9m0
c

 mh  5m0
c
,

reaching just above the physical b-quark mass. Second, as discussed in Sec. III, we have
large statistical sample sizes, with about 4,000 samples on most ensembles and large lattice
volumes; the resulting errors on the decay constants range from 0.04% to 1.4%.

Because of the breadth and precision of the data set, it is a challenge to find a theo-
retically well-motivated functional form that is sophisticated enough to describe the whole
data set. We therefore rely on several EFTs to parameterize the dependence of our data
on each of the independent variables just described: Symanzik e↵ective field theory for lat-
tice spacing dependence [37], chiral perturbation theory for light- and strange-quark mass
dependence, and heavy-quark e↵ective theory for the heavy-quark mass dependence. These
EFTs are linked together within heavy-meson rooted all-staggered chiral perturbation the-
ory (HMrAS�PT) [64]. Here we use the one-loop HMrAS�PT expression to describe the
nonanalytic behavior of the interaction between pion (and other pseudo-Goldstone bosons)
and the heavy-light meson, and supplement it with higher-order analytic functions in the
light- and heavy-quark masses and lattice spacing to enable a good correlated fit.

Even with these additional terms, however, the extrapolation a ! 0 and the interpolation
mh ! mb oblige us to restrict the range of amh. In practice, we are able to obtain a good
correlated fit of our data with heavy-quark masses amh  0.9. Note, however, that our final
fit function describes even the data with amh > 0.9 quite well.
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Lattice HVP: Introduction
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⇧̂(q2) = ⇧(q2)�⇧(0)

Leading order HVP correction: aHVP,LO
µ =

⇣↵
⇡

⌘2
Z

dq2!(q2) ⇧̂(q2)

• Calculate   in Lattice QCD


  Compute correlation function: 


  and  
 
Obtain  from an integral over Euclidean time:  
 


aHVP,LO
μ

aHVP,LO
μ

C(t) =
1

3

X

i,x

hji(x, t)ji(0, 0)i

aHVP,LO
µ =

⇣↵
⇡

⌘2
Z 1

0
dt w̃(t)C(t)
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[B. Lautrup, A. Peterman, E. de Rafael, Phys. Rep 1972; 
E. de Rafael, Phys. Let. B 1994; T. Blum, PRL 2002]

⇧̂(Q2) = 4⇡2

Z 1

0
dtC(t)


t2 � 4

Q2
sin2

✓
Qt

2

◆�
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[D. Bernecker and H. Meyer, arXiv:1107.4388, 
EPJA 2011] 
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Calculate  in Lattice QCD:  

 


• Separate into connected for each quark flavor + disconnected contributions 
 (gluon and sea-quark background not shown in diagrams) 
 Note: almost always     
 
 
     


• need to add QED and strong isospin breaking (  ) corrections: 
 
 
 
- either perturbatively on isospin symmetric QCD background 
- or by using QCD + QED ensembles with  

aHVP
μ

mu = md

∼ mu − md

mu ≠ md

Lattice HVP: Introduction
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+ …

X

f
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+ f f’ f= ud, s, c, b

aHLO
µ ⌘ aHVP,LO

µ =
X

f

aHVP,LO
µ,f + aHVP,LO

µ,disc
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light-quark connected contribution: 
 ~90% of total


s,c,b-quark contributions  
 ~8%, 2%, 0.05% of total


disconnected contribution:  
  ~2% of total


Isospinbreaking (QED + mu ≠ md ) corrections:  
 ~1% of total

aHVP,LO
μ (ud)

aHVP,LO
μ (s, c, b)

aHVP,LO
μ,disc

δaHVP,LO
μ

Lattice HVP: Introduction
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Introduction

Isospin Breaking Corrections

I lattice calculations usually done in the isospin symmetric limit

I two sources of isospin breaking e�ects

I di�erent masses for up- and down quark (of O((md ≠ mu)/�QCD))

I Quarks have electrical charge (of O(–))

I lattice calculation aiming at 1% precision requires to include isospin breaking

I separation of strong IB and QED e�ects requires renormalization scheme

I definition of “physical point” in a “QCD only world” also scheme dependent

I IB contribution included in final lattice result from the WP [arXiv:2006.04822]
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aHVP,LO
μ = aHVP,LO

μ (ud) + aHVP,LO
μ (s) + aHVP,LO

μ (c) + aHVP,LO
μ,disc + δaHVP,LO

μ

WP lattice HVP combination

L 

a 

x 
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HVP: Comparison

20

aHVP

µ +
⇥
aQED

µ + aWeak

µ + aHLbL

µ

⇤
� aexpµ
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Lattice QCD + QED

data driven

hybrid: combine data &  lattice 

+ unitarity/analyticity constraints
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In 2020 WP: 

Lattice HVP average at total uncertainty: 

  

BMW 20 (published in 2021)  
first LQCD calculation with sub-percent ( ) error 
but in tension with data-driven HVP ( )

Further tensions for intermediate window: 
 
 
 
 
 
 
 
 
-  tension with data-driven evaluation  
-  tension with RBC/UKQCD18

2.6 %
aHVP,LO

μ = 711.6 (18.4) × 1010

0.8 %
2.1σ

3.7σ
2.2σ

21

HVP: lattice

Use windows in Euclidean time to consider the different 
time regions separately. [T. Blum et al, arXiv:1801.07224, 2018 PRL] 
 
Short Distance (SD)       
Intermediate (W)           
Long Distance (LD)        
 
 
 

disentangle systematics/statistics from long distance/FV 
and discretization effects 

intermediate window: easy to compute in lattice QCD & 
with disperse approach 

Internal cross check: 
Compute each window separately (in continuum, infinite 
volume limits,…) and combine:

t : 0 → t0
t : t0 → t1
t : t1 → ∞

aHVP,LO
µ =

⇣↵
⇡

⌘2
Z 1

0
dt w̃(t)C(t)
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Hartmut	Wittig

Window	observables

4

Restrict	integra3on	over	Euclidean	3me	to	sub-intervals	
		 		reduce/enhance	sensi3vity	to	systema3c	effects→
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ahvp,win
µ =

✓↵
⇡

◆2 Z 1

0
dt K̃(t) G(t) W(t; t0, t1)

Short	distance:
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WSD(t; t0) = 1 � ⇥(t, t0,�)

Intermediate	distance:
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W ID(t; t0, t1) = ⇥(t, t0,�) � ⇥(t, t1,�)
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WLD(t; t1) = ⇥(t, t1,�)Long	distance:

• Precision	test	of	different	laKce	calcula3ons	

• Comparison	with	corresponding	 -ra3o	es3mateR

Intermediate	window:
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⇥(t, t0,�) = 1
2
⇥
1 + tanh(t � t0)/�

⇤
Step	func3on:

“Standard”	window	quan33es:
<latexit sha1_base64="3/X9k7tHfEFhYfCh5/e+1KR+S3s=">AAACWHicbVFdS8MwFL2r3/Nr6qMvwSH4IKX1+0UQVPBxgpuCHSXNUg1L2prciqPsD/lrfNX/IphuQ930QuBwzrnJvSdRJoVBz3uvOFPTM7Nz8wvVxaXlldXa2nrLpLlmvMlSmeq7iBouRcKbKFDyu0xzqiLJb6PueanfPnNtRJrcYC/jbUUfEhELRtFSYe0CQ+/Ucw+C3SLQisSqvxs85bRDMPRPfdeb5IMLLpHaDv/wRwprdc/1BkW+gT8J6jCqRlj7DDopyxVPkElqzL3vZdguqEbBJO9Xg9zwjLIufeD3FiZUcdMuBtv2ybZlOiROtT0JkgH7u6OgypieiqxTUXw0k1pJ/qvhS3mhGXu+KG1RlMqJoTA+aRciyXLkCRvOFOeSYErKlElHaM5Q9iygTAu7FmGPVFOG9i+qNq8/6fwFrT3XP3L3rw/qZ5ej5OZhE7ZgB3w4hjO4ggY0gcErvME7fFQ+HHDmnIWh1amMejZgrJz1LyuItCs=</latexit>

t0 = 0.4 fm, t1 = 1.0 fm, � = 0.15 fm

H. Wittig @ Lattice 2021

t0 = 0.4 fm, t1 = 1.0 fm

Window observable

restrict correlator to window
0.4 � 1.0 fm [RBC/UKQCD’18]

fewer difficulties
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aµ = aSDµ + aWµ + aLDµ
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In 2020 WP: 

Lattice HVP average at total uncertainty: 

  

BMW 20 (published in 2021)  
first LQCD calculation with sub-percent ( ) error 
but in tension with data-driven HVP ( )

Further tensions for intermediate window: 
 
 
 
 
 
 
 
 
-  tension with data-driven evaluation  
-  tension with RBC/UKQCD18

2.6 %
aHVP,LO

μ = 711.6 (18.4) × 1010

0.8 %
2.1σ

3.7σ
2.2σ
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HVP: lattice

Window observable

restrict correlator to window
0.4 � 1.0 fm [RBC/UKQCD’18]

fewer difficulties
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Expect new results from RBC/UKQCD, FNAL/MILC, ETMc, Aubin et al, …
in the coming months: 
 
 
 
 
 
 

blind analyses being done in FNAL/MILC and RBC/UKQCD

Including  states for refined long-distance computation  
(Mainz, RBC/UKQCD, FNAL/MILC)

Developing method average for lattice HVP — started at KEK workshop 
(June 2021), based on detailed comparisons


- list of sub quantities (and their definitions)

- common prescription for separating QCD & QED 

- quality criteria for inclusion


Most groups plan to include smaller lattice spacings to test continuum 
extrapolations  (needs adequate computational resources) 

ππ

Ongoing work:

S. Lahert 
(FNAL/HPQCD/MILC)
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 also depends on the hadronic vacuum 
polarization function, and can be written as an integral 
over , but weighted towards higher 

energies.  

a shift in  also changes : ➠ EW fits  
[Crivellin et al 2020, Keshavarsi et al 2020, Malaescu & Scott 2020] 

If the shift in  is in the low-energy region 
( ), the impact on  and EW fits is 

small.  

A shift in  from low ( ) energies  
➠  
must satisfy unitarity & analyticity constraints ➠   

can be tested with lattice calculations   
[Colangelo, Hoferichter, Stoffer 2021]

Δαhad(M2
Z)

σ(e+e− → hadrons)

aHVP
μ Δαhad(M2

Z)

aHVP
μ

≲ 1 GeV Δαhad(M2
Z)

aHVP
μ ≲ 2 GeV

σ(e+e− → ππ)
FV

π (s)

aHVP
μ⬄σ(e+e− → hadrons) ⬄ Δαhad(M2

Z)

Connections

23

Hadronic running of α and global EW fit

e+e− KNT, DHMZ EW fit HEPFit EW fit GFitter guess based on BMWc

∆α
(5)
had(M

2
Z )× 104 276.1(1.1) 270.2(3.0) 271.6(3.9) 277.8(1.3)

difference to e+e− −1.8σ −1.1σ +1.0σ

Time-like formulation:

∆α
(5)
had(M

2
Z ) =

αM2
Z

3π
P

∞
∫

sthr

ds
Rhad(s)

s(M2
Z − s)

Space-like formulation:

∆α
(5)
had(M

2
Z ) =

α

π
Π̂(−M2

Z )+
α

π

(

Π̂(M2
Z )−Π̂(−M2

Z )
)

Global EW fit

Difference between HEPFit and GFitter

implementation mainly treatment of MW

Pull goes into opposite direction
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proj(∞)

proj(1.94 GeV)

BMWc 2020

More in talks by M. Passera, B. Malaescu (phenomenology)

and K. Miura, T. San José (lattice)

M. Hoferichter (Institute for Theoretical Physics) Comparison with e+e− data November 20, 2020 6

Martin Hoferichter @ Lattice HVP workshop
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Connections
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Peter Stoffer @ Lattice HVP workshop

Constraints on the two-pion contribution to HVP arXiv:2010.07943 [hep-ph]

Modifying a⇡⇡µ |1GeV

• “low-energy” scenario: local changes in cross section of
⇠ 8% around ⇢

• “high-energy” scenario: impact on pion charge radius and
space-like VFF ) chance for independent lattice-QCD
checks

• requires factor ⇠ 3

improvement over
�QCD result:
hr2⇡i = 0.433(9)(13) fm2

! arXiv:2006.05431 [hep-ph] �0.1
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phase shifts changed
ck changed, N � 1 = 4
all parameters changed

3
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Windows: Euclidean time vs s

25

Windows in Euclidean time
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Martin Hoferichter @ Lattice HVP workshop

Windows in Euclidean time

Standard window not necessarily best suited

to help with KLOE/BaBar tension

percentage captured of ππ channel ≤ 1 GeV

window SD intermediate LD

[0.4,1.0] fm 3 28 69

[1.0,2.0] fm 31 51 18

[1.0,2.5] fm 31 61 9

[1.0,3.0] fm 31 65 4

0 1 2 3 4 5
0

0.2

0.4

0.6

0.8

1

√

s [GeV]

ΘSD

Θwin

ΘLD

0 1 2 3 4 5
0

0.2

0.4

0.6

0.8

1

√

s [GeV]

t0 = 1.0 fm, t1 = 2.0 fm, ∆ = 0.15 fm

t0 = 1.0 fm, t1 = 2.5 fm, ∆ = 0.15 fm

t0 = 1.0 fm, t1 = 3.0 fm, ∆ = 0.15 fm

M. Hoferichter (Institute for Theoretical Physics) Comparison with e+e− data November 20, 2020 4

intermediate [t0, t1]

SD: 
LD:  
int.: 

[0,t0]
[t1, ∞]
[t0, t1]

For intermediate window: 

~30% from  σ(ππ) ≲ 1 GeV
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Hadronic light-by-light:  

 
 

 

previous estimates “Glasgow consensus” use models of QCD

used to evaluate individual contributions to HLbL scattering tensor

theory error not well determined and not improvable

Hadronic Light-by-light

26

µ−(p) µ−(p′)

↓ k = p′ − p

=

π0, η, η′

+ . . .+

π+

+ . . .+
Exchanges of

other resonances

(f0, a1, f2, . . .)

+

q

+ . . .

Hadronic light-by-light:   Target: ≲ 10% total error
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Hadronic Light-by-light

27

µ−(p) µ−(p′)

↓ k = p′ − p

=

π0, η, η′

+ . . .+

π+

+ . . .+
Exchanges of

other resonances

(f0, a1, f2, . . .)

+

q

+ . . .

Dispersive approach:

[Colangelo at al, 2014; Pauk & Vanderhaegen 2014; …]  


model independent

significantly more complicated than for HVP


provides a framework for data-driven evaluations

can also use lattice results as inputs


Hadronic light-by-light:   Target: ≲ 10% total error
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Comparison: 

Contribution PdRV(09) [471] N/JN(09) [472, 573] J(17) [27] Our estimate

⇡0, ⌘, ⌘0-poles 114(13) 99(16) 95.45(12.40) 93.8(4.0)
⇡,K-loops/boxes �19(19) �19(13) �20(5) �16.4(2)

S -wave ⇡⇡ rescattering �7(7) �7(2) �5.98(1.20) �8(1)

subtotal 88(24) 73(21) 69.5(13.4) 69.4(4.1)

scalars � � � �
� 1(3)tensors � � 1.1(1)

axial vectors 15(10) 22(5) 7.55(2.71) 6(6)
u, d, s-loops / short-distance � 21(3) 20(4) 15(10)

c-loop 2.3 � 2.3(2) 3(1)

total 105(26) 116(39) 100.4(28.2) 92(19)

Table 15: Comparison of two frequently used compilations for HLbL in units of 10�11 from 2009 and a recent update with our estimate. Legend:
PdRV = Prades, de Rafael, Vainshtein (“Glasgow consensus”); N/JN = Ny↵eler / Jegerlehner, Ny↵eler; J = Jegerlehner.

in Table 15.42 While the central values are all quite close to each other (the largest discrepancy is with the Glasgow
consensus, which, however, includes a large part of the short-distance contribution in the pseudoscalar poles) and all
compatible within errors, the largest improvement is in the uncertainty, which has been reduced by a factor 6 to 3.

The lower part of the table contains the remaining contributions, which still su↵er from significant uncertainties,
further separated into the contribution from light quarks as well as the c-loop. For these a comparison among di↵erent
evaluations is more di�cult, because model dependence is still a↵ecting all contributions (with the exception of the
short-distance contribution evaluated here). It is in this second part of the table that future progress will have to
happen.

We have described above how we obtained our final error estimate. Just for comparison, in PdRV [471] all errors
have been added in quadrature, in N/JN [472, 573] all errors have been added linearly, and in J [27] the errors have been
added in quadrature and then multiplied by a factor 2 to account for possible model uncertainties so far unaccounted
for.

We also briefly comment on the numbers in the recent review by Danilkin, Redmer, and Vanderhaeghen [626]. The
main di↵erence is their estimate of the pseudoscalar-pole contribution, 84(4) ⇥ 10�11, lower than our value by about
2.5�, which is incompatible with what we know about this contribution as explained in Sec. 4.4. The smaller value for
the PS-poles is compensated by the quark-loop contribution, 20(4) ⇥ 10�11, which is a bit larger than our estimate of
the short-distance contribution, leading to a central value, 87(13) ⇥ 10�11, very close to ours. The errors in Ref. [626]
are added linearly, but in particular the uncertainties for the axial-vectors and the short-distance contribution are much
smaller than ours, which is the main reason for their rather small total uncertainty.

The comparison discussed here clearly shows that there has been significant progress since the time of the Glasgow
consensus. The development of a more systematic approach to the calculation of the HLbL contribution has led to
improved estimates of several of the underlying contributions. The shifts in the central values are relatively moderate,
never larger than two sigmas with respect to older estimates, but the overall shift is quite significant and in the negative
direction, thus increasing the discrepancy with the measured value. Even more important than the shift in the central
value is our ability to make better uncertainty estimates. In some cases these have been drastically reduced with
respect to the time of the Glasgow consensus, but in some others a better theoretical understanding of the formalism
has led to a more cautious attitude. The upshot is that even taking a conservative approach we could bring the total
uncertainty down to about 20% of the central value and the prospects for an even further reduction in the coming
years, towards the 10% goal, are very good as will be sketched in the next subsection.

42To make a meaningful comparison, since the largest contribution among the scalars is due to the �/ f0(500), which is treated as a ⇡⇡ rescattering
e↵ect here, we have considered the contribution of the scalars of earlier evaluations in the line labeled “S -wave ⇡⇡ rescattering.” This is indeed
justified for the scalar contribution �6.8(2.0) ⇥ 10�11 in the ENJL model from Ref. [484], as confirmed in Ref. [666]. The �/ f0(500) is also
responsible for 50–80% of the value �6.0(1.2) ⇥ 10�11 from Ref. [27], depending on the mixing.
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NLO HLbL contribution: 

aHLbL,NLO
μ = 2 (1) × 10−11

HLbL: dispersive
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Hadronic Light-by-light
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Dispersive approach:

[Colangelo at al, 2014; Pauk & Vanderhaegen 2014; …]  


model independent

significantly more complicated than for HVP

provides a framework for data-driven evaluations

can also use lattice results as inputs

Dominant contributions ( of total):≈ 75 %

Well quantified with  uncertainty

 pole contributions: Canterbury approximants only


Ongoing work: consolidation of  pole contributions 
using disp. relations and LQCD
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Subleading contributions ( of total):≈ 15 %

Not yet well known  
➠ dominant contribution to total uncertainty 
 

Ongoing work:

- Implementation of short-distance constraints (now at 2-loop)

- DR implementation for axial vector contributions

- BESIII ramping up  programγ(*)γ*
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Lattice QCD+QED:

RBC/UKQCD 
[T. Blum et al, arXiv:1610.04603, 2016 PRL; arXiv:1911.08123, 2020 PRL]

QCD + QEDL  (finite volume)   
➠  FV effects 
stochastic evaluation of position space sums 
 
DWF ensembles at/near phys mass,  

1/L2

a ≈ 0.08 − 0.2 fm, L ∼ 4.5 − 9.3 fm

xsrc xsnky′,σ′ z′,κ′ x′, ρ′

xop, ν

z,κ
y,σ x, ρ

xsrc xsnkz′,κ′ y′,σ′ x′, ρ′

xop, ν

z,κ y,σ x, ρ
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Two independent and complete direct calculations of aHLbL
μ

Cross checks between RBC/UKQCD & Mainz approaches in White Paper at unphysical pion mass

Both groups will continue to improve their calculations, adding more statistics, lattice spacings,  
physical mass ensemble (Mainz)

Mainz group  
[E. Chao et al, arXiv:2104.02632]


QCD + QED (infinite volume & continuum) 
➠  FV effects 
semi-analytic QED kernel function 
 
CLS (2+1 Wilson-clover) ensembles 
 , 

e−mπL

mπ ∼ 200 − 430 MeV a ≈ 0.05 − 0.1 fm, mπL > 4

Theory background
I O(4)-symmetry restoration of the QED kernel allows to write

ahlbl
µ = lim

|y |maxæŒ
ahlbl

µ (|y |max) , ahlbl
µ (|y |) =

⁄ |y |max

0
d |y |f (|y |) .

∆ compute the integrand f (|y |) for each |y | and get the |y |-integral using
trapezoidal rule.

I Terminology:
I Leading topologies: fully-connected, (2+2)
I Subleading topologies: (3+1), (2+1+1), (1+1+1+1)

Motivated by light pseudoscalar (PS) meson contributions and large-Nc
arguments.

I Translational invariance + change of variables ∆ compute ahlbl
µ for each

topology from only a subset of “easy" diagrams. [E.-H. Chao et al, EPJC ’20]

I Focus of this talk: the leading topologies with purely light quarks and the
(3+1) with a light quark “triangle".
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En-Hung Chao (JGU Mainz) ahlbl
µ from LQCD: a complete calculation 3 / 9

Hadronic Light-by-light L 
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aHLbL

µ
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WP20

WP20 data-driven

RBC/UKQCD19

Glasgow consensus (09)

N/JN09

J17

 (+ charm-loop)

dispersive

Mainz21 (+ charm-loop)
not used in WP20

models of QCD +EFT, 
large Nc

Lattice QCD + QED

data + dispersive 
approach

Now well-determined in two independent approaches, systematically improvable

HLbL: Comparison
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The QED and EW contributions are known very precisely 
Hadronic contributions determine the uncertainty in the SM prediction. 

dispersive HVP: ~0.6% error  [0.34ppm] 
based on well-tested experimental data, will be improved with new measurements 
(coming soon).

lattice HVP: first LQCD calculation with sub-percent uncertainty by BMWc 
but in tension with data-driven approach 
high priority for the Lattice community, expect more sub-percent LQCD results soon. 

dispersive HLBL: ~20% error  [0.15ppm] 
newly developed dispersive approach with almost fully quantified errors 
systematically improvable

lattice HLbL: two complete lattice calculations 
consistent with each other and with data-driven result 
systematically improvable  

32

Summary



Outlook
Theory Initiative:


WP update ~2023 will include any new available results and a method average for 
lattice HVP, HLbL

Concrete plans for writing WP update (outline, authors,…) @ next workshop


Progams and plans in place to improve:

data-driven HVP 

lattice HVP 

dispersive HLbL and lattice HLbL: 


… assuming tensions are resolved. 

If tensions between data-driven HVP and lattice HVP are resolved, SM predictions will 
likely reach desired precision

Beyond 2025: MUonE (space-like momentum measurement of ) will provide more 
information/cross checks.   
 
➠Next workshop of the Muon g-2 Theory Initiative: 5-9 Sep 2022 
  

∼ 0.3 %
≲ 0.5 %

∼ 10 %

Δα



Farah Willenbrock
Max Hansen

Jonna Koponen Xiao-Ming Xu

Thank you!
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Updated WP Summary Table
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Contribution Section Equation Value ⇥1011 References

Experiment (E821) Eq. (8.13) 116 592 089(63) Ref. [1]

HVP LO (e+e�) Sec. 2.3.7 Eq. (2.33) 6931(40) Refs. [2–7]
HVP NLO (e+e�) Sec. 2.3.8 Eq. (2.34) �98.3(7) Ref. [7]
HVP NNLO (e+e�) Sec. 2.3.8 Eq. (2.35) 12.4(1) Ref. [8]
HVP LO (lattice, udsc) Sec. 3.5.1 Eq. (3.49) 7116(184) Refs. [9–17]
HLbL (phenomenology) Sec. 4.9.4 Eq. (4.92) 92(19) Refs. [18–30]
HLbL NLO (phenomenology) Sec. 4.8 Eq. (4.91) 2(1) Ref. [31]
HLbL (lattice, uds) Sec. 5.7 Eq. (5.49) 79(35) Ref. [32]
HLbL (phenomenology + lattice) Sec. 8 Eq. (8.10) 90(17) Refs. [18–30, 32]

QED Sec. 6.5 Eq. (6.30) 116 584 718.931(104) Refs. [33, 34]
Electroweak Sec. 7.4 Eq. (7.16) 153.6(1.0) Refs. [35, 36]
HVP (e+e�, LO + NLO + NNLO) Sec. 8 Eq. (8.5) 6845(40) Refs. [2–8]
HLbL (phenomenology + lattice + NLO) Sec. 8 Eq. (8.11) 92(18) Refs. [18–32]
Total SM Value Sec. 8 Eq. (8.12) 116 591 810(43) Refs. [2–8, 18–24, 31–36]
Di↵erence: �aµ := aexp

µ � aSM
µ Sec. 8 Eq. (8.14) 279(76)

Table 1: Summary of the contributions to aSM
µ . After the experimental number from E821, the first block gives the main results for the hadronic

contributions from Secs. 2 to 5 as well as the combined result for HLbL scattering from phenomenology and lattice QCD constructed in Sec. 8. The
second block summarizes the quantities entering our recommended SM value, in particular, the total HVP contribution, evaluated from e+e� data,
and the total HLbL number. The construction of the total HVP and HLbL contributions takes into account correlations among the terms at di↵erent
orders, and the final rounding includes subleading digits at intermediate stages. The HVP evaluation is mainly based on the experimental Refs. [37–
89]. In addition, the HLbL evaluation uses experimental input from Refs. [90–109]. The lattice QCD calculation of the HLbL contribution builds on
crucial methodological advances from Refs. [110–116]. Finally, the QED value uses the fine-structure constant obtained from atom-interferometry
measurements of the Cs atom [117].

0. Executive Summary

The current tension between the experimental and the theoretical values of the muon magnetic anomaly, aµ ⌘
(g � 2)µ/2, has generated significant interest in the particle physics community because it might arise from e↵ects
of as yet undiscovered particles contributing through virtual loops. The final result from the Brookhaven National
Laboratory (BNL) experiment E821, published in 2004, has a precision of 0.54 ppm. At that time, the Standard
Model (SM) theoretical value of aµ that employed the conventional e+e� dispersion relation to determine hadronic
vacuum polarization (HVP), had an uncertainty of 0.7 ppm, and aexp

µ di↵ered from aSM
µ by 2.7�. An independent

evaluation of HVP using hadronic ⌧ decays, also at 0.7 ppm precision, led to a 1.4� discrepancy. The situation was
interesting, but by no means convincing. Any enthusiasm for a new-physics interpretation was further tempered when
one considered the variety of hadronic models used to evaluate higher-order hadronic light-by-light (HLbL) diagrams,
the uncertainties of which were di�cult to assess. A comprehensive experimental e↵ort to produce dedicated, precise,
and extensive measurements of e+e� cross sections, coupled with the development of sophisticated data combination
methods, led to improved SM evaluations that determine a di↵erence between aexp

µ and aSM
µ of ⇡ 3–4�, albeit with

concerns over the reliability of the model-dependent HLbL estimates. On the theoretical side, there was a lot of activity
to develop new model-independent approaches, including dispersive methods for HLbL and lattice-QCD methods for
both HVP and HLbL. While not mature enough to inform the SM predictions until very recently, they held promise
for significant improvements to the reliability and precision of the SM estimates.

This more tantalizing discrepancy is not at the discovery threshold. Accordingly, two major initiatives are aimed
at resolving whether new physics is being revealed in the precision evaluation of the muon’s magnetic moment. The
first is to improve the experimental measurement of aexp

µ by a factor of 4. The Fermilab Muon g � 2 collaboration is
actively taking and analyzing data using proven, but modernized, techniques that largely adopt key features of magic-
momenta storage ring e↵orts at CERN and BNL. An alternative and novel approach is being designed for J-PARC. It
will feature an ultra-cold, low-momentum muon beam injected into a compact and highly uniform magnet. The goal
of the second e↵ort is to improve the theoretical SM evaluation to a level commensurate with the experimental goals.
To this end, a group was formed—the Muon g�2 Theory Initiative—to holistically evaluate all aspects of the SM and
to recommend a single value against which new experimental results should be compared. This White Paper (WP) is
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Experimental average (E989+E821) 116592061(41) Phys.Rev.Lett. 124, 141801

251(59)

website: https://muon-gm2-theory.illinois.edu 

https://doi.org/10.1103/PhysRevLett.126.141801
https://muon-gm2-theory.illinois.edu
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Muon g-2: SM contributions
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aµ = aµ(QED) + aµ(EW) + aµ(hadronic)
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n # of diagrams Contribution x 1011

1 1 116140973.32
2 7 413 217.63
3 71 30141.90
4 891 381.00
5 12672 5.08

aµ(QED) = 116 584 718.9 (1)⇥ 10�11
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[T. Aoyama et al, arXiv:1205.5370, PRL;   

T. Aoyama, T. Kinoshita, M. Nio, Atoms 7 (1) (2019) 28]
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Question: is there a uniform definition of ↵, ↵(MZ), GF or Gµ, sW,
etc in the report? How about specifying numerical input values for these
quantities? Here or somewhere else in the report, or unnecessary? (Here we
only need GF ,MW,Z and ↵)
Question: citation policy? We have not included citations here for “ancient”
one-loop calculations from 1972, but if desired or necessary for consistency
with other chapters we could include them.
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Muon g-2: SM contributions

39

Electroweak
(contributions from W,Z,H,.. bosons)

aµ(EW) = 153.6 (1.0)⇥ 10�11
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[A. Czarnecki et al, hep-ph/0212229, PRD; 

C. Gnendinger et al, arXiv:1306.5546, PRD]

aµ = aµ(QED) + aµ(EW) + aµ(hadronic)
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The hadronic contributions are written as:   

Muon g-2: SM contributions

40

leading hadronic

α2 α3

α2 α3 α4

∼ 10−7

a`(hadronic) = aHVP,LO
` + aHVP,NLO

` + aHVP,NNLO
` + . . .

+ aHLbL
` + aHLbL,NLO

` + . . .
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aµ = aµ(QED) + aµ(EW) + aµ(hadronic)
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Target: ~ 0.2% total error 

Challenges:   
✓needs ensembles with (light sea) quark masses at their physical values 
✓ finite volume corrections

• growth of statistical errors at long-distances 

• Continuum extrapolation 

• scale setting  

• disconnected contribution

• QED and strong isospin breaking corrections (mu ≠ md) 

Focus on windows in Euclidean times [T. Blum et al, arXiv:1801.07224, 2018 PRL]

• disentangle systematics/statistics from long distance/FV and discretization effects  
➠ valuable cross checks


• intermediate window easy to compute & compare with disperse methods 

Lattice HVP: Introduction

41
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Continuum extrapolation 

42

• Large taste-breaking effects with BMW set-up 
➠ uncorrected data not easily fit to power 
series, i.e. 

Hartmut	Wittig

Scaling	test

9

Comprehensive	scaling	test	of	intermediate	window	observable	at	SU(3)-symmetric	point	
( )mπ = mK = mη ≈ 420 MeV

Simultaneous	extrapola3on	of	results	from	
local-local	and	local-conserved	
current	combina3ons
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fit 1 : χ2/dof = 1.1

fit 2 : χ2/dof = 0.9
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2 [fm2]

Isovector , mπ ≈ 420 MeV

fit 1 : a2

fit 2 : a2 + a3

Six	laKce	spacings:		a < 0.1 fm

Hartmut Wittig (Mainz)  
@ Lattice 2021

Kalman Szabo (BMWc) @ Lattice 2021

Taste improvement II
aµ(a) ! aµ(a)� aSRHO

µ (a) + aRHO
µ

reduces lattice artefact, also makes a2 dependence linear
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SRHO improvement gives central value. Systematic errors by:

1 change starting point of improvement t = 0.4 ! 1.3 fm
2 skip coarse lattices
3 change � = 0 and � = 3
4 replace SRHO by NNLO SXPT above 1.3 fm

Previously already added a
�1 = 2.77 GeV ensemble for strange

quark:

I Third lattice spacing for strange data (a�1 = 2.77 GeV with
m⇡ = 234 MeV with sea light-quark mass corrected from global fit):
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In this figure, we have attempted a linear fit in a2. The p value of all shown
fits is good and does not resolve the a4 or a2 log(a2) coe�cients from zero. We
can, however, allow them to be included in the fit (for now just a4), which
significantly increases the uncertainty of the extrapolation
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A better way to study the quality of agreement of di�erent discretizations
is to look at correlated di�erences between the di�erent methods on the same
ensemble. In these di�erences virtually all statistical noise cancels

4

I For light quark use new 96I ensemble at physical pion mass. Data
still being generated on Summit in USA and Booster in Germany
(a�1 = 2.77 GeV with m⇡ = 139 MeV)

7 / 13

Christoph Lehner (RBC/UKQCD) 
@ Lattice 2021

Lattice spacing dependence
staggered naive scaling is a2, can be modified by logarithms
! a2/ log(a)� What is the value of �?

For O(N) model � < 0. For pure YM with Wilson action � > 0,
probably also for full QCD. [Husung et al ’19]

Major staggered artefact (taste violation) scales naively a2↵s(
1
a
),

ie. � = 1. We observe approximately a2↵3
s(

1
a
), ie. � ⇡ 3

Note, there can be � < 0 exponent in short-distance part of aµ, probably relevant only

for charm. [Ce et al ’21]

Use two types of power series:

1 A0 + A1
⇥
a2
⇤
+ A2

⇥
a2
⇤2

2 A0 + A1
⇥
a2↵3

s
(1

a
)
⇤
+ A2

⇥
a2↵3

s
(1

a
)
⇤2

Difference is (another type of) systematic error of cont. extrapolation.

• RBC: 
Currently adding add a third lattice spacing 

• Fermilab-HPQCD-MILC:  
planning to add a 5th lattice spacing (0.042 fm).   

• Mainz and ETMc perform combined 
chair and continuum extrapolaiton  

L 

a 

x 

https://indico.cern.ch/event/1006302/
https://indico.cern.ch/event/1006302/
https://indico.cern.ch/event/1006302/
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• Spectral reconstruction (RBC/UKQCD, Mainz): 


✦  obtain low-lying finite-volume spectrum ( ) in dedicated study using additional 
operators that couple to two-pion states


✦use to reconstruct 


✦ can be used to improve  
bounding method:  
  

 

En, An

G(t > tc)

G(t) → G(t) −
N

∑
n=0

A2
n e−Ent

Exclusive Channel Study of the Muon HVP Aaron S. Meyer

Figure 3: Left: Integrand of a
HV P

µ plotted as a function of t/a. The local vector current correlation
function by itself is plotted as black crosses, and the N-state reconstruction obtained from the
GEVP are shown in colors. As more states are added to the correlation function reconstruction,
the resulting curve shape matches the local vector current down to shorter distance. Right: Ratio
of the N-state reconstructions normalized by the local vector current correlation function. The
uncertainty on the local vector current correlation function is denoted by the gray band. As more
states are added, the ratio of reconstruction over local vector current approaches 1, and the 4-state
reconstruction gives a reconstruction consistent with the local vector current to within 1s after
about t/a = 10.

way to estimate the systematic effects of the reconstruction on the large-time correlation function.
The reconstruction of the low-energy spectrum and overlaps of the local vector current correla-
tion function is also used to improve the bounding method, garnering an additional factor gain in
the precision. With these techniques applied, the precision on the HVP contribution to the muon
anomalous magnetic moment is improved by about a factor of 6, from a

HV P

µ = 646(38)⇥10�10 to
a

HV P

µ = 625.0(5.4)⇥ 10�10 on one ensemble. We have also computed the contribution from the
lowest 4p states in the vector current correlator and found these contributions to be negligible.

The techniques used here were formerly applied in Ref. [6] to the HVP on two different lattice
volumes and found to be precise enough to explicitly resolve the finite volume contributions at
physical Mp . We are currently working on computing the HVP contribution on another ensemble
closer to the continuum limit. This ensemble, combined with the strategies demonstrated in these
proceedings, can be used to greatly improve the precision on the HVP contribution from 14⇥10�10

down to 5⇥ 10�10, with an additional improvement after the full set of systematic improvements
are included. With these improvements in estimates of the uncertainty, it is foreseeable that the
precision on the HVP from theory will be able to match the experiment by the time the Fermilab
g�2 experiment reaches its final precision.
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Long-distance tail 
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• Use noise reduction methods (AMA, LMA,…):

    Aubin et al, RBC/UKQCD, BMWc, Mainz, …

G(t) =
1

3

X

i,x

hji(x, t) ji(0, 0)i
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[RBC/UKQCD, 
2019]

Long distance contributions and the statistical error

5

Low Mode Average: RBC/UKQCD-18, Aubin, et al.-19, BMW-20
(C(t) averaged over all EM current source-sink pairs) 

Correlator reconstruction: Mainz, RBC/UKQCD

T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports xxx (xxxx) xxx

Fig. 41. The integrand of Eq. (3.22) for the evaluation of the light-quark contribution to aHVP, LO
µ in the time-momentum representation on Nf = 2+1

lattice ensembles with pion masses of M⇡ = 280MeV (left panel) and M⇡ = 200MeV (right panel). Also shown are the results from reconstructing
the correlator using nmax = 1, . . . , 4 states in Eq. (3.25) and the reconstruction of the long-time tail using a single-exponential extension. Left panel
from Ref. [382], right panel adapted from Ref. [383].

The basic form of the extension of the correlator is given by the spectral representation in a finite volume,

C(x0) =

1X

n=1

Ane�Enx0 , (3.25)

where En is the energy of an energy eigenstate |ni belonging to the representation T1 of the cubic group, and An is
the associated matrix element of the electromagnetic current. Ideally, the low-lying finite-volume spectrum is known
explicitly from a dedicated spectroscopic study, permitting the use of a truncated spectral sum for C(x0) beyond xcut0 [378].
Alternatively, the large-time behavior of the correlator can be modeled in various ways. The simplest model is a single-
exponential extension, i.e., taking only one term in the series of Eq. (3.25) and fixing E1 and A1 from a fit to data at
shorter time separations (using a smeared version of the vector correlator, where available, to extract E1 with better
precision) [369,377]. This model (which is essentially vector-meson dominance) is of course overly simplistic, and while
it tends to describe the data well at heavy pion masses, it becomes a poor description of the very-long-time tail at light
pion mass, where the two-pion channel opens (cf. Fig. 41). A more sophisticated approach in the absence of detailed
spectroscopic information is to model the finite-volume spectrum via the Lüscher formalism [379,380] applied to the
Gounaris–Sakurai parameterization [189] of the timelike pion form factor with parameters �⇢ , M⇢ fixed via a fit to the
lattice data [369,377]. The latter procedure also allows for correcting the leading finite-size effects by calculating the
vector correlator in infinite volume from the timelike pion form factor and calculating aHVP, LOµ from there [377,380,381].
Future studies, however, should perform a dedicated spectroscopic companion study.

A third possibility is to implement rigorous upper and lower bounds on the correlation function [10,11]. These can then
be used to replace the correlation function, at large x0 where noise takes over, by a statistically more precise representation
in terms of these bounds (see below).

We note that the coordinate space representation described in this section is related to the method of time moments
(cf. Section 3.1.3) in that the Taylor expansion of f̃ (x0) in the integrand of Eq. (3.22) yields the sum over time moments
that gives aHVP, LOµ in that method. For a discussion of other related methods see Ref. [384].

3.1.5. Windows in euclidean time
In the aµ integral in Eq. (3.22), it is useful to consider different time regions in order to separate the short- and

long-distance systematic lattice effects (discretization, finite volume, etc.). To this end, the RBC/UKQCD collaboration has
proposed the window method [11], which breaks the time integral into three parts:

aHVP, LOµ = aSDµ + aWµ + aLDµ ,

aSDµ =

⇣ ↵

⇡

⌘2
Z

1

0
dx0 C(x0)ef (x0)[1 � ⇥(x0, t0, �)] ,

aWµ =

⇣ ↵

⇡

⌘2
Z

1

0
dx0 C(x0)ef (x0)[⇥(x0, t0, �) � ⇥(x0, t1, �)] ,

aLDµ =

⇣ ↵

⇡

⌘2
Z

1

0
dx0 C(x0)ef (x0)⇥(x0, t1, �) , (3.26)
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Aubin, et al.-19

mp =133 MeV

Mainz-19

mp =200 MeV

Shaun Lahert  
(Fermilab-HPQCD-MILC)  
@ Lattice 2021

• First calculation with staggered 
multi-pion operators 

Correlator Reconstruction
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BLINDED 
PRELIMINARY

❖ Raw:
❖ Bounding Method     tc = 2.65 fm:
❖ Reconstruction, n=6, t* = 1.82 fm, two-pion states beneath rho :
❖ Reconstruction, n=7, t* = 1.67 fm, Including the rho:

Vector current is time-
averaged to suppress 
oscillating 
contributions.
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https://indico.cern.ch/event/1006302/


A. El-Khadra Durham, 14-16 Dec 2021

μ-e  elastic scattering to measure  

 


LOI June 2019 [P. Banerjeei et al, arXiv:2004.13663, Eur.Phys.J.C 80 (2020)] 

aHVP
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Muon-electron scattering

Abbiendi, Carloni Calame, Marconi, Matteuzzi, Montagna,  

Nicrosini, MP, Piccinini, Tenchini, Trentadue, Venanzoni 

EPJC 2017 - arXiv:1609.08987 
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Hadronst

M. Passera    KEK   Feb 12 2018 19

μe

• use CERN M2 muon beam (150 GeV)

• Physics beyond colliders program @ CERN

• LOI June 2019

• pilot run in 2021

• full apparatus in 2023-2024

Hadronic vacuum polarization
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7! Time-like: combination of many experimental data sets,

control of RCs better than O(1%) on hadronic channels required.
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