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Why proton PDFs matter
Ø Precise knowledge of Parton Distribution Functions (PDFs) is essential

Ø PDFs have large uncertainties in the LHC kinematics regions
Ø Significant source of uncertainty for Higgs and top production 
Ø Limits precision on fundamental parameters (mW, 𝛼!, etc.)
Ø Limits searches for new massive particles 

small relative uncertainty in the charge-to-momentum
ratios for the combined tracks, and be located in detector
regions with high-quality chamber alignment. Candidates
must have jηj < 2.5, pT > 55 GeV, jd0j=σd0 < 3, and
jz0j sin θ < 0.5 mm, where z0 is the longitudinal impact
parameter relative to the primary vertex. The reconstruction
and identification efficiency is 69% for pT ¼ 1 TeV and
decreases to 57% for pT ¼ 2.5 TeV. Muon candidates from
hadron decays are suppressed by imposing a track-based
isolation [48] that achieves an efficiency higher than 99%
for the full pT range of interest. The muon pT resolution at
pT > 1 TeV can be described as σðpTÞ=pT ¼ cμ pT, with
cμ varying between 0.08 and 0.20 TeV−1 depending on the
detector region [48]. This resolution dominates the mT
resolution in the muon channel.
Jets are reconstructed from topological clusters of energy

deposits in calorimeter cells [49] with the anti-kt clustering
algorithm [50] implemented in FASTJET [51]. A radius
parameter R equal to 0.4 is used, and the clusters are
calibrated at the EM scale [52]. Jets are required to have
pT > 20 (30) GeV for jηj smaller (greater) than 2.4. To
remove jets originating from pileup, jet-vertex tagging is
applied [53].
The event’s missing transverse momentum is computed

as the vectorial sum of the transverse momenta of leptons,
photons, and jets. The overlap between these is resolved
according to Ref. [54]. Electrons and muons must pass the
selection requirements described above. In addition to the
above particles and jets, the Emiss

T calculation includes a soft
term [54] accounting for the contribution from tracks
associated with the primary vertex but not associated with
leptons, converted photons, or jets already included in the
Emiss
T calculation.
Events are required to have a primary vertex. They are

rejected if any of the jets fail to pass a cleaning procedure
designed to suppress noncollision background and calo-
rimeter noise [55].
In the electron channel, events must have exactly one

electron passing the selection described above. Events are
vetoed if they contain any additional electron candidate
satisfying the medium selection criteria and having
pT > 20 GeV. Events are also vetoed if they contain
any muon candidate satisfying the medium selection
criteria and having pT > 20 GeV. The missing transverse
momentum must satisfy Emiss

T > 65 GeV, and the trans-
verse mass must satisfy mT > 130 GeV. In the muon
channel, events must have exactly one selected muon as
detailed above, and the same veto on additional electron
and muon candidates is applied, except that electron
candidates close to the muon (ΔR < 0.1) are assumed to
arise from photon radiation from the muon and are thus not
considered as additional electron candidates. Events are
required to satisfy Emiss

T > 55 GeV and mT > 110 GeV in
the muon channel. The event selection described above
defines the signal regions in the electron and muon
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FIG. 1. Distributions of the transverse mass for data and
predicted background events in the electron (top) and muon
(bottom) channels. Expected signal distributions for several SSM
W0 boson masses are shown stacked on top of the total expected
background. The middle panels show ratios of the number of
events observed in the data to the expected total background
count, while the lower panels show the same ratio when taking
into account the pulls on the nuisance parameters observed in the
statistical analysis (Sec. VII). The hatched bands represent the
total uncertainty in the background estimate (Sec. VI). Arrows in
the middle and lower panels for the electron channel indicate data
points that lie outside the vertical axis range.
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Data useful for PDF fits
Ø DY W,Z: quark flavour separation 

Ø Cross sections and asymmetries: 𝑢" , 𝑑" , 𝑑̅ and 𝑠̅
Ø W,Z + jets: gluon, resolves ambiguities in high-x shapes i.e. 𝑠̅ suppression at 

high-x

Ø DY 𝜸∗: (𝑢, photon PDF

Ø DY W,Z + heavy flavour: discrimination between 4FS and 5FS, 𝑠̅ (W + c), intrinsic 
charm (Z + c in the forward region)
Ø NNLO predictions and discussion on how to include fragmentation in a 

theoretically consistent manner

Ø 𝒕𝒕̅: gluon at medium- and high-x

Ø Inclusive, di- and tri-jets: gluon on a wide range of x

Ø Single top: down-type quarks at low-x

Ø Direct photon: gluon at medium- and high-x

Ø Photon + heavy flavour: discrimination between 4FS and 5FS
Ø 𝛾 + c does not offer very discrimination for intrinsic charm
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Kinematic coverage
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NNPDF's website

https://nnpdf.mi.infn.it/research/data/


Outline of the talk
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Ø This talk will focus on the following QCD related measurements from LHC :
Ø Measurement of W + charmed hadron - 2302.00336 (accepted by PRD)
Ø Z + c in the forward region - PRL 128 (2022) 082001
Ø Inclusive jet production at 𝑠 = 13 TeV - JHEP 02 (2022) 142 
Ø Dijets production at 𝑠 = 13 TeV - CMS-PAS-SMP-21-008
Ø Inclusive-photon production and its dependence on photon isolation at   

𝑠 = 13 TeV using 139 fb-1 of ATLAS data - JHEP 07 (2023) 086

Ø PDF sensitivities studies from future colliders:
Ø HL-LHC
Ø LHeC
Ø EIC

Ø Disclaimer: only unpolarised proton PDFs covered in this talk 

https://arxiv.org/abs/2302.00336
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.128.082001
https://arxiv.org/abs/2111.10431
https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/SMP-21-008/index.html
https://link.springer.com/article/10.1007/JHEP07(2023)086


Measurement of W + charmed hadron
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Ø W boson decaying leptonically (𝑒𝜐/𝜇𝜈)

Ø Lepton 𝑝$ > 30 GeV and |𝜂%| < 2.5

Ø 𝑝$(𝐷) > 8 GeV and |𝜂(𝐷)| < 2.2

Ø 𝐸$&'(( > 30 GeV

Ø 𝑚$ 𝑊 > 60 GeV

Ø Strategy: identify c-jet via charmed 
hadron reconstruction
Ø 𝐷± → 𝐾∓𝜋±𝜋±

Ø 𝐷∗± → 𝐷+𝜋± → (𝐾∓𝜋±)𝜋±

Ø 𝐷∗ mesons decay prompt

Ø Combine with prompt tracks (𝜋±)

Ø Check candidates against selection 
criteria

W + charm

W boson decaying 
leptonically (e!/"!) 

ETmiss > 30 GeV 

mT(W) > 60 GeV 

Reconstructed D+ or D*+ 
meson (cd) from ID tracks 

   #+→ $−%+%+  

    #∗+ → #0%+ → ($−%+)%+ 
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W+charm: Reconstructing D+(*) mesons

D+ meson D*+ mesons decay promptly: 
    1. Reconstruct D0 meson from !−"+ 

    2. Combine with prompt tracks  
("+ candidates)   

    3. Check candidates against 
selection criteria

<latexit sha1_base64="ArFi5Ncrez4900co3MsTv3jzTk8=">AAAEPXicbVNLb9NAEHYTHsW8WjhyWVGDkpZYdlq1PaCqKpEKqkCF0hSpm0TrzSZZumtb63UhcvzHuPAfuHHjwgGEuHJl1kmrtOlKlj/NfPPNY2eDWPBEe973uVL52vUbN+dv2bfv3L13f2HxQTOJUkXZIY1EpD4EJGGCh+xQcy3Yh1gxIgPBjoKTF8Z/dMpUwqPwvR7GrCVJP+Q9TokGU2exdGDjLuthohQZJloxTQeZ79ZzGwesz8NMkyAVROWZGtERze2nyGm0s5XcQWO0bCDGNh6YEs5+zptOhmUQfc60IvQkyYG0jQ6aELQKX30qAox0QFSfGUEcS+QbaW+KYdJ4IABdMmrKBn+tZugjWdnDMa+iGpKVglUdoedozXPQa9ackngVnhLFSaiRJEliQn13A5hF1EpeBVh36w7aZc3CueadOaE/UB9rg83fnNF2Gp0EYcX7Aw1TjD4hqAjHA+4gxT6eF+xAqe2VvXatirbQSMJ4gJK3s/3GrkmwiUZj3aK1i70v57NSRQ5ovOh8PIMt5K97V4og+4BJLliso5BT5OzUnC6jZHhBFctUaA4blcowq+cZzTMHN5jQBL0zg6gsV/NnmAlhMnnuqpNPXzsLu+erYncWljzXKw6aBf4ELFmTs99Z+Ia7EU0lCzUVcEHHvhfrVkYUFCQY7GKasBj2iPTZMcCQSJa0smL7c/QELF3UixR8cMGFdToiIzJJhjIApiR6kFz2GeNVvuNU9zZbGQ/jVLOQjhP1UoF0hMxTQl2uYHpiCIBQxaHWYpMJ1fDgzBD8yy3Pgmbd9dfdtbf1pe2dyTjmrUfWY6ti+daGtW29tPatQ4uWvpR+lH6Vfpe/ln+W/5T/jqmluUnMQ+vCKf/7Dz2GRMI=</latexit>

D+ D⇤+

Ntracks @ SV 3 2

SV charge ±1 0

D0 selection – |m(K⇡)�m(D0)| < 40 MeV

Invariant mass 1.7 < m(D+) < 2.2 GeV 140 < m(D⇤+ �D0) < 180 MeV

Ds ! ⇡� rejection m(K+K�) > |mPDG
� � 8| MeV –

D⇤ rejection m(K⇡⇡)�m(K⇡) > 160 MeV –

Semileptonic B�decay rejection �R(D(⇤), `) > 0.3

arXiv:2302.00336

(SV)

PRD 108 (2023) 032012

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.108.032012
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Ø Background normalisation and systematic 
constraints via likelihood fit of 5 𝑝$(𝐷(∗)) or 
|𝜂%| bins

Ø Systematics in the “+” and ”-” channels 
mostly cancel out in 𝑹𝑪

±

Ø MC and data statistics dominate (from 
0.7% to 1.3%)

Ø Smaller systematics in |𝜂%| than 𝑝$(𝐷(∗)) 
Ø SV reconstruction independent of |𝜂!| 

Ø Similar trend observed for various PDF sets 
and different predictions (different MC 
generators, but same ‘merged’accuracy)
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Figure 9: Measured di�erential fiducial cross-section times the single-lepton-flavor , branching ratio compared with
di�erent NNLO PDF predictions in the ⇡

+ channel: (a) ,�+⇡+
?T (⇡+), (b) ,++⇡�

?T (⇡+), (c) ,�+⇡+ |[(✓) |,
and (d) ,++⇡� |[(✓) |. The displayed cross sections in ?T (⇡+) plots are integrated over each di�erential bin. Error
bars on the MC predictions are the quadrature sum of the QCD scale uncertainty, PDF uncertainties, hadronization
uncertainties, and matching uncertainty. The PDF predictions are based on NLO calculations performed using
�MC@NLO and a full CKM matrix: ABMP16_5 [25], ATLASpdf21_T3 [9], CT18A, CT18 [26], MSHT20 [27],
PDF4LHC21_40 [28], NNPDF31 [29], NNPDF31_str [12], NNPDF40 [30]. ABMP16_5, ATLASpdf21_T3, CT18A,
and CT18 impose symmetric strange-sea PDFs.
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Ø PDFs which assume (𝑠 − 𝑠̅) asymmetry 
in worse agreement with our data

Ø This suggests (𝒔 − (𝒔) asymmetry is 
small in the region probed by this 
analysis

Ø Ratio of 𝜎 in 2 decay channels in 
agreement within uncertainties

Ø Similar results found in a recent CMS 
paper - 2308.02285

Ø What next? Include these data in a 
PDF fit

Ø New IRC safe definition of jet flavour 
at NNLO/all orders available on the 
market J

Ø Current lack of NNLO predictions L

Introduction pQCD tests SM parameters PDF constraints Summary

[PDF constraints][ATLAS] Measurement of W + charmed hadron

• Bkg normalization and systematics constraints
via likelihood fit of 5 pT (D

±(⇤)
) or |⌘(`)| bins,

and control regions

• Systematics in “+” and “-” channels mostly
cancel out in R

±
C . MC and Data statistics

dominate with 1.1-1.3% and 0.7-1.0%, resp.

• Di↵erential unfolded � measurements:
smaller systematics in |⌘(`)| than pT (D

±(⇤)
)

(SV reconstruction independent of ⌘(`))

• Ratio of � in 2 decay channels in agreement
with world average: 1.021± 0.034

• R
±
c with higher precision using CT18 and

AMBP16 (assumes s = s̄):
suggests s-s̄ asymmetry is small

• Global PDF fit ATLASpdf21 agrees well

P. Calfayan (Indiana University) La Thuile 2023 15

Introduction pQCD tests SM parameters PDF constraints Summary

[PDF constraints][ATLAS] Measurement of W + charmed hadron

• Bkg normalization and systematics constraints
via likelihood fit of 5 pT (D

±(⇤)
) or |⌘(`)| bins,

and control regions

• Systematics in “+” and “-” channels mostly
cancel out in R

±
C . MC and Data statistics

dominate with 1.1-1.3% and 0.7-1.0%, resp.

• Di↵erential unfolded � measurements:
smaller systematics in |⌘(`)| than pT (D

±(⇤)
)

(SV reconstruction independent of ⌘(`))

• Ratio of � in 2 decay channels in agreement
with world average: 1.021± 0.034

• R
±
c with higher precision using CT18 and

AMBP16 (assumes s = s̄):
suggests s-s̄ asymmetry is small

• Global PDF fit ATLASpdf21 agrees well

P. Calfayan (Indiana University) La Thuile 2023 15

https://arxiv.org/abs/2308.02285
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Ø First study of Z boson produced with a c-quark in the forward region, using full 
Run 2 data – optimized charm jet identification JINST 17 (2022) P02028

Ø Measure 𝝈(𝒁𝒄)/𝝈(𝒁𝒋)
Ø At NLO a percent-level valence-like IC contribution would produce 

significant enhancement in the                                                                         
ratio at high y(Z) region 

Ø IC-allowed model at high y(Z)
is largely unconstrained

Ø Many jet-related systematics                                                                                               
cancel in the ratio 

PRL 128 (2022) 082001

This Letter presents the first measurement of Rc
j in the

forward region of pp collisions. The data sample used
corresponds to an integrated luminosity of 6 fb−1 collected
at a center-of-mass energy of

ffiffiffi
s

p
¼ 13 TeV with the LHCb

detector. The Z bosons are reconstructed using the
Z → μþμ− decay, where henceforth all Z=γ# → μþμ−

production in the mass range 60 < mðμþμ−Þ < 120 GeV
is labeled Z → μþμ−. The analysis is performed using
jets clustered with the anti-kT algorithm [44] using a
distance parameter R ¼ 0.5. The fiducial region is
defined in terms of the transverse momentum pT , pseudor-
apidity η, and azimuthal angle ϕ of the muon and jet
momenta, and includes a requirement on ΔRðμ; jÞ≡ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δηðμ; jÞ2 þ Δϕðμ; jÞ2

p
to ensure that the muons and jets

are well separated, which suppresses backgrounds from
QCD multijet events and electroweak processes like
W þ jet production. Charm jets are the subset for which
there is a promptly produced and weakly decaying c hadron
within the jet. The fiducial region is defined in Table I. If
multiple jets satisfy these criteria, the one with the highest
pT is selected. No requirement is placed on the maximum
number of jets in the event.
The quantity Rc

j is measured in intervals of yðZÞ as
Rc

j ¼ Nðc-tagÞ=½εðc-tagÞNðjÞ', where Nðc-tagÞ is the
observed Zc yield, εðc-tagÞ is the c-tagging efficiency,
and NðjÞ is the total Zj yield. The integrated luminosity
does not enter this expression because Rc

j involves a ratio
of production cross sections. In addition, the muon and jet

reconstruction efficiencies largely cancel in the ratio due to
the similarity of the Z boson and jet kinematics in Zc and
Zj production. The c-tagging algorithm, which is described
in detail in Ref. [45], looks for a displaced-vertex (DV)
signature inside the jet cone that is indicative of the weak
decay of a c hadron.
The LHCb detector is a single-arm forward spectrometer

covering the pseudorapidity range 2 < η < 5, described in
detail in Refs. [46,47]. Simulated data samples are used to
evaluate the detector response for jet reconstruction,
including the c-tagging efficiency, and to validate the
analysis. In the simulation, pp collisions are generated
using PYTHIA [48] with a specific LHCb configuration [49].
Decays of unstable particles are described by EVTGEN [50],
in which final-state QED radiation is generated using
PHOTOS [51]. The interaction of the generated particles
with the detector, and its response, are implemented using
the GEANT4 toolkit [52] as described in Ref. [53].
The online event selection is performed by a trigger

[54,55] consisting of a hardware stage using information
from the calorimeter and muon systems, followed by a
software stage that performs a full event reconstruction. At
the hardware stage, events are required to have a muon with
pTðμÞ > 6 GeV. In the software stage, the muon track is
required to be of good quality and to have pTðμÞ > 10 GeV.
The off-line selection builds Z → μþμ− candidates from two
oppositely charged muon tracks that must be in the fiducial
region defined in Table I and consistent with originating
directly from the same pp collision.
Jet reconstruction is performed off-line by clustering

charged and neutral particle-flow candidates [56] using the
anti-kT clustering algorithm as implemented in FASTJET

[57]. Reconstructed jets with 15 < pTðjÞ < 100 GeV and
2.2 < ηðjÞ < 4.2 are kept for further analysis. Jets with
15 < pTðjÞ < 20 GeV, which are outside of the fiducial
region, are retained for use when unfolding the detector
response. The ηðjÞ requirement, which is included in the
fiducial region and was first used in Refs. [58–60], ensures
a nearly uniform c-tagging efficiency of about 24%, with
minimal pTðjÞ or ηðjÞ dependence. The fiducial require-
ment ΔRðμ; jÞ > 0.5 is applied to reconstructed jets.
Finally, the highest-pT jet satisfying these criteria from
the same pp collision as the Z boson is selected. After
applying all requirements, 68 694 Zj candidates remain in
the dataset.
The effects of the detector response on the measured jet

momenta are accounted for using an unfolding procedure.
This involves first determining the reconstructed Zc and Zj
yields in intervals of ½yðZÞ; pTðjÞ'. The non-Z background
is neglected for both Zc and Zj candidates because it is less
than 1% and largely cancels in theRc

j ratio. The c-jet yields
are determined using the DV-based tagging approach
described in detail in the following paragraphs. Interval
migration is accounted for by unfolding the pTðjÞ distri-
butions of the Zc and Zj yields in each yðZÞ interval

0 1 2 3 40
0.02
0.04
0.06
0.08
0.1
0.12
0.14

FIG. 2. NLO SM predictions [29] for Rc
j without IC [42],

allowing for potential IC [39], and with the valencelike IC
predicted by BHPS with a mean momentum fraction of 1%
[38]. The fiducial region from Ref. [41] is used for yðZÞ < 2;
otherwise the fiducial region of this analysis is employed. The
broadening of the error band that arises in the forward region,
when allowing for IC, is due to the lack of sensitivity to
valencelike IC from previous experiments. More details on these
calculations are provided in Supplemental Material [43]. The
error bands shown for the first two predictions display the 68%
confidence-level regions. Only the central value is shown for
BHPS due to the charm PDF being fixed.
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independently using an iterative Bayesian procedure
[61,62]. The Zc yields are then corrected for c-tagging
inefficiency. Finally, the unfolded ½yðZÞ; pTðjÞ$ distribu-
tions are integrated for pTðjÞ > 20 GeV to obtain the Zc
and Zj yields used to determine theRc

j ratios. The analysis
employs three yðZÞ intervals with ranges 2.00–2.75,
2.75–3.50, and 3.50–4.50, and four pTðjÞ intervals ranging
15–20, 20–30, 30–50, and 50–100 GeV, where after
unfolding the yields in the three highest pTðjÞ intervals
are summed to obtain Rc

j .
The signature of a c jet is the presence of a long-lived c

hadron that carries a sizable fraction of the jet energy. The
tagging of c jets is performed using DVs formed from the
decays of such c hadrons. The choice of using DVs and not
single-track or other non-DV-based jet properties, e.g., the
number of particles in the jet, is driven by the need for a
small misidentification probability of light-parton jets.
Furthermore, the properties of DVs from c-hadron decays
are known to be well modeled by simulation, which means
that only small corrections using control samples are
required. Since DVs can also be formed from the decays
of b hadrons or due to artifacts of the reconstruction, the
DV-tagged charm yields are obtained by fitting the dis-
tributions of DV features with good discrimination power
between c, b, and light-parton jets.
The tracks used as inputs to the DV-tagger algorithm are

required to have pT > 0.5 GeV and to be inconsistent with
originating directly from a pp interaction point. A DV is
associated to a jet when ΔR < 0.5 between the jet axis and
the DV direction of flight, defined by the vector from
the pp interaction point to the DV position. Requirements
that reject strange-hadron decays and particles formed in

interactions with material [63] are placed on the mass,
mðDVÞ, and momentum, pðDVÞ, of the particles that form
the DV, along with the DV position. In addition, only DVs
with at most four tracks are used, since higher-multipli-
city DVs are almost exclusively due to b-hadron decays.
More details about the c-tagging algorithm are provided
in Ref. [45].
Two DV properties are used to separate charm jets

from beauty and light-parton jets: the number of tracks
in the DV, NtrkðDVÞ, and the corrected mass, mcorðDVÞ≡ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mðDVÞ2 þ ½pðDVÞ sin θ$2

p
þ pðDVÞ sin θ, where θ is the

angle between the momentum and the flight direction of the
DV. The corrected mass, which is the minimum mass the
long-lived hadron can have that is consistent with the flight
direction, peaks near the typical c-hadron mass for c jets,
and consequently provides excellent discrimination against
other jet types. The DV track multiplicity provides addi-
tional discrimination against b jets, since b-hadron decays
often produce many displaced tracks. These two distribu-
tions are fitted simultaneously to obtain the DV-tagged c-jet
yields. The probability density functions, referred to as
templates, for c, b, and light-parton jets are obtained from
calibration data samples that are each highly enriched in a
given jet flavor [45]. Figure 3 shows the mcorðDVÞ and
NtrkðDVÞ distributions for all DV-tagged candidates in the
Zj data sample reconstructed in the fiducial region, along
with the fit projections; such fits are performed in each
½yðZÞ; pTðjÞ$ interval to obtain the reconstructed Zc yields.
The effects of pTðjÞ interval migration are corrected for

using the unfolding procedure. The detector response is
studied using the pT -balance distribution pTðjÞ=pTðZÞ for
Zj candidates that are nearly back-to-back in the transverse
plane, using the same technique as in Refs. [56,64]. Small
adjustments are applied to the pTðjÞ scale and resolution in
simulation to obtain the best agreement with data. In
addition, for the Zc and Zj samples the pTðjÞ and
pTðDVÞ distributions in simulation are adjusted to match
those observed in data. The unfolding matrix for jets that
contain a reconstructed DV is shown in Fig. 4, while the
corresponding matrix for inclusive Zj production is pro-
vided in Supplemental Material [43].

TABLE I. Definition of the fiducial region.

Z bosons pTðμÞ > 20 GeV, 2.0 < ηðμÞ < 4.5,
60 < mðμþμ−Þ < 120 GeV

Jets 20 < pTðjÞ < 100 GeV, 2.2 < ηðjÞ < 4.2
Charm jets pTðc hadronÞ > 5 GeV, ΔRðj; c hadronÞ < 0.5
Events ΔRðμ; jÞ > 0.5
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FIG. 3. Distributions of (left) mcorðDVÞ and (right) NtrkðDVÞ for all DV-tagged candidates in the Zj data sample reconstructed in the
fiducial region with the projections of the fit results superimposed.
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Fiducial phase-space

https://cds.cern.ch/record/2798400/files/document.pdf
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.128.082001
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The dominant systematic uncertainty is due to limited
knowledge of the c-tagging efficiency, which is measured
in pTðjÞ intervals using data in Ref. [45] and briefly
summarized here. Scale factors that correct for discrepan-
cies between data and simulation are determined using a
tag-and-probe approach on a dijet calibration sample. A
stringent requirement is applied to the tag jet which
enriches the probe-jet sample in charm content. The DV-
tagged c-jet yield in the probe sample is obtained in the
same way the Zc yield is determined in this analysis,
namely by fitting the mcorðDVÞ and NtrkðDVÞ distributions
for DV-tagged probe jets. The total number of c jets in
the probe sample is obtained by fully reconstructing the
D0 → K−πþ and Dþ → K−πþπþ decays, obtaining the
prompt-charm yields by fitting the D -meson mass and
impact-parameter distributions, then correcting these yields
for the detector response, decay branching fractions [65],
and c-hadron fragmentation fractions [66]. The c-tagging
efficiency is the ratio of the DV-tagged and total c-jet
probe-sample yields. The scale factors that correct the
c-tagging efficiency in simulation are determined to be
1.03$ 0.06, 1.01$ 0.08, and 1.09$ 0.17 in the 20–30,
30–50, and 50–100 GeV pTðjÞ intervals, respectively, with
corresponding c-tagging efficiencies of ð23.9$ 1.4Þ%,
ð24.4$ 1.9Þ%, and ð23.6$ 4.1Þ%. These uncertainties,
which include all statistical and systematic contributions,
are propagated to theRc

j results producing 6%–7% relative
uncertainties in each yðZÞ interval.
Other sources of smaller systematic uncertainty are also

considered. First, variations of the mcorðDVÞ and NtrkðDVÞ

templates are studied, which arise from using different
strategies to model the backgrounds in the highly enriched
calibration data samples. However, the shifts observed in
the Zc yields largely cancel with the corresponding shifts
seen in εðc-tagÞ. The residual differences of 3%–4% in
each yðZÞ interval are assigned as systematic uncertainties.
The ratio of the jet-reconstruction efficiency for c and
inclusive jets is consistent with unity in all kinematic
intervals in simulation, with a 1% systematic uncertainty
assigned due to the limited sample sizes. Finally, the
statistical precision of the back-to-back Zj sample used
to determine the pTðjÞ scale and resolution is propagated
through the unfolding procedure resulting in a 1% relative
systematic uncertainty on Rc

j . The systematic uncertainties
are summarized in Table II.
Figure 5 shows the measuredRc

j distribution in intervals
of yðZÞ; the numerical results are provided in Table III, and
additional results are reported in Supplemental Material
[43]. The measured Rc

j values are compared to NLO
SM calculations [29] based on Refs. [67–73], which are
validated against additional predictions [70,71,74,75] and
updated here to use more recent PDFs [38,39,42,76,77].
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FIG. 4. The detector-response matrix for c-tagged jets. The
shading represents the interval-to-interval migration probabilities
ranging from (white) 0 to (black) 1. Numerical labels are only
shown for values greater than 1%. Jets with true (reconstructed)
pTðjÞ in the 20–100 GeV region but for which the reconstructed
(true) pTðjÞ is either below 15 GeV or above 100 GeV are
included in the unfolding but not shown graphically.

TABLE II. Relative systematic uncertainties on Rc
j , where

ranges indicate that the value depends on the yðZÞ intervals.

Source Relative uncertainty

c tagging 6%–7%
DV-fit templates 3%–4%
Jet reconstruction 1%
Jet pT scale and resolution 1%

Total 8%

2 2.5 3 3.5 4 4.50

0.02

0.04

0.06

0.08

0.1

FIG. 5. Measured Rc
j distribution (gray bands) for three

intervals of forward Z rapidity, compared to NLO SM predictions
[29] without IC [42], with the charm PDF shape allowed to vary
(hence, permitting IC) [39,76], and with IC as predicted by BHPS
with a mean momentum fraction of 1% [38]. The predictions are
offset in each interval to improve visibility.
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Ø Clear enhancement in the 
highest y bin

Ø More consistent with 
expected effect from 
|𝑢𝑢𝑑𝑐 ̅𝑐 > component 
predicted by LFQCD

Ø Incorporating forward results 
into a global analysis should 
strongly constrain the large-x 
charm PDF

Ø Current results are statistically 
limited à Run 3 dataset will 
allow for finer binning

Ø Need more NNLO, better 
showering calculations and 
further progress in quantifying 
PDF uncertainties

NNPDF analysis finds LHCb Z + c and EMC 
𝐹12 ̅2 data both favour IC at about 3𝜎

CTEQ analysis expects no significant 
evidence for NNPDF4.0 IC

https://arxiv.org/abs/2208.08372
https://arxiv.org/abs/2211.01387
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Ø Double-differential cross section 
measured as a function of jet pT and
rapidity for anti-kT jets with R = 0.4, 0.7 

Ø Good experimental precision

Ø < 5% uncertainty in main measurement 
region

Ø Dominant uncertainty contribution from 
Jet Energy Scale (JES)
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Ø Comparison to FO pQCD
theory at NNLO and 
NLO+NLL

Ø Corrections for NP and EW 
contributions added as well

Ø Improved description of 
data at NNLO and reduced 
scale uncertainty

5D. Savoiu
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▪ improved description of data at NNLO & reduced scale uncertainty
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▪ improved description of data at NNLO & reduced scale uncertainty
▪ some disagreement between global PDF sets, especially in high-pT region
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Ø NNPDF3.1 and MMHT14 provide a better 
data description wrt ABMP16 and 
HERAPDF2.0

Ø Some disagreement between global PDF 
sets, especially in the high-pT region
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Ø Determination of PDFs and 𝜶𝑺 at NNLO

Ø With 𝒕𝒕̅ data: limits on Wilson 
coefficients for four-quark contact 
interactions
Ø Multiple coupling structures probed
Ø No significant deviations found
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▪ determination of PDFs & strong coupling constant up to NNLO

▪ with tt̅ data: limits on Wilson coefficients for four-quark contact 
interactions

▫ multiple coupling structures probed, no significant deviations

αs(mZ)NNLO = 0.1166  (14)fit (7)model (4)scale (1)param.

⤷ χ2 / ndof = 1302 / 1118

addition of CMS jet data
results in reduced gluon 

PDF uncertainty at high x
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Ø Double- and triple-differential cross 
section measured as a function of dijet
invariant mass m1,2 and rapidity of anti-kT
jets with R = 0.4, 0.8

Ø Disentangle regions of different Bjorken 𝑥
carried by partons à PDF fits

7D. Savoiu

[2] CMS Collaboration, “Multi-differential measurement of the dijet cross section in proton-proton collisions at s = 13 TeV”,
CMS-PAS-SMP-21-008

Dijet production at s = 13 TeV
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CMS-PAS-SMP-21-008

https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/SMP-21-008/index.html
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Ø Comparison to FO theory predictions at NNLO + EW + NP

Ø Data generally well described by the theory 

Ø Here R = 0.8 (similar agreement found for R = 0.4)

Ø MSHT20 (ABMP16) provides the best (worst) description of the data

8D. Savoiu

Dijet production at s = 13 TeV [2]  CMS-PAS-SMP-21-008
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Ø Determination of PDFs and 𝜶𝑺 at NNLO

Ø Larger 𝛼! value wrt the one obtained when fitting the inclusive jet distributions

Ø Impact on the gluon PDF (and its uncertainty) mostly for Bjorken x > 0.1  

Ø Pulls in different directions

9D. Savoiu

Dijet production at s = 13 TeV [2]  CMS-PAS-SMP-21-008

▪ determination of PDFs & strong coupling constant @ NNLO (preliminary results)

αs(mZ)2D = 0.1201  (12)!t (8)model (8)scale (5)param.

⤷ χ2 / ndof = 1283 / 1094

αs(mZ)3D = 0.1201  (10)fit (8)model (5)scale (6)param.

⤷ χ2 / ndof = 1557 / 1167
2D & 3D fit results
largely compatible

11th annual conference on Large Hadron Collider Physics  |  22–26 May 2023
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Ø The production of high-pT prompt photons (not coming from hadron decays) 
proceeds via 2 mechanisms:

Ø Measurements of inclusive isolated-photon cross sections

Ø Provide a testing ground for pQCD with a hard colourless probe

Ø Are sensitive to the gluon PDF (via 𝑞𝑔 → 𝑞𝛾) à input for global QCD fits

Ø Previous studies performed using 36 fb-1 from 2015+2016 data taking

Ø Including the full Run-2 data provides higher 𝐸$
5 values with smaller 

statistical uncertainties

Ø The new measurements benefit from reduced systematics thanks to the 
work of the ATLAS Combined Performance groups

Daniel Camarero (Brandeis)                                                                                                Inclusive-photon production analysis

Motivation
• The production of high-   prompt-photons proceeds via two mechanisms: 

(Prompt photons: photons not coming from hadron decays)


• Measurements of inclusive isolated-photon cross sections  
‣ Provide a testing ground for pQCD with a hard colourless probe


‣ Are sensitive to the gluon density in the proton (via )  input for global QCD fits 

• Previous studies performed using  from the  datasets 

‣ Including the full Run-2 data provides higher  values with smaller statistical uncertainties


‣ The new measurements benefit from reduced systematics thanks to the work of the EGamma group

pT

qg → qγ →
36 fb−1 2015 + 2016

Eγ
T

3

Direct processes Fragmentation processes

JHEP 07 (2023) 086

https://arxiv.org/abs/1908.02746
https://link.springer.com/article/10.1007/JHEP07(2023)086
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Ø Total systematic uncertainty 
and dominant contributions

Ø Dominant sources:

Ø Photon energy scale

Ø Luminosity 
measurement

Ø 𝑅67 correlation (Pile up) 
for R = 0.2 (R = 0.4)

Ø Photon ID efficiency 
uncertainty significantly 
reduced wrt the previous 
analysis (1-3% à ~0.6%)
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Figure 4: Relative systematic uncertainties in the di↵erential cross sections as functions of E�T in di↵erent regions of
⌘� for R = 0.2 (top) and R = 0.4 (bottom): total (black histograms), and main contributions from photon energy scale
(grey areas), luminosity (green hatched areas), Rbg correlation (red areas, only for R = 0.2) and pile-up modelling
(blue areas, only for R = 0.4).
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Figure 4: Relative systematic uncertainties in the di↵erential cross sections as functions of E�T in di↵erent regions of
⌘� for R = 0.2 (top) and R = 0.4 (bottom): total (black histograms), and main contributions from photon energy scale
(grey areas), luminosity (green hatched areas), Rbg correlation (red areas, only for R = 0.2) and pile-up modelling
(blue areas, only for R = 0.4).
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Figure 4: Relative systematic uncertainties in the di↵erential cross sections as functions of E�T in di↵erent regions of
⌘� for R = 0.2 (top) and R = 0.4 (bottom): total (black histograms), and main contributions from photon energy scale
(grey areas), luminosity (green hatched areas), Rbg correlation (red areas, only for R = 0.2) and pile-up modelling
(blue areas, only for R = 0.4).
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Figure 4: Relative systematic uncertainties in the di↵erential cross sections as functions of E�T in di↵erent regions of
⌘� for R = 0.2 (top) and R = 0.4 (bottom): total (black histograms), and main contributions from photon energy scale
(grey areas), luminosity (green hatched areas), Rbg correlation (red areas, only for R = 0.2) and pile-up modelling
(blue areas, only for R = 0.4).
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Inclusive photon production
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Ø The NNLO pQCD predictions of NNLOJET compared to the measured 
differential cross sections as functions of 𝐸$

5 in different |𝑦5| regions

Ø Predictions are consistent with the measurements within uncertainties, except 
in the region 1.56 < |𝑦5| < 1.81, where the NNLO predictions underestimate 
the data  

Ø Visible reduction of scale uncertainties in NLO à NNLO

Ø Different isolation radii for the first time as requested by theorists - 1904.01044
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Figure 15: Ratio of the NLO (dotted lines) and NNLO (solid lines) QCD calculations from Nnlojet based on the
CT18 PDF set and the measured di↵erential cross sections for isolated-photon production with R = 0.2 (top) and
R = 0.4 (bottom) as functions of E�T in di↵erent regions of ⌘�. The inner (outer) error bars represent the statistical
uncertainties (statistical and systematic uncertainties added in quadrature). For most of the points, the inner error
bars are smaller than the marker size and, thus, not visible. The shaded bands represent the theoretical uncertainties.

0.4

0.6

0.8

1

1.2

1.4

T
h

e
o

ry
/D

a
ta

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

R = 0.2

 Data

| < 0.6
γ

η|

 Data

| < 0.8
γ

η0.6 < |

NNLOJET (CT18):
 unc. from NLO JETPHOX)

S
α(PDF and 

NNLO QCD

NLO QCD

 Data

| < 1.37
γ

η0.8 < |

300 1000 2000

 [GeV]
γ

TE

0.4

0.6

0.8

1

1.2

1.4

T
h

e
o

ry
/D

a
ta

 Data

| < 1.81
γ

η1.56 < |

300 1000 2000

 [GeV]
γ

TE

 Data

| < 2.01
γ

η1.81 < |

300 1000 2000

 [GeV]
γ

TE

 Data

| < 2.37
γ

η2.01 < |

0.4

0.6

0.8

1

1.2

1.4

T
h

e
o

ry
/D

a
ta

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

R = 0.4

 Data

| < 0.6
γ

η|

 Data

| < 0.8
γ

η0.6 < |

NNLOJET (CT18):
 unc. from NLO JETPHOX)

S
α(PDF and 

NNLO QCD

NLO QCD

 Data

| < 1.37
γ

η0.8 < |

300 1000 2000

 [GeV]
γ

TE

0.4

0.6

0.8

1

1.2

1.4

T
h

e
o

ry
/D

a
ta

 Data

| < 1.81
γ

η1.56 < |

300 1000 2000

 [GeV]
γ

TE

 Data

| < 2.01
γ

η1.81 < |

300 1000 2000

 [GeV]
γ

TE

 Data

| < 2.37
γ

η2.01 < |

Figure 15: Ratio of the NLO (dotted lines) and NNLO (solid lines) QCD calculations from Nnlojet based on the
CT18 PDF set and the measured di↵erential cross sections for isolated-photon production with R = 0.2 (top) and
R = 0.4 (bottom) as functions of E�T in di↵erent regions of ⌘�. The inner (outer) error bars represent the statistical
uncertainties (statistical and systematic uncertainties added in quadrature). For most of the points, the inner error
bars are smaller than the marker size and, thus, not visible. The shaded bands represent the theoretical uncertainties.
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https://arxiv.org/abs/1904.01044


HL-LHC PDFs
Ø Study PDF constraints expected 

from LHC measurements by end of 
HL-LHC phase (2027 to end-2030s)

Ø ATLAS+CMS 3 ab-1, LHCb 0.3 ab-1

Ø CERN YR: 1902.04070

Ø Focus on datasets sensitive to mid-
to-large-x and not already 
systematics limited

Ø Systematics taken from existing 
data

Ø Treated as uncorrelated (fcorr = 0.5), 
chosen to approximately reduce 
effect of systematic correlations

Ø fred to estimate improvement to 
systematics
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concentrate on datasets sensitive to mid-to-large-x; and not already systematics 
limited

HL-LHC pdfs

10

study pdf constraints expected 
from LHC measurements by end 
of HL-LHC phase (2026 to mid-2030s)

ATLAS+CMS 3 ab-1

LHCb 0.3 ab-1

(studies in arXiv:1810.03639; prepared for CERN 

Yellow Report, arXiv:1902.04070)

Hessian profiling of PDF4LHC15
with tolerance T=3

• systematic uncertainties taken from existing data;
• treated as uncorrelated, with factor fcorr=0.5, chosen 

to approximately reproduce effect of syst. correlations 
in existing measurements;

• variable factor fred to estimate improvement to systs. 

sys(14 TeV) ~ fcorr × fred × sys(8/13 TeV) 

Hessian profiling of PDF4LHC15 
(with tolerance T = ∆𝝌𝟐 = 9)

https://arxiv.org/abs/1902.04070


HL-LHC PDFs
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HL-LHC pdfs

11

arXiv:1810.03639

strange

down

ubar

gluon

scenario A: conservative
scenario C: optimistic

(together with intermediate scenario B, 
all are available in lhapdf format) 

1/0.5 (8/13)TeV

0.4/0.2 (8/13)TeV

↵s(M
2
Z) = 0.1150± 0.0008 (exp) Q2 > 3.5 GeV

2

↵s(M
2
Z) = 0.1144± 0.0010 (exp) Q2 > 10 GeV

2

↵s(M
2
Z) = 0.1148± 0.0010 (exp) Q2 > 20 GeV

2

↵s(M
2
Z) = 0.1150± 0.0008 (exp)

+0.0002
�0.0005 (model/par.)± 0.0006 (had)± 0.0027 (scale)

↵s(M
2
Z) = 0.1150 (8)exp (28)th

↵s(M
2
Z) = 0.1157 (20)exp (29)th

1

1/0.5 (8/13)TeV

0.4/0.2 (8/13)TeV

↵s(M
2
Z) = 0.1150± 0.0008 (exp) Q2 > 3.5 GeV

2

↵s(M
2
Z) = 0.1144± 0.0010 (exp) Q2 > 10 GeV

2

↵s(M
2
Z) = 0.1148± 0.0010 (exp) Q2 > 20 GeV

2

↵s(M
2
Z) = 0.1150± 0.0008 (exp)

+0.0002
�0.0005 (model/par.)± 0.0006 (had)± 0.0027 (scale)

↵s(M
2
Z) = 0.1150 (8)exp (28)th

↵s(M
2
Z) = 0.1157 (20)exp (29)th

1

1/0.5 (8/13) TeV à scenario A: conservative

0.4/0.2  (8/13 TeV) à scenario C: optimistic
fred

Together with intermidiate 
scenario B, all are available 

in LHAPDF format



LHeC, FCC-eh and PERLE

Ø Energy Recovery LINAC (ERL) attached
to HL-LHC (or FCC)
Ø e beam à 50/60 GeV
Ø e polarisation à ± 0.8
Ø ∫ℒ = 1-2 ab-1 (x100-1000 HERA!)

Ø PERLE: international collaboration built to 
realise 500 MeV facility at Orsay, for 
development of ERL with LHeC conditions
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2

LHeC
● √s ~ 1.3 TeV 
● Polarisation up to Pe ~ 80%
● Up to 1 ab-1 integrated luminosity

Electron ring attached to HL-LHC
● Energy recovery linac (ERL): 
Ee = 60 GeV (or 50 GeV)

● ESPPU: ERL is a "high-priority future 
initiative" for CERN

Future electron-proton collider at CERN: LHeC

ERL "landscape"
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LHeC: √s= 1.2 – 1.3 TeV
×100–1000 HERA lumi.

EIC

“LE-FCC-eh”: √s= 2.1 TeV
(earlier operation with current magnet technology, Ep=19 TeV)

FCC-eh: 
√s= 3.5 TeV

Figure 10.52: 3D Schematic showing proposed underground structures of LHeC (shwon in yellow). The
HL-LHC structures are highlighted in blue.

The physical positioning of the LHeC has been developed based on the assumption that the7646

maximum underground volume should be placed within the molasse rock and should avoid as7647

much as possible any known geological faults or environmentally sensitive areas. Stable and dry,7648

the molasse is considered a suitable rock type for Tunnel Boring Machines (TBM) excavation.7649

In comparison, CERN has experienced significant issues with the underground construction of7650

sector 3-4 in the Jura limestone. There were major issues with water ingress at and behind the7651

tunnel face [846]. Another challenging factor for limestone is the presence of karsts. These are7652

formed by chemical weathering of the rock and often they are filled with water and sediment,7653

which can lead to water infiltration and instability of the excavation.7654

The ERL will be positioned inside the LHC layout, in order to ensure that new surface facilities7655

are located on existing CERN land. The proposed underground structures for the LHeC with7656

an electron beam energy of 60 GeV are shown in Fig. 10.52. The LHeC tunnel will be tilted7657

similarly to the LHC at a slope of 1.4% to follow a suitable layer of molasse rock.7658

10.8.2 Underground infrastructure7659

The underground structures proposed for LHeC option 1/3 LHC require a 9 km long tunnel7660

including two LINACs. The internal diameter of the tunnel is 5.5m. Parallel to the LINACs, at7661

10m distance apart, there are the RF galleries, each 1070m long. Waveguides of 1 m diameter7662

and four connection tunnels are connecting the RF galleries and LINACs. These structures are7663

listed in Tab. 10.30. Two additional caverns, 25 m wide and 50m long are required for cryogenics7664

and technical services. These are connected to the surface via two 9m diameter shafts, provided7665

with lifts to allow access for equipment and personnel. Additional caverns are needed to house7666

injection facilities and a beam dump. As shown in Tab. 10.30, the underground structures7667

proposed for LHeC options 1/5 LHC and 1/3 LHC are similar with the exception of the main7668

tunnel and the RF galleries which have di↵erent lengths.7669
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Figure 10.48: Left: Mechanical layout of the new half quadrupole for the proton beam. Right : Field
distribution in the half quadrupole for the proton beam.

10.8 Civil Engineering

Since the beginning of the LHeC study which proposes a electron-hadron collider, various shapes
and sizes of the eh collider were studied around CERN region. Two main options were initially
considered, namely the Ring-Ring and the Linac-Ring. For civil engineering, these options
were studied taking into account geology, construction risks, land features as well as technical
constraints and operations of the LHC. The Linac-Ring configuration was selected, favouring
a higher achievable luminosity. This chapter describes the civil engineering infrastructure re-
quired for an Energy Recovery Linac (ERL) injecting into the ALICE cavern at Point 2 LHC.
Fig. 10.49 shows three options for the ERL of di↵erent sizes, represented as fractions of the LHC
circumference, respectively 1/3, 1/4 and 1/5 of the LHC circumference.

Figure 10.49: Racetrack options proposed for LHeC at Point 2 of the LHC. The color coding illustrated
di↵erent options with 1/3, 1/4 and 1/5 of the LHC circumference, resulting in di↵erent electron beam
energies.
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LHeC

'C = ORF/2

7 MeV

7 MeV 

1 : 3 : 5

2 : 4 : 6

ƒ 2 Linacs (Four 5-Cell 801.58 MHz SC cavities)
ƒ 3 turns (160 MeV/turn)
ƒ Max. beam energy 500 MeV

PERLE configuration:

Footprint: 24 x 5.5 x 0.8 m3

4Electrons for the LHC: LHeC, FCC-eh and PERLE Workshop- Chavannes de Bogis, 24-25 October 2019W. KAABI

energy recovery LINAC (ERL) 
attached to HL-LHC (or FCC)
e beam: ⟶ 50 or 60 GeV
e pol.: P= ±0.8
Lint ⟶ 1–2 ab-1  (1000× HERA!)

LHeC, FCC-eh andPERLE

PERLE: international collaboration built to realise 500 MeV facility at 
Orsay, for development of ERL with LHeC conditions ( arXiv:1705.08783 )

CERN future colliders: arXiv:1810.13022

ESPPU: ERL is a high-priority future initiative for CERN 
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LHeC
● √s ~ 1.3 TeV 
● Polarisation up to Pe ~ 80%
● Up to 1 ab-1 integrated luminosity
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The physical positioning of the LHeC has been developed based on the assumption that the7646

maximum underground volume should be placed within the molasse rock and should avoid as7647

much as possible any known geological faults or environmentally sensitive areas. Stable and dry,7648

the molasse is considered a suitable rock type for Tunnel Boring Machines (TBM) excavation.7649

In comparison, CERN has experienced significant issues with the underground construction of7650

sector 3-4 in the Jura limestone. There were major issues with water ingress at and behind the7651

tunnel face [846]. Another challenging factor for limestone is the presence of karsts. These are7652

formed by chemical weathering of the rock and often they are filled with water and sediment,7653

which can lead to water infiltration and instability of the excavation.7654

The ERL will be positioned inside the LHC layout, in order to ensure that new surface facilities7655

are located on existing CERN land. The proposed underground structures for the LHeC with7656

an electron beam energy of 60 GeV are shown in Fig. 10.52. The LHeC tunnel will be tilted7657

similarly to the LHC at a slope of 1.4% to follow a suitable layer of molasse rock.7658

10.8.2 Underground infrastructure7659

The underground structures proposed for LHeC option 1/3 LHC require a 9 km long tunnel7660

including two LINACs. The internal diameter of the tunnel is 5.5m. Parallel to the LINACs, at7661

10m distance apart, there are the RF galleries, each 1070m long. Waveguides of 1 m diameter7662

and four connection tunnels are connecting the RF galleries and LINACs. These structures are7663

listed in Tab. 10.30. Two additional caverns, 25 m wide and 50m long are required for cryogenics7664

and technical services. These are connected to the surface via two 9m diameter shafts, provided7665

with lifts to allow access for equipment and personnel. Additional caverns are needed to house7666

injection facilities and a beam dump. As shown in Tab. 10.30, the underground structures7667

proposed for LHeC options 1/5 LHC and 1/3 LHC are similar with the exception of the main7668

tunnel and the RF galleries which have di↵erent lengths.7669
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Figure 10.48: Left: Mechanical layout of the new half quadrupole for the proton beam. Right : Field
distribution in the half quadrupole for the proton beam.

10.8 Civil Engineering

Since the beginning of the LHeC study which proposes a electron-hadron collider, various shapes
and sizes of the eh collider were studied around CERN region. Two main options were initially
considered, namely the Ring-Ring and the Linac-Ring. For civil engineering, these options
were studied taking into account geology, construction risks, land features as well as technical
constraints and operations of the LHC. The Linac-Ring configuration was selected, favouring
a higher achievable luminosity. This chapter describes the civil engineering infrastructure re-
quired for an Energy Recovery Linac (ERL) injecting into the ALICE cavern at Point 2 LHC.
Fig. 10.49 shows three options for the ERL of di↵erent sizes, represented as fractions of the LHC
circumference, respectively 1/3, 1/4 and 1/5 of the LHC circumference.

Figure 10.49: Racetrack options proposed for LHeC at Point 2 of the LHC. The color coding illustrated
di↵erent options with 1/3, 1/4 and 1/5 of the LHC circumference, resulting in di↵erent electron beam
energies.
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Gluon Density

High x gluon uncertain by orders of magnitude
DIS even better when jets are involved (not here)

dF2/dlnQ2

∼"s xg 

Small coupling
yields large xg

Low log x ranges
for gluon density

Fixed target -1..2
EIC -3
HERA             -4
LHeC              -5
FCC-eh           -6

Gluon Density

High x gluon uncertain by orders of magnitude
DIS even better when jets are involved (not here)

dF2/dlnQ2

∼"s xg 

Small coupling
yields large xg

Low log x ranges
for gluon density

Fixed target -1..2
EIC -3
HERA             -4
LHeC              -5
FCC-eh           -6

Ø Uncertainties on the high-x gluon PDF reduced drastically!

Ø LHeC data have even a better effect when jets are involved (not here) –
more results in backup
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Combining HL-LHC and LHeC
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as well as forward and high–mass Drell-Yan and the Z boson p? distribution were included. It6039

was found that PDF uncertainties on LHC processes can be reduced by a factor between two6040

and five, depending on the specific flavour combination and on the optimistic assumptions about6041

the reduction of the (experimental) systematic uncertainties.6042

It is of interest to compare these constraints with those expected to come from the LHeC itself, as6043

well as potential improvements from a combined PDF fit to the HL-LHC and LHeC datasets; this6044

was studied in [58]. The basic procedure consists in generating HL-LHC and LHeC pseudodata6045

with the PDF4LHC15 set [251] and then applying Hessian PDF profiling [253, 744], in other6046

words a simplified version of a full refit, to this baseline to assess the expected impact of the6047

data. While the HL-LHC datasets are described above, the LHeC pseudodata correspond to6048

the most recent publicly available o�cial LHeC projections, see Section 3.2, for electron and6049

positron neutral-current (NC) and charged-current (CC) scattering. As well as inclusive data6050

at di↵erent beam energies (Ep = 1, 7 TeV), charm and bottom heavy quark NC and charm6051

production in e
�
p CC scattering are included.6052

5−10 4−10 3−10 2−10 1−10
       x  

0.9

0.95

1

1.05

1.1

1.15

g 
( x

, Q
 ) 

/ g
 ( 

x,
 Q

 ) 
[re

f] 

PDF4LHC15

+ LHeC

+ HL-LHC

+ LHeC + HL-LHC

PDFs at the HL-LHC ( Q = 10 GeV )

5−10 4−10 3−10 2−10 1−10
       x  

0.9

0.95

1

1.05

1.1

1.15

d 
( x

, Q
 ) 

/ d
 ( 

x,
 Q

 ) 
[re

f] 

PDF4LHC15

+ LHeC

+ HL-LHC

+ LHeC + HL-LHC

PDFs at the HL-LHC ( Q = 10 GeV )

5−10 4−10 3−10 2−10 1−10
       x  

0.9

0.95

1

1.05

1.1

1.15

 ( 
x,

 Q
 ) 

[re
f] 

u
 ( 

x,
 Q

 ) 
/ 

u

PDF4LHC15

+ LHeC

+ HL-LHC

+ LHeC + HL-LHC

PDFs at the HL-LHC ( Q = 10 GeV )

5−10 4−10 3−10 2−10 1−10
       x  

0.8

0.9

1

1.1

1.2

1.3

 ( 
x,

 Q
 ) 

[re
f] 

+
 ( 

x,
 Q

 ) 
/ s

+ s

PDF4LHC15

+ LHeC

+ HL-LHC

+ LHeC + HL-LHC

PDFs at the HL-LHC ( Q = 10 GeV )

Figure 9.9: Impact of LHeC on the 1-� relative PDF uncertainties of the gluon, down quark, anti–up
quark and strangeness distributions, with respect to the PDF4LHC15 baseline set (green band). Results
for the LHeC (red), the HL-LHC (blue) and their combination (violet) are shown.

The expected impact of the HL-LHC, LHeC and their combination on the PDF uncertainties of6053

the gluon, down quark, anti–up quark and strangeness distributions are shown in Fig. 9.9. One6054

observes that at low x the LHeC data place in general by far the strongest constraint, in partic-6055

ular for the gluon, as expected from its greatly extended coverage at small x. At intermediate6056

x the impact of the HL-LHC and LHeC are more comparable in size, but nonetheless the LHeC6057

is generally expected to have a larger impact. At higher x the constraints are again comparable6058

in size, with the HL-LHC resulting in a somewhat larger reduction in the gluon and strangeness6059

uncertainty, while the LHeC has a somewhat larger impact for the down and anti–up quark6060

distributions. Thus, the combination of both HL-LHC and LHeC pseudodata nicely illustrate6061

221

EPJC 78 (2018) 11, 962

https://arxiv.org/pdf/1810.03639.pdf
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PDFs at the EIC
Ø EIC will be the first

Ø eA collider
Ø High lumi ep collider
Ø Polarised target collider

Ø Detailed simulation work to 
optimise resolution throughout 
phase space à 5 bins per 
decade in x and Q2

Ø Kinematic coverage: Q2 > 1 
GeV2, 0.01 < y < 0.95, W > 3 GeV

Ø Lower y accessible in principle, 
but easier to rely on overlaps 
between data at different 𝑠

Input Data (ep) - Detailed simulation work to 
optimise resolutions throughout 
phase-space 
à 5 bins per decade in x and Q2

- Kinematic coverage: Q2 > 1 GeV2, 
0.01 < y < 0.95, W > 3 GeV

- Lower y accessible in principle,
but easier to rely on overlaps 
between data at different "

- Highest x bin centre at x=0.815

- CC data also included for 
highest "

[Poster by S Maple]

5

Ø Dominant sources at HERA were:
Ø Electron energy scale (intermidiate y)
Ø Photoproduction background (high y)
Ø Hadronic energy scale/noise (low y)

Ø EIC will improve in all areas – systematics 
assumptions in YR:
Ø 1.5-2.5% point-to-point uncorrelated
Ø 2.5% normalisation (uncorrelated 

between different 𝑠)

HERA and EIC kinematic phase-space
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Figure 1: The locations in the (x,Q2) plane of the HERA and EIC neutral current
inclusive DIS data points included in the analysis. Figure reproduced from [28].

integrated luminosity (⇠ 0.5 fb�1 per experiment). The large x region in global105

fits is therefore constrained to a large extent by measurements from fixed target106

experiments, e.g. BCDMS and NMC [31,32]. However, there are uncertainties in the107

theoretical description of the fixed target data due to their low hadronic final state108

invariant masses.2 values, where it becomes difficult to disentangle perturbative109

corrections from power-like effects. The EIC is thus particularly promising in the110

high x region, where it is expected to provide data that are both high precision and111

theoretically clean.112

[NOTE: PRN – Need a paragraph on eA pseudodata here. I found a113

note in a talk that they were based on per-nucleon integrated luminosities114

of 4.4 fb�1, 79 fb�1 and 79 fb�1 for 5 ⇥ 41 GeV, 10 ⇥ 110 GeV and 18 ⇥ 110115

GeV, respectively, but not sure that makes sense or is the right way to116

state it. Also what was A? Maybe Nestor knows more?...] [NOTE: NA –117

The simulations should have been done for Au but this is only important118

for the uncertainties. Barak should know better, if I remember rightly it119

was him who made the pseudodata.]120

[NOTE: NA – Suggestion: eA pseudodata were produced analogouslsy,121

considering the nucleus to be Au, and per-nucleon integrated luminosities122

of 4.4 fb�1, 79 fb�1 and 79 fb�1 for 5 ⇥ 41 GeV, 10 ⇥ 110 GeV and 18 ⇥123

110 GeV, respectively. Note that we are interested in the uncertainties124

while the central values are irrelevant for this study. Therefore, the same125

PDF set HERAPDF2.0NNLO [1] used for the proton is employed for eA,126

2
The hadronic final state invariant mass W is related to the other standard DIS kinematic

variables through W 2 = Q2(1� x)/x.

3
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Impact of EIC on MSHT20

Small but valuable improvements 
in all parton species at all (x, Q2)

More in Paul’s talk on Wednesday

inclusive DIS data remain a key constraint, in particular at low and intermediate175

x. However, other datasets also play an important role. For example, fixed target176

DIS data are important in constraining the quarks in the high x region, while LHC177

measurements are playing an increasingly important role, most notably in the quark178

flavour decomposition and for the gluon at high x [2,39]. Within such a fit, the im-179

pact of any additional data will necessarily be balanced by the pulls of other datasets180

in the fit. The overall impact is therefore expected to be reduced in comparison to181

a fit where the EIC pseudo-data are added to a more limited, HERA–only, baseline.182

0.9

1

1.1

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

uV (NNLO), Q2
= 1.9GeV
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MSHT20 + EIC (high Acc.)

Figure 4: Impact of simulated EIC data on the collinear proton parton distribu-
tions relative to the MSHT20 global fits. The bands show relative uncertainties
as a function of x, comparing the MSHT20 baseline with results when additionally
including EIC data. Top: up valence density at Q2 = 1.9 GeV2, also comparing
EIC scenarios with the standard selection at y > 10�2 data and with y > 10�3 (high
Acc.). Bottom: gluon density at Q2 = 104 GeV2.

The impact of EIC data on the high x PDFs has been studied relative to a recent183

example global fit, MSHT20 [3,40]. The same cuts, Q2 � 2 GeV2 and W 2 � 15 GeV2
184

are applied as in [3]. As described in Section 2 the EIC pseudodata are produced185

using NLO QCD theory and, consistently, with MSHT20NLO PDFs, while the fit186

is performed at NNLO. This is in order to effectively inject some inconsistency187

between theory and pseudo-data, as one might expect to occur in a real comparison188

between data and theory. The impact of this procedure on the corresponding PDF189
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Figure 7: Impact of simulated EIC data on the Higgs production cross section
results via gluon fusion (with

p
s = 13 TeV) at the central scale µ = mH/2. The

dotted lines indicate the PDF only uncertainties, the solid lines are the PDF+scale
uncertainties combined in quadrature, with the scale uncertainties determined by
varying µ by a factor of 2 following the 9-point prescription.

ties, when combined with the larger uncertainties and much smaller reduction in279

the high x down and strange PDF uncertainties, the net effect on the quark-quark280

luminosity is small, even at large invariant masses.281

4 Nuclear PDFs282

As the world’s first eA collider, the EIC will explore partonic nuclear structure at an283

unprecedented level of detail. In particular, it opens up a new region at low x that284

has not been constrained previously in DIS or Drell-Yan data. The partonic struc-285

ture of nuclei is commonly discussed in terms of nuclear PDFs (nPDFs), or nuclear286

modification ratios, which encode the deviations of nPDFs from simple scaling of287

free nucleon PDFs with atomic mass A after appropriately accounting for varying288

proton-to-neutron ratios using isospin symmetry. The deviations from this scaling289

with A may be due to binding effects or, at low x, to new parton dynamics (‘sat-290

uration’ phenomena) associated with the denser systems of gluons found in heavy291

nuclei than in nucleons.292

Present DIS data feeding into nPDFs are limited to fixed target measurements293

at large x and relatively low Q2. Data from fixed target and colliding mode hadron-294

nucleus experiments can be used to extend the sensitivity, but with similar associated295

theoretical difficulties to those discussed in the proton context in Section 3. Since296

the nuclear modification factors are expected to be large in the low x region that will297

be newly explored, the EIC is expected to have an impact with relatively modest298

amounts of eA data.299

The potential impact on nuclear PDFs of simulated EIC data has been studied300

in the xFitter framework [33]. Data from EIC only are used as input to fits in which301

the PDFs evolve according to the next-to-leading order (NLO) DGLAP equations,302

11

ggF Higgs

https://conference.ippp.dur.ac.uk/event/1128/contributions/6476/
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Summary
Ø We are now in the middle of LHC Run 3… More and more data to be 

analysed soon!  

Ø They will allow to:
Ø Test precisely perturbative QCD
Ø Measure fundamental parameters of the SM
Ø Improve our understanding of PDFs
Ø Provide important inputs to simulations

Ø Energy frontier ep/eA colliders essential for full exploitation of current and 
future hadron colliders - all critical PDF information can be obtained!

Ø Few aspects to work on:
Ø Compute higher order corrections
Ø Include correlations between different data sets might have few % effect 

(EPJC 82 (2022) 5, 438) – crucial if O(1%) is sought on PDF determination
Ø More ‘realistic’ predictions for future colliders - real data always has tensions and 

non-Gaussian systematics

Ø Incredibly interesting time ahead… Stay tuned! J

https://link.springer.com/article/10.1140/epjc/s10052-022-10217-z
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Factorisation theorem

Partonic cross sections:
• Process dependent
• High-scale (short-distance) objects
• Computable in perturbation theory 

(LO, NLO, NNLO, N3LO)

PDFs:
• Universal (process independent)
• Low-scale (long-distance) objects
• Non computable in perturbation 

theory 
• Scale dependence perturbative 

(DGLAP)

Ø Once PDFs have been determined at a given scale, the DGLAP evolution 
equations can be used to evolve them to any other scale 

Splitting functions
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How do we determine PDFs?
Ø Presently, the most accurate and reliable way is through fits to data

𝑓Q(𝑥, 𝑄RS)
𝑥 = 𝑝'/𝑝:
0 < x < 1

Q0 ~ 1 GeV 
(initial scale)

𝑓Q(𝑥, 𝑄S)
DGLAP

Q = scale of 
the fitted 

data

Factorisation
theorem

𝜎 = 𝐶Q⨂𝑓Q

Predictions 
vs data

Deep
Inelastic

Scattering
(DIS)

𝑒±

Fitting
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Ø Main backgrounds:

Ø W + cmatch: tracks in SV belong to different c-hadron or decay mode

Ø W  + cmis-match: not all tracks belong to 𝐷±(∗) candidate

Ø W + jets: no track belong to 𝐷±(∗) candidate

Ø Top constrained in data region with ≥ 1 b-jet

Ø Multijet from fake-enriched region in data
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Ø Signal events have opposite-sign (OS) W boson and D meson

Ø Backgrounds mostly charge-symmetric, suppressed by subtracting same-sign 
(SS) events

Ø Binned profile likelihood fit of OS and SS 𝑚(𝐷(∗)) template

Ø 𝑚(𝐷(∗)) fit at particle level in bins of 𝑝$(𝐷(∗)) and |𝜂%| 

Ø Simultaneous fit to SS and OS templates, extract signal cross sections in a 
background-subtracted OS-SS region

Standard Model and Top Physics results | LISHEP 2023 | C. A. Gottardo

W-plus-charm production

4

•Signal events have opposite-sign (OS) W boson and D meson 
•Backgrounds mostly charge-symmetric, suppressed by subtracting same-sign (SS) events 
•Simultaneous profile likelihood  fit of SS and OS m(D) template 
•m(D) fit at particle level in bins of pT(D(*)) and |η(ℓ)| 
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Talking about inclusive jets
Ø Different model to treat correlated systematics:

Ø keeping them fully correlated 
Ø decorrelating the Jets Flavour Response (FR) between rapidity bins 
Ø Two decorrelation scenarios as recommended in the 8 TeV jet paper

Ø This affects the 𝜒1 but has little effect on the PDFs 
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Figure 63: Left: Impact of the variation of mtop and scale variation of tt̄ data on the gluon PDF. Right: Impact of
variation Q

2
min and Q

2
0 on the gluon PDF. Q

2
0 lower variation is shown and it is symmetrised.

jets 8 TeV R=0.6 Fully Correlated FR Decorrelated Decorrelation Scenario 1 Decorrelation Scenario 2
�2/NDP 289/171 227/171 250/171 248/171

Table 13: �2 contributions the 8 TeV inclusive jet data set with R=0.6, for di�erent correlation scenarios as explained
in the text. The �2 given here represent the addition of all terms in Eq. 2.

Alternative decorrelation scenarios are considered as follows: the alternative option in which Opt 7 is used916

for the decorrelation of the JES Flavour Response, called Decorrelation Scenario 1; complete decorrelation917

of the Jet Flavour Response between rapidity bins, called FR Decorrelated; and no decorrelation, called918

Fully Correlated. Table 13 gives the �2/NDP for the jets for alternative correlation scenarios within the919

full 21-parameter fit. The di�erence in the gluon PDF obtained using the 8 TeV R=0.6 data with these920

di�erent correlation scenarios is illustrated in Fig. 64. These changes are relatively small compared to921

the model uncertainties just considered, e.g. the variation of Q
2
0. There are also no di�erences in the922

PDF uncertainties resulting from the use of di�erent correlation scenarios. Hence these variations are not923

considered as a source of significant uncertainty.924

Model uncertainties are added in quadrature to form a total model uncertainty.925

Note that the data are also sensitive to the value of ↵s(MZ ), and this a�ects the shape of the gluon PDF.926

However, this is not an uncertainty since it is completely specified by the DGLAP formalism. The gluon927

PDF for the alternative value of ↵s(MZ ) = 0.115 is shown in Fig. 65. Whereas the di�erence is large at the928

starting scale for evolution Q
2 = 1.9GeV2, it is small at the scales relevant for LHC physics. Howewer,929

note that the ↵s(MZ ) = 0.115 fit is only approximately NNLO, because although the HERA data and the tt̄930

data are fully predicted at NNLO, the other processes apply NNLO predictions by means of k-factor ratios931

of NNLO to NLO cross section calculations applied to NLO grid predictions. The ↵s(MZ ) value used for932

the NLO grids is readily varied, but the k-factors were obtained for ↵s(MZ ) = 0.118, and although the933

↵s(MZ ) dependence in the NNLO to NLO cross section ratios is relatively weak, this is still an approximate934
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Figure 11: ATLASpdf21 G6 PDF compared with G6 for fits not including various data sets. Only experimental
uncertainties are shown, evaluated with tolerance ) = 1. Left: not including the direct-photon production ratio data
taken at 13 and 8 TeV. Right: not including inclusive jet data at 8 TeV.

13 TeV (left) or only the CC̄ data at 8 TeV (right). It is clear that the data at 8 TeV have the stronger impact
on the shape of the G6 PDF but both data sets contribute to a modest reduction in the uncertainties.

5.2.4 Impact of photon data and inclusive jet data

There is little impact from the addition of the direct-photon production ratio data apart from a marginal
softening of the high-G gluon distribution as shown in Figure 11 (left). However, it is notable that these
data can now be well fitted at NNLO in QCD, given that they have been excluded from PDF fits for the last
20 years because of poor fits to lower-energy data [59, 73]. There is minimal tension with other data sets.

The principal impact of the inclusive jet data is on the gluon PDF. The main e�ect is a considerable
decrease in high-G gluon uncertainties, with a mild hardening of the gluon PDF at high G, as shown in
Figure 11 (right). There is minimal tension with other data sets.

5.3 Model, theoretical and parameterisation uncertainties

Additional uncertainties a�ecting the PDFs are presented in this section. These are classified as either
model, theoretical or parameterisation uncertainties.

5.3.1 Model and theoretical uncertainties

Model uncertainties include e�ects due to variations of the heavy-quark masses input to the TRVFN
heavy-quark-mass scheme, the minimum &

2 cut on the HERA data and the value of the starting scale
for evolution. The minimum &

2 cut was varied in the range 7.5 < &
2
min < 12.5 GeV2 and the starting

31

Marginal 
shape change 

of the gluon 
PDF (blue to 

red) and very 
substantial 

decrease in its 
high-x 

uncertainty

EPJ C82 (2022) 5, 438

https://arxiv.org/abs/1706.03192
https://link.springer.com/article/10.1140/epjc/s10052-022-10217-z
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Daniel Camarero (Brandeis)                                                                                                Inclusive-photon production analysis

Theoretical predictions
JETPHOX (fixed order) 

• Full fixed-order NLO pQCD 
calculations for direct and 
fragmentation processes 

• Scales: 


• Fragmentation functions: BFG II


• PDFs: MMHT2014, CT18, 
NNPDF3.1, and HERAPDF2.0 at 
NLO; ATLASpdf21 at NNLO


• Isolation: fixed cone at parton level


• Non-perturbative corrections: 
estimated using PYTHIA samples. 
Consistent with unity within 
(no correction applied)

μR = μF = μf = Eγ
T /2 (Eγ

T)

±1 %

15

SHERPA NLO (multi-leg merged) 

• Parton-level calculations for 
 jets at NLO (LO) 

supplemented with PS 

• Only direct contribution (Frixione’s 
isolation at ME level)


• Scales: dynamic scale setting ( )


• PDFs: NNPDF3.0 NNLO


• Fragmentation into hadrons and 
UE simulated as for SHERPA LO


• Isolation: fixed cone at particle 
level

γ + 1,2 (3,4)

Eγ
T

NNLOJET (fixed order) 

• Full fixed-order NNLO pQCD 
calculations for direct and 
fragmentation processes 

• Scales: 





• Fragmentation functions: BFG II


• PDFs: CT18 NNLO


• Isolation: fixed cone at parton level


• Non-perturbative corrections: 
same estimation as for JETPHOX

μR = μF = Eγ
T

μf = Eγ
T ⋅ Emax

T ⋅ R

Ø Theoretical uncertainties: scale variations (𝜇; , 𝜇< W 0.5, 2 varied singly or 
simultaneously), 𝜇= (fragmentation scale) PDFs, 𝛼!, non-perturbative 
corrections (only JETPHOX and NNLOJET) 

Ø NNLOJET scale uncertainties reduced by more than a factor of 2 wrt NLO 
calculations of JETPHOX and SHERPA
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Ø The NLO pQCD predictions of JETPHOX compared to the measured 
differential cross sections as functions of 𝐸$

5 in different |𝑦5| regions

Ø Several PDFs: MMHT14, CT18, NNPDF3.1, HERAPDF2.0 and ATLASpdf21

Ø Adequate description of the data within experimental and theoretical 
uncertainties
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Figure 14: Ratio of the NLO QCD calculations from Jetphox based on di↵erent PDF sets and the measured di↵erential
cross sections for inclusive isolated-photon production with R = 0.2 (top) and R = 0.4 (bottom) as functions of E�T in
di↵erent regions of ⌘�. The inner (outer) error bars represent the statistical uncertainties (statistical and systematic
uncertainties added in quadrature). For most of the points, the inner error bars are smaller than the marker size and,
thus, not visible. The shaded bands represent the theoretical uncertainty.
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Figure 14: Ratio of the NLO QCD calculations from Jetphox based on di↵erent PDF sets and the measured di↵erential
cross sections for inclusive isolated-photon production with R = 0.2 (top) and R = 0.4 (bottom) as functions of E�T in
di↵erent regions of ⌘�. The inner (outer) error bars represent the statistical uncertainties (statistical and systematic
uncertainties added in quadrature). For most of the points, the inner error bars are smaller than the marker size and,
thus, not visible. The shaded bands represent the theoretical uncertainty.

R = 0.2 R = 0.4



Inclusive photon production
05/09/23 Francesco Giuli - francesco.giuli@cern.ch 36

Ø Ratios of differential 
cross sections for R = 
0.2, 0.4 as functions of 
𝐸$
5 in the different |𝜂5|

regions 

Ø These measurements 
provide a stringent test 
of pQCD (systematics 
at ~1%-level)

Ø Nice overall data/MC 
agreement

0.8

0.9

1

1.1

1.2

(R
=

0
.4

)
γ T

/d
E

σ
(R

=
0

.2
)/

d
γ T

/d
E

σ
d

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

 Data

| < 0.6
γ

η|

 Data

| < 0.8
γ

η0.6 < |

NNLOJET (CT18):
 unc. from NLO JETPHOX)

S
α(PDF and 

NNLO QCD

NLO QCD

 Data

| < 1.37
γ

η0.8 < |

300 1000 2000

 [GeV]
γ

TE

0.8

0.9

1

1.1

1.2

(R
=

0
.4

)
γ T

/d
E

σ
(R

=
0

.2
)/

d
γ T

/d
E

σ
d  Data

| < 1.81
γ

η1.56 < |

300 1000 2000

 [GeV]
γ

TE

 Data

| < 2.01
γ

η1.81 < |

300 1000 2000

 [GeV]
γ

TE

 Data

| < 2.37
γ

η2.01 < |

Figure 21: Measured ratios of the di↵erential cross sections for inclusive isolated-photon production for R = 0.2
and R = 0.4 as functions of E�T in di↵erent ⌘� regions. The NLO (dotted lines) and NNLO (solid lines) QCD
predictions from Nnlojet based on the CT18 PDF set are also shown. The inner (outer) error bars represent the
statistical uncertainties (statistical and systematic uncertainties added in quadrature) and the shaded bands represent
the theoretical uncertainties. For some of the points, the inner and outer error bars are smaller than the marker size
and, thus, not visible.
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Ø The sensitivity to the PDFs 
investigated by comparing 
based on different PDFs

Ø MMHT14 as baseline

Ø Predictions based on the 
CT18/NNPDF3.1 are within 
2%

Ø Predictions based on the 
HERAPDF2.0/ATLASpdf21 
show differences of ~10%
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Figure 6: Relative di↵erence between the Jetphox predictions based on the CT18 (solid lines), NNPDF3.1 (dashed
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Figure 6: Relative di↵erence between the Jetphox predictions based on the CT18 (solid lines), NNPDF3.1 (dashed
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Figure 6: Relative di↵erence between the Jetphox predictions based on the CT18 (solid lines), NNPDF3.1 (dashed
lines), HERAPDF2.0 (dotted lines) and ATLASpdf21 (dot-dashed lines) and those based on the MMHT2014 PDFs
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Figure 6: Relative di↵erence between the Jetphox predictions based on the CT18 (solid lines), NNPDF3.1 (dashed
lines), HERAPDF2.0 (dotted lines) and ATLASpdf21 (dot-dashed lines) and those based on the MMHT2014 PDFs
for R = 0.2 (top) and R = 0.4 (bottom) as functions of E�T in di↵erent regions of ⌘�.
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Impact of the photon data sets on PDFs
Ø ATLASpdf21 is a PDF fit to multiple ATLAS data sets - EPJC 82 (2022) 5, 438

Ø We removed all the 13/8 TeV isolated photon ratio data - JHEP 04 (2019) 093

Ø This results in a marginal softening of the high-x gluon (blue to red), no 
decreased uncertainty – confirmed in NNPDF4.0 studies (much more data in!)

Ø These data do not have a large impact on PDFs… but very good to know that 
NNLO predictions describe these data nicely!
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Figure 11: ATLASpdf21 G6 PDF compared with G6 for fits not including various data sets. Only experimental
uncertainties are shown, evaluated with tolerance ) = 1. Left: not including the direct-photon production ratio data
taken at 13 and 8 TeV. Right: not including inclusive jet data at 8 TeV.

13 TeV (left) or only the CC̄ data at 8 TeV (right). It is clear that the data at 8 TeV have the stronger impact
on the shape of the G6 PDF but both data sets contribute to a modest reduction in the uncertainties.

5.2.4 Impact of photon data and inclusive jet data

There is little impact from the addition of the direct-photon production ratio data apart from a marginal
softening of the high-G gluon distribution as shown in Figure 11 (left). However, it is notable that these
data can now be well fitted at NNLO in QCD, given that they have been excluded from PDF fits for the last
20 years because of poor fits to lower-energy data [59, 73]. There is minimal tension with other data sets.

The principal impact of the inclusive jet data is on the gluon PDF. The main e�ect is a considerable
decrease in high-G gluon uncertainties, with a mild hardening of the gluon PDF at high G, as shown in
Figure 11 (right). There is minimal tension with other data sets.

5.3 Model, theoretical and parameterisation uncertainties

Additional uncertainties a�ecting the PDFs are presented in this section. These are classified as either
model, theoretical or parameterisation uncertainties.

5.3.1 Model and theoretical uncertainties

Model uncertainties include e�ects due to variations of the heavy-quark masses input to the TRVFN
heavy-quark-mass scheme, the minimum &

2 cut on the HERA data and the value of the starting scale
for evolution. The minimum &

2 cut was varied in the range 7.5 < &
2
min < 12.5 GeV2 and the starting

31
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𝝌𝟐/dof = 43/47

Figure 5.2. The full set of NNLO NNPDF4.0 PDFs: the up, antiup, down, antidown, strange, antistrange, charm
and gluon PDFs at Q = 100 GeV, compared to NNPDF3.1. Results are normalized to the central NNPDF4.0 value.
Solid and dashed bands correspond to 68% c. l. and one-sigma uncertainties, respectively.
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https://link.springer.com/article/10.1140/epjc/s10052-022-10217-z
https://arxiv.org/abs/1901.10075
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Ø Stringent test of the state-of-art pQCD

Ø Probe large rapidity/small parton
momentum fraction 𝑥 using forward 
electrons

Ø Unique full lepton phase space 
rapidity cross section with per-mille
total uncertainties to provide a 
gateway to a rich field of precise 
interpretations 0 0.5 1 1.5 2 2.5 3 3.5
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Ø 𝑑𝜎/𝑑𝑝$ à Transverse dynamics

Ø 𝑑𝜎/𝑑𝑦 à longitudinal dynamics (PDFs)

Ø Depends on 3 “boson production” 
variables (pT, y, m) and 2 angular decay 
variables (cos 𝜃 , 𝜙) 

Ø Decomposition of (cos 𝜃 , 𝜙) into 9 helicity 
cross sections à basis of spherical 
harmonics

 and rapidity at 8 TeVZ pT
ATLAS-CONF-2023-013

• : Transverse dynamics 


• : longitudinal dynamics (PDFs)


• Decomposition of  into 9 helicity cross 
sections         basis of spherical harmonics    

dσ/dpT

dσ/dy

(cos θ, ϕ)

4

• Likelihood  defined in 22528  bins

• Parameters of interests are 8 Ai + 1 cross section in  bins in 

total 176 bins 

(cos θ, ϕ, pT)
(pT, y)

• Measuring the angular coefficients 
corresponds to building a synthetic 
quantised representation of the 

kinematic space 
• Trade systematics for statistics 
• Fiducial cuts removed by analytic 

integration of  in the full phase 
space of decay leptons via measured Ai 
coefficients 

(cos θ, ϕ)

(cos θ, ϕ)
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Stefano Camarda 5

Measurement of the angular coefficients

Measuring the angular coefficients correspond to building a synthetic 
“quantized” representation of the (cosq,f) kinematic space

Very powerful: trade systematics for statistics

Very useful: provides analytic extrapolation of lepton cuts and 
enables a rich interpretation programme

Continous Quantized
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Continous Quantized

Stefano Camarda 5

Measurement of the angular coefficients

Measuring the angular coefficients correspond to building a synthetic 
“quantized” representation of the (cosq,f) kinematic space

Very powerful: trade systematics for statistics

Very useful: provides analytic extrapolation of lepton cuts and 
enables a rich interpretation programme

Continous Quantized

Ø Measuring the Ai à a 
quantized representation of 
the (cos 𝜃 , 𝜙) kinematic 
space

Ø Very powerful: trade 
systematics for statistics

Ø Very useful: provide 
analytic extrapolation of 
lepton cuts and enables a 
richer interpretation 
programme

Ø Likelihood defined in 22528 (cos 𝜃 , 𝜙, pT) bins

Ø PoI: 8 Ai + 1 cross section in 176 (pT, y) bins
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uncertainties smaller than PDF uncertainties 
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predictions (DYTurbo + ReneSANCe)

Ø Allow precise PDF interpretations with 
QCD scale uncertainties smaller than PDF 
uncertainties
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Ø Evaluate 𝜒1(𝛼!) with 𝛼! variations in 
LHAPDF
Ø Include experimental (𝛽#,%&') and PDF 

uncertainties (𝛽(,)*) in the 𝜒+(𝛼,)
definition

Ø For each value of 𝛼,, 𝛽(,)* terms explore 
the PDF space to find the best fit to Z pT
data

Ø aN3LO MSHT20 PDF set is used for            
the 𝛼, extraction

Ø Fit Z pT < 29 GeV region
Ø Non-perturbative form factor (affecting 

Z pT < 5 GeV) is added with 
unconstrained nuisance parameter

Ø 𝛼!(𝑚>) extracted by fitting the 2D (pT, y) 
cross section in full lepton phase space

Ø 𝝌𝟐/ndf = 82/72

scale `� , and evolved backward using the N3LO solution of the evolution equation. The number of active
flavours is set to five in all the coefficients entering the calculation, and in the evolution of the PDFs. The
charm and bottom PDFs are asymptotically switched off in the backward evolution when approaching their
corresponding thresholds.

The predicted cross sections depend on three unphysical scales: the renormalization scale `', the
factorization scale `� , and the resummation scale &, which parameterizes the arbitrariness in the
resummation procedure. The central value of the scales is set to the quadratic sum of <✓✓ and ?T.

The effect of initial-state radiation of photons on the transverse-momentum shape is estimated at leading
logarithmic accuracy with P�����8 [57] and the AZ tune of parton shower parameters [22], and applied as a
bin-by-bin multiplicative correction factor. Initial-state radiation of photons at next-to-leading logarithmic
accuracy [58] is used to validate the P�����8 predictions. Higher-order effects to the cross section
normalisation from QED initial-state radiation and from electroweak virtual corrections are considered at
next-to-leading order. These are directly computed using the code from Ref. [59], and are in agreement
with the results from other calculations benchmarked in the LHC EW working group. At the / pole, the
virtual effects decrease the predicted cross-sections by 0.8%, while the QED initial-state effects increase
them by 0.4%. These corrections are found to be independent of rapidity. Higher-order electroweak
corrections are expected to be very small at the /-boson pole, and neglected3.

The statistical analysis for the determination of Us(</ ) is performed with the xFitter framework [60].
The value of Us(</ ) is determined by minimising a j

2 function which includes both the experimental
uncertainties and the theoretical uncertainties arising from PDF variations:

j
2
(Vexp, Vth) =

#data’
8=1

⇣
f

exp
8 +

Õ
9 �

exp
8 9 V 9 ,exp � f

th
8 �

Õ
: �th

8:V:,th

⌘2

�2
8

+

’
9

V
2
9 ,exp +

’
:

V
2
:,th . (1)

The correlated experimental and theoretical uncertainties are included using the nuisance parameter vectors
Vexp and Vth, respectively. Their influence on the data and theory predictions is described by the �exp

8 9

and �th
8: matrices. The index 8 runs over all #data data points, whereas the indices 9 and : correspond

to the experimental and theoretical uncertainty nuisance parameters respectively. The measurements
and the uncorrelated experimental uncertainties are given by f

exp
8 and �8 , respectively, and the theory

predictions are f
th
8 . The matrices �exp

8 9 encode all the information of the experimental covariance matrix of
the measured double-differential cross sections as functions of transverse momentum and rapidity of the /

boson. The matrices �th
8: cover the nuisance parameters of the PDF Hessian uncertainties, and parameters

of the non-perturbative form factor, which are left free in the fit by adding unconstrained variations. The
dependence of PDFs on the value of Us(</ ) is accounted for by using corresponding Us-series of PDF
sets, which are provided for seven fixed values of Us(</ ) in the range 0.114 < Us(</ ) < 0.120. At each
value of Us(</ ), the PDF uncertainties are Hessian profiled and the j

2 function is minimised by solving a
system of linear equations, according to Eq. (1) [61], whereas the different values of j2 as a function of
Us(</ ) are minimised through a polynomial interpolation to determine Us(</ ).

3 The electroweak parameters are set according to the ⌧` scheme, in which the Fermi coupling constant ⌧F, the ,-boson
mass <, , and the /-boson mass </ are set to the input values ⌧F = 1.1663787 · 10�5 GeV�2, <, = 80.385 GeV,
</ = 91.1876 GeV [16], whereas the weak-mixing angle and the QED coupling are calculated at tree level.
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Figure 4: Ratios of double-differential measured cross sections as functions of transverse-momentum and rapidity
of the / boson to post-fit predictions. The blue band shows the PDF uncertainties of the predictions pulled and
constrained by the fit, the orange band show the quadratic sum of PDF and all other theoretical uncertainties. The
measured cross sections are corrected by the post-fit pull of the luminosity uncertainty, the vertical error bars show
the experimental uncertainties of the measurement. The dashed lines show post-fit predictions in which Us (</ ) is
varied by ±0.002 and all other parameters are kept fixed.
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measured cross sections are corrected by the post-fit pull of the luminosity uncertainty, the vertical error bars show
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varied by ±0.002 and all other parameters are kept fixed.
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Figure 3: Determination of Us (</ ) at various different orders in the QCD perturbative expansion, using the MSHT20
PDF set. The filled area represents missing higher order uncertainties estimated through scale variations, the vertical
error bars include experimental and PDF uncertainties.

Table 1: Summary of the uncertainties for the determination of Us (</ ).

Experimental uncertainty +0.00044 -0.00044
PDF uncertainty +0.00051 -0.00051

Scale variations uncertainties +0.00042 -0.00042
Matching to fixed order 0 -0.00008
Non-perturbative model +0.00012 -0.00020

Flavour model +0.00021 -0.00029
QED ISR +0.00014 -0.00014

N4LL approximation +0.00004 -0.00004

Total +0.00084 -0.00088

quoted uncertainty. The inclusion of NLO electroweak corrections yields a shift on Us(</ ) of +0.00006,
uncertainties related to missing electroweak higher orders are considered negligible.

Uncertainties related to the numerical approximation or the incomplete knowledge of some of the coefficients
required for N4LL accuracy of ?T-resummation are estimated to contribute at the level of ±0.00004, with
the largest contribution coming from the numerical approximation of the cusp anomalous dimension at
five loops [39], and from the incomplete knowledge of the hard-collinear contributions at four loops [42].
Uncertainties due to the numerical approximation of the four loop splitting functions are already included
in the MSHT20 PDF uncertainties.

A summary of the uncertainties in the determination of Us(</ ) is shown in Table 1.

The goodness of fit is assessed by computing the value of the j
2 function with the theory predictions
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PDF uncertainty +0.00051 -0.00051

Scale variations uncertainties +0.00042 -0.00042
Matching to fixed order 0 -0.00008
Non-perturbative model +0.00012 -0.00020
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quoted uncertainty. The inclusion of NLO electroweak corrections yields a shift on Us(</ ) of +0.00006,
uncertainties related to missing electroweak higher orders are considered negligible.

Uncertainties related to the numerical approximation or the incomplete knowledge of some of the coefficients
required for N4LL accuracy of ?T-resummation are estimated to contribute at the level of ±0.00004, with
the largest contribution coming from the numerical approximation of the cusp anomalous dimension at
five loops [39], and from the incomplete knowledge of the hard-collinear contributions at four loops [42].
Uncertainties due to the numerical approximation of the four loop splitting functions are already included
in the MSHT20 PDF uncertainties.

A summary of the uncertainties in the determination of Us(</ ) is shown in Table 1.

The goodness of fit is assessed by computing the value of the j
2 function with the theory predictions
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 jets and shapes-e+e 0.1171 ± 0.0031

Electroweak fit 0.1208 ± 0.0028
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Figure 5: Comparison of the determination of Us (</ ) from the /-boson transverse-momentum distribution with
other determinations at hadron colliders [17, 18, 20, 21], with the PDG category averages [3], with the lattice QCD
determination [10], and with the PDG world average.

determination with simultaneous determination of PDFs and strong-coupling constant. The measured
value of Us(</ ) = 0.11828+0.00084

�0.00088 is compatible with other determinations and with the world-average
value, as illustrated in Fig. 5.

Among experimental determinations, this is the most precise to date and the first based on N4LLa+N3LO
predictions in perturbative QCD. This result marks the start of a new era in precision studies of QCD with
the Drell-Yan process. The strong-coupling constant can be investigated with higher precision and in higher
energy regimes with future larger datasets.
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ATLAS CONF Note

ATLAS-CONF-2023-015
23rd March 2023

A precise determination of the strong-coupling

constant from the recoil of ` bosons with the ATLAS

experiment at
p
s = 8 TeV

The ATLAS Collaboration

The coupling constant of the strong force is determined from the transverse-momentum
distribution of / bosons produced in proton-proton collision at the LHC and recorded by
the ATLAS experiment. The /-boson cross sections are measured in the full phase space of
the decay leptons using 15 million electron and muon pairs, in dataset corresponding to an
integrated luminosity of 20.2 fb�1. The analysis is based on predictions evaluated at third
order in perturbative QCD, supplemented by the resummation of logarithmically-enhanced
contributions in the small transverse-momentum region of the lepton pairs. The determined
value of the strong coupling at the reference scale corresponding to the /-boson mass is
UB (</ ) = 0.11828+0.00084

�0.00088. This is the most precise experimental determination of UB (</ )

achieved so far.

© 2023 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.

Ø First 𝜶𝑺(𝒎𝒁) determination based on 
aN4LL+N3LO predictions

Ø 𝛼!(𝑚>) determined at lower orders à
good perturbative series convergence

Ø Most precise experimental determination 
of 𝛼!(𝑚>)

Ø As precise as the PDG and Lattice WA
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Combining HL-LHC and LHeC
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Figure 9.10: Impact of LHeC, HL-LHC and combined LHeC + HL-LHC pseudodata on the uncertain-
ties of the gluon-gluon, quark-gluon, quark-antiquark and quark-quark luminosities, with respect to the
PDF4LHC15 baseline set. In this comparison we display the relative reduction of the PDF uncertainty
in the luminosities compared to the baseline.

a clear and significant reduction in PDF uncertainties over a very wide range of x, improving6062

upon the constraints from the individual datasets in a non-negligible way.6063

9.5.2 Parton luminosities at the HL-LHC6064

In Fig. 9.10 we show the impact on the gluon-gluon, quark-gluon, quark-antiquark and quark-6065

quark partonic luminosities for a center-of-mass energy
p

s = 14 TeV. Some clear trends are6066

evident from this comparison, consistent with the results from the individual PDFs. We can6067

in particular observe that at low mass the LHeC places the dominant constraint, while at6068

intermediate masses the LHeC and HL-LHC constraints are comparable in size, and at high6069

mass the stronger constraint on the gluon-gluon and quark-gluon luminosities comes from the6070

HL-LHC, with the LHeC dominating for the quark-quark and quark-antiquark luminosities. As6071

in the case of the PDFs, for the partonic luminosities the combination of the HL-LHC and LHeC6072

constraints leads to a clear reduction in the PDF uncertainties in comparison to the individual6073

cases, by up to an order of magnitude over a wide range of invariant masses, MX , of the produced6074

final state.6075

In summary, these results demonstrate that while the HL-LHC alone is expected to have a size-6076

able impact on PDF constraints, the LHeC can improve our current precision on PDFs signifi-6077

cantly in comparison to this, in particular at low to intermediate x. Moreover, the combination6078

of both the LHeC and HL-LHC pseudodata leads to a significantly superior PDF error reduction6079

in comparison to the two facilities individually. Further details, including LHeC-only studies as6080

well as an investigation of the impact of the PDF baseline on the uncertainty projections, can6081

be found in Ref. [58].6082

222

EPJC 78 (2018) 11, 962

https://arxiv.org/pdf/1810.03639.pdf
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4

DIS: cleanest high-resolution microscope

opportunity for unprecedented increase in DIS 
kinematic reach; 

×1000 increase in lumi. cf. HERA

• QCD precision physics and discovery

• empowering the HL-LHC and FCC-hh

unique nuclear physics facility 
( N. Armesto, HI, Thurs 12:25 )

complementary Higgs programme
(U. Klein, HIGGS, Fri 15:00 )

electroweak and top 
(D. Britzger, TOP&EW, Fri 18:30 )

⨉15/120 extension in Q2,1/x reach vs HERA

physics with energy frontier DIS

4

opportunity for 

unprecedented 
increase in DIS 

kinematic reach; 
×1000 increase in lumi. 

cf. HERA

no higher twist, 
no nuclear corrections, 

free of symmetry 
assumptions, 

N3LO theory possible, 
…

precision pdfs up 
to x→1, 

and exploration of 
small x regime; 
plus extensive 

additional physics 
programme

⨉15/120 extension in Q2,1/x reach vs HERA

Physics	with	Energy	Frontier	DIS	

Raison(s)	d’etre	of	the	LHeC	
	
	
Cleanest	High	Resolution		
Microscope:	QCD	Discovery	
	
Empowering	the	LHC		
Search	Programme	
	
Transformation	of	LHC	into	
high	precision	Higgs	facility	
	
Discovery	(top,	H,	heavy	ν’s..)		
Beyond	the	Standard	Model	
	
A	Unique		
Nuclear	Physics	Facility	

Max	Klein	Kobe	17.4.18		 x
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Figure 1.1: Coverage of the kinematic plane in deep inelastic lepton-proton scattering by some initial
fixed target experiments, with electrons (SLAC) and muons (NMS, BCDMS), and by the ep colliders:
the EIC (green), HERA (yellow), the LHeC (blue) and the FCC-eh (brown). The low Q

2 region for the
colliders is here limited to about 0.2 GeV2, which is covered by the central detectors, roughly and perhaps
using low electron beam data. Electron taggers may extend this to even lower Q

2. The high Q
2 limit at

fixed x is given by the line of inelasticity y = 1. Approximate limitations of acceptance at medium x, low
Q

2 are illustrated using polar angle limits of ⌘ = � ln tan ✓/2 of 4, 5, 6 for the EIC, LHeC, and FCC-eh,
respectively. These lines are given by x = exp ⌘ ·

p
Q2/2Ep, and can be moved to larger x when Ep is

lowered below the nominal values.

.

o↵ers a unique potential to test the electroweak SM in the spacelike region with unprece-217

dented precision. The high ep cms energy leads to the copious production of top quarks,218

of about 2 · 106 single top and 5 · 104
tt̄ events. Top production could not be observed219

at HERA but will thus become a central theme of precision and discovery physics with220

the LHeC. In particular, the top momentum fraction, top couplings to the photon, the W221

boson and possible flavour changing neutral currents (FCNC) interactions can be studied222

in a uniquely clean environment (Chapter 5).223

• The LHeC extends the kinematic range in lepton-nucleus scattering by nearly four orders224

of magnitude. It thus will transform nuclear particle physics completely, by resolving the225

hitherto hidden parton dynamics and substructure in nuclei and clarifying the QCD base226

for the collective dynamics observed in QGP phenomena (Chapter 6).227

• The clean DIS final state in neutral and charged current scattering and the high integrated228

13

BSM

top

non-linear QCD

s,c,b

High x 
gluon

sin2ϴ

precision 
QCD, !s, 
PDFs 
(p,",IP…)

Higgs

( LHeC: ep in 2030s, several years concurrent HL-LHC operation, plus dedicated run, arXiv:1810.13022 )

x15/120 extension in Q2, 1/x reach wrt HERA

Ø DIS: cleanest high-
resolution microscope

Ø Opportunity for 
unprecedented increase 
in DIS kinematic reach

Ø x103 luminosity increase 
wrt HERA

Ø QCD precision physics 
and discovery

Ø ...+ Higgs, top EW, BSM

Ø Completely resolve all 
proton PDFs, sensitivity to 
x à 1, exploration of 
small-x regime, and 𝛼! at 
per-mille level

Ø Empowering the HL-LHC 
and FCC-hh
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Ø Uncertainty on the high-x dV largely reduced

Ø Reduction of the PDF error in the low-x region is visible – particularly 
remarkable for sea quarks

Sea
Quarks

Low log x ranges
for sea quarks

Fixed target -2..3
EIC -4
HERA             -5
LHeC              -6
FCC-eh           -7

Valence Quarks (ratio to CT18) DownUp

Large differences of 20%-30%

PDF4LHC follows NNPDF..

Uncertainties and central
values are both uncertain

Note the huge variety in
LHC data sets included and
in the uncertainty treatment 

LHeC with initial data set
of 10 or 50fb-1 (yellow)
to resolve that. 

Full LHeC data precise to %
Lumi important only for hi x

Note the fit only considers
NC and CC data, unlike LHC
Fits which take ”everything” .

Update of plots from CDR 2007.14491
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Impact of EIC on HERAPDF
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