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EXECUTIVE SUMMARY 3

The EIC is a new electron-ion collider to be built by 2035 at 
Brookhaven National Laboratory.  

Its main goal is to study the structure of nucleons and nuclei.
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https://www.eicug.org

Community Effort to Define EIC Detector

• ~400 authors / ~150 institutions / ~900 pages with strong international contributions!

• Review, community input, and editorial process completed:     
https://arxiv.org/abs/2103.05419

• Best reference guide for EIC detector requirements and technologies

arXiv:2103.05419

https://www.eicug.org
http://www.arxiv.org/abs/2103.05419
http://www.apple.com/uk


5

2023  |  VERSION 1.2

https://science.osti.gov/-/media/np/nsac/pdf/202310/NSAC-LRP-2023-v12.pdf

https://science.osti.gov/-/media/np/nsac/pdf/202310/NSAC-LRP-2023-v12.pdf


5

2023  |  VERSION 1.2

3 4

A NEW ERA OF DISCOVERY | THE 2023 LONG RANGE PLAN FOR NUCLEAR SCIENCE

• How do we use atomic nuclei to uncover physics 
beyond the Standard Model?

These questions are addressed by thousands of nu-
clear scientists working in experimental, theoretical, 
and computational investigations. Anchoring this 
world-leading program are the four national user fa-
cilities, each with unique capabilities for addressing 
our science questions: the Argonne Tandem Linac 
Accelerator System (ATLAS), CEBAF, FRIB, and the 
Relativistic Heavy Ion Collider (RHIC). A consor-
tium of 13 university-based accelerator laboratories, 
known collectively as the Association for Research 
at University Nuclear Accelerators (ARUNA) labora-
tories, provide additional capability for cutting-edge 
experiments while training the next-generation scien-
tists in the tools and techniques of nuclear science. 
Our work is done in small and large collaborations 
across the country, connecting theoretical and ex-
perimental researchers at universities and national 
laboratories in a dynamic and exciting enterprise 
that leads to scientific discovery. Our progress on 
these and other intriguing questions since the last 
Long Range Plan—and the many opportunities for 
the future—are covered in this plan. We describe 
some of the many technological and computational 
innovations that drive our field and lead to consider-
able benefits to society. Central to this work are the 
people: we highlight the process of training nuclear 
scientists and how they go on to contribute to our 
nation in many areas.

Our vision for the future builds on the ongoing, 
world-leading US program in nuclear science, 
which includes

• Unfolding the quark and gluon structure of visible 
matter and probing the Standard Model at the 12 
GeV CEBAF facility.

• Exploring the nature of quark–gluon matter and 
the spin structure of the nucleon at the RHIC 
facility and through leadership across the heavy 
ion program at the Large Hadron Collider (LHC).

• Making breakthroughs in our understanding 
of nuclei and their role in the cosmos through 
research at the nation’s low-energy user facilities, 
ATLAS, the newly constructed FRIB, the ARUNA 
laboratories, and key national laboratory 
facilities.

• Carrying out a targeted program of experiments, 
distributed across the United States, that 
reaches for physics beyond the Standard Model 
through rare process searches and precision 
measurements.

gin of visible matter in the universe and significantly 
advance accelerator technology as the first new par-
ticle collider to be constructed since the LHC. Neu-
trinoless double beta decay experiments have the 
potential to dramatically change our understanding 
of the physical laws governing the universe.

RECOMMENDATION 2 
As the highest priority for new experiment con-
struction, we recommend that the United States 
lead an international consortium that will under-
take a neutrinoless double beta decay campaign, 
featuring the expeditious construction of ton-scale 
experiments, using different isotopes and comple-
mentary techniques.

One of the most compelling mysteries in all of sci-
ence is how matter came to dominate over antimat-
ter in the universe. Neutrinoless double beta decay, a 
process that spontaneously creates matter, may hold 
the key to solving this puzzle. Observation of this rare 
nuclear process would unambiguously demonstrate 
that neutrinos are their own antiparticles and would 
reveal the origin and scale of neutrino mass. The nu-
cleus provides the only laboratory through which this 
fundamental physics can be addressed.

The importance of the physics being addressed 
by neutrinoless double beta decay has resulted in 
worldwide excitement and has catalyzed the inter-
national cooperation essential to carrying out a suc-
cessful campaign. An extraordinary discovery of this 
magnitude requires multiple experiments using dif-
ferent techniques for a select set of isotopes. Such 
measurements demand unprecedented sensitivity 
and present unique challenges. Since the 2015 Long 
Range Plan, the US-led CUPID, LEGEND, and nEXO 
international collaborations have made remarkable 
progress with three distinct technologies. An inde-
pendent portfolio review committee has deemed 
these experiments ready to proceed now.

Neutrinoless double beta decay is sensitive to new 
physics spanning very different scales and physical 
mechanisms. The identification of the underlying 
physics will pose a grand challenge and opportuni-
ty for theoretical research. An enhanced theoretical 
effort is an integral component of the campaign and 
is essential for understanding the underlying physics 
of any signal. 

RECOMMENDATION 3
We recommend the expeditious completion of the 
EIC as the highest priority for facility construction.
Protons and neutrons are composed of nearly mass-
less quarks and massless gluons, yet as the build-

• Explaining how data gathered in these endeavors 
are connected and consistent through theory 
and computation. Nuclear theory motivates, 
interprets, and contextualizes experiments, 
opening up fresh research vistas.

Here are the recommendations of the 2023 Long 
Range Plan.

RECOMMENDATION 1 

The highest priority of the nuclear science com-
munity is to capitalize on the extraordinary oppor-
tunities for scientific discovery made possible by 
the substantial and sustained investments of the 
United States. We must draw on the talents of all in 
the nation to achieve this goal.
This recommendation requires

• Increasing the research budget that advances 
the science program through support of 
theoretical and experimental research across the 
country, thereby expanding discovery potential, 
technological innovation, and workforce 
development to the benefit of society. 

• Continuing effective operation of the national 
user facilities ATLAS, CEBAF, and FRIB, and 
completing the RHIC science program, pushing 
the frontiers of human knowledge. 

• Raising the compensation of graduate 
researchers to levels commensurate with 
their cost of living—without contraction of the 
workforce—lowering barriers and expanding 
opportunities in STEM for all, and so boosting 
national competitiveness.

• Expanding policy and resources to ensure a 
safe and respectful environment for everyone, 
realizing the full potential of the US nuclear 
workforce. 

Nuclear science is an ecosystem in which facility 
operations and research at laboratories and universi-
ties by senior investigators, technical staff, postdocs, 
and students work together to drive progress on the 
forefront science questions discussed above and 
throughout this Long Range Plan. A healthy work-
force is central not only to these scientific goals but 
also to the nation’s security, technological innova-
tion, and prosperity. 

Next, we reaffirm the exceptionally high priority of 
the following two investments in new capabilities 
for nuclear physics. The Electron–Ion Collider (EIC), 
to be built in the United States, will elucidate the ori-

ing blocks of atomic nuclei they make up essentially 
all the visible mass in the universe. Their mass and 
other properties emerge from the strong interactions 
of their relativistic constituents in ways that remain 
deeply mysterious. The EIC, to be built in the United 
States, is a powerful discovery machine, a precision 
microscope capable of taking three-dimensional pic-
tures of nuclear matter at femtometer scales. These 
images will uncover how the characteristic proper-
ties of the proton, such as mass and spin, arise from 
the interactions between quarks and gluons, and how 
new phenomena and properties emerge in extremely 
dense gluonic, nuclear environments. 

The EIC will be a unique, large-scale, high-luminosity 
electron–hadron collider and the only collider to be 
built in the world in the next decade. It will be capable 
of colliding high-energy beams of polarized electrons 
with heavy ions, polarized protons, and polarized 
light ions. The EIC will be constructed on the current 
site of RHIC, led by a partnership between Brookhav-
en National Laboratory (BNL) and Jefferson Lab. The 
EIC was put forward as the highest priority for new 
facility construction in the 2015 Long Range Plan. 
Since then, the EIC was launched as a DOE project 
in 2019, and the conceptual design was approved in 
2021. Its expeditious completion remains the high-
est priority for facility construction for the nuclear 
physics community. 

The EIC facility design takes advantage of signif-
icant advances in accelerator and detector tech-
nologies, substantial investments in RHIC, and the 
unique expertise at BNL and Jefferson Lab, fulfilling 
the requirements of the 2018 National Academy of 
Sciences (NAS) report. The EIC’s compelling, unique 
scientific opportunities and cutting-edge technolo-
gies are attracting physicists worldwide, and interna-
tional engagement and contribution are important to 
the collider’s realization and the success of the EIC 
science. Together with ePIC, the general-purpose, 
large-acceptance EIC detector, the EIC will maintain 
US leadership at the frontiers of nuclear physics and 
accelerator science technology. Many applications 
in industry, medicine, and security use particle accel-
erator and detector technologies: leading-edge ac-
celerator and detector technology developments at 
EIC will have broad impact on these sectors.

To achieve the scientific goals of the EIC, a parallel 
investment in quantum chromodynamics (QCD) the-
ory is essential, as recognized in the 2018 NAS re-
port. Progress in theory and computing has already 
helped to drive and refine the physics program of the 
EIC. To maximize the scientific impact of the facility 
and to prepare for the precision expected at the EIC, 
theory must advance on multiple fronts, and new col-
laborative efforts are required.
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machine, a precision microscope 
capable of taking three-dimensional 
pictures of nuclear matter at 
femtometer scales. 
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a parallel investment in quantum chromo-
dynamics (QCD) theory is essential,.  

Progress in theory and computing has 
already helped to drive and refine the 
physics program of the EIC. 

To maximize the scientific impact of the 
facility and to prepare for the precision 
expected at the EIC, theory must advance 
on multiple fronts, and new collaborative 
efforts are required.  
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• wide energy range   GeV   s ∼ 29 − 140

100 to 1000 times  
the luminosity of HERA! 

In principle, in a couple of months 
can get the same statistics as HERA 
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• FAIR: 2.5 billion US dollars (source: Wikipedia)

• Einstein Telescope: 2 billion US dollars (source: Scientific American)

• James Webb Telescope: 10 billion US dollars (source: Wikipedia)

• FCC: 20 billion US dollars (source: Wikipedia)

1.7-2.8 billion US dollars (source: DOE)
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Collaboration
24 countries    
171 Institutions    
500+ members   

Possible second detector
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called quarks. There are six types of quark: up, 
down, strange, charm, bottom and top. The 
proton has a composition of up-up-down, 
while the neutron is up-down-down. 

Down quarks are slightly heavier than up 
quarks, but don’t expect that to explain the 
neutron’s sliver of extra mass: both quark 
masses are tiny. It’s hard to tell exactly how 
tiny, because quarks are never seen singly (see 
“Quark quirks”, right), but the up quark has a 
mass of something like 2 or 3 MeV, and the 
down quark maybe double that – just a tiny 
fraction of the total proton or neutron mass.

Like all fundamental particles, quarks 
acquire these masses through interactions 
with the sticky, all-pervasive Higgs field, the 
thing that makes the Higgs boson. But 
explaining the mass of matter made of 

multiple quarks clearly needs something else.
The answer comes by scaling the sheer 

cliff face that is quantum chromodynamics, 
or QCD. Just as particles have an electrical 
charge that determines their response to the 
electromagnetic force, quarks carry one of 
three “colour charges” that explain their 
interactions via another fundamental force, the 
strong nuclear force. QCD is the theory behind 
the strong force, and it is devilishly complex.

Electrically charged particles can bind 
together by exchanging massless photons. 
Similarly, colour-charged quarks bind 
together to form matter such as protons and 
neutrons by exchanging particles known as 
gluons. Although gluons have no mass, they 
do have energy. What’s more, thanks to 
Einstein’s famous E = mc2, that energy can be 

converted into a froth of quarks (and their 
antimatter equivalents) beyond the three 
normally said to reside in a proton or neutron. 
According to the uncertainty principle of 
quantum physics, these extra particles are 
constantly popping up and disappearing 
again (see diagram, left).

To try and make sense of this quantum 
froth, over the past four decades particle 
theorists have invented and refined a 
technique known as lattice QCD. In much the 
same way that meteorologists and climate 
scientists attempt to simulate the swirling 
complexities of Earth’s atmosphere by 
reducing it to a three-dimensional grid of 
points spaced kilometres apart, lattice QCD 
reduces a nucleon’s interior to a lattice of 
points in a simulated space-time tens of 
femtometres across. Quarks sit at the vertices 
of this lattice, while gluons propagate along 
the edges. By summing up the interactions 
along all these edges, and seeing how they 
evolve step-wise in time, you begin to build up 
a picture of how the nucleon works as a whole.

Trouble is, even with a modest number of 
lattice points – say 100 by 100 by 100 
separated by one-tenth of a femtometre – 

that’s an awful lot of interactions, and lattice 
QCD simulations require a screaming amount 
of computing power. Complicating things  
still further, because quantum physics offers 
no certain outcomes, these simulations must  
be run thousands of times to arrive at an 
“average” answer. To work out where the 
proton and neutron masses come from,  
Fodor and his colleagues had to harness two 
IBM Blue Gene supercomputers and two suites 
of cluster-computing processors. 

The breakthrough came in 2008, when they 
finally arrived at a mass for both nucleons of 
936 MeV, give or take 25 MeV – pretty much  
on the nose (Science, vol 322, p 1224). This 
confirmed that the interaction energies of 
quarks and gluons make up the lion’s share of 
the mass of stuff as we know it. You might feel 
solid, but in fact you’re 99 per cent energy. 

But the calculations were nowhere near 
precise enough to pin down that all-important 
difference between the proton and neutron 
masses, which was still 40 times smaller than 
the uncertainty in the result. What’s more, the 
calculation suffered from a glaring omission: 
the effects of electrical charge, which is 
another source of energy, and therefore mass. 

Heart of the matter
A full explanation of where stuff gets its mass from is buried deep in the atomic nucleus

The protons and neutrons in the nucleus 
make up the vast bulk of matter’s mass

The masses of the three 
up and down quarks 

that make up the charge 
of protons and 

neutrons account 
for only a tiny fraction 

of their total mass

Most of a proton or neutron’s mass is contained in the interaction energies 
of a “sea” of quarks, antiquarks and the gluons that bind them
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“Explaining the 
mass of normal 

matter needs more 
than the Higgs 

boson”

1) How are partons with their spins distributed in space and momentum 
inside the nucleon, such that its properties emerge from their interactions?
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again (see diagram, left).

To try and make sense of this quantum 
froth, over the past four decades particle 
theorists have invented and refined a 
technique known as lattice QCD. In much the 
same way that meteorologists and climate 
scientists attempt to simulate the swirling 
complexities of Earth’s atmosphere by 
reducing it to a three-dimensional grid of 
points spaced kilometres apart, lattice QCD 
reduces a nucleon’s interior to a lattice of 
points in a simulated space-time tens of 
femtometres across. Quarks sit at the vertices 
of this lattice, while gluons propagate along 
the edges. By summing up the interactions 
along all these edges, and seeing how they 
evolve step-wise in time, you begin to build up 
a picture of how the nucleon works as a whole.

Trouble is, even with a modest number of 
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separated by one-tenth of a femtometre – 
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be run thousands of times to arrive at an 
“average” answer. To work out where the 
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Fodor and his colleagues had to harness two 
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The breakthrough came in 2008, when they 
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on the nose (Science, vol 322, p 1224). This 
confirmed that the interaction energies of 
quarks and gluons make up the lion’s share of 
the mass of stuff as we know it. You might feel 
solid, but in fact you’re 99 per cent energy. 

But the calculations were nowhere near 
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difference between the proton and neutron 
masses, which was still 40 times smaller than 
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called quarks. There are six types of quark: up, 
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proton has a composition of up-up-down, 
while the neutron is up-down-down. 
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quarks, but don’t expect that to explain the 
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down quark maybe double that – just a tiny 
fraction of the total proton or neutron mass.

Like all fundamental particles, quarks 
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thing that makes the Higgs boson. But 
explaining the mass of matter made of 

multiple quarks clearly needs something else.
The answer comes by scaling the sheer 

cliff face that is quantum chromodynamics, 
or QCD. Just as particles have an electrical 
charge that determines their response to the 
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interactions via another fundamental force, the 
strong nuclear force. QCD is the theory behind 
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Electrically charged particles can bind 
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Similarly, colour-charged quarks bind 
together to form matter such as protons and 
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do have energy. What’s more, thanks to 
Einstein’s famous E = mc2, that energy can be 

converted into a froth of quarks (and their 
antimatter equivalents) beyond the three 
normally said to reside in a proton or neutron. 
According to the uncertainty principle of 
quantum physics, these extra particles are 
constantly popping up and disappearing 
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called quarks. There are six types of quark: up, 
down, strange, charm, bottom and top. The 
proton has a composition of up-up-down, 
while the neutron is up-down-down. 

Down quarks are slightly heavier than up 
quarks, but don’t expect that to explain the 
neutron’s sliver of extra mass: both quark 
masses are tiny. It’s hard to tell exactly how 
tiny, because quarks are never seen singly (see 
“Quark quirks”, right), but the up quark has a 
mass of something like 2 or 3 MeV, and the 
down quark maybe double that – just a tiny 
fraction of the total proton or neutron mass.

Like all fundamental particles, quarks 
acquire these masses through interactions 
with the sticky, all-pervasive Higgs field, the 
thing that makes the Higgs boson. But 
explaining the mass of matter made of 

multiple quarks clearly needs something else.
The answer comes by scaling the sheer 

cliff face that is quantum chromodynamics, 
or QCD. Just as particles have an electrical 
charge that determines their response to the 
electromagnetic force, quarks carry one of 
three “colour charges” that explain their 
interactions via another fundamental force, the 
strong nuclear force. QCD is the theory behind 
the strong force, and it is devilishly complex.

Electrically charged particles can bind 
together by exchanging massless photons. 
Similarly, colour-charged quarks bind 
together to form matter such as protons and 
neutrons by exchanging particles known as 
gluons. Although gluons have no mass, they 
do have energy. What’s more, thanks to 
Einstein’s famous E = mc2, that energy can be 

converted into a froth of quarks (and their 
antimatter equivalents) beyond the three 
normally said to reside in a proton or neutron. 
According to the uncertainty principle of 
quantum physics, these extra particles are 
constantly popping up and disappearing 
again (see diagram, left).

To try and make sense of this quantum 
froth, over the past four decades particle 
theorists have invented and refined a 
technique known as lattice QCD. In much the 
same way that meteorologists and climate 
scientists attempt to simulate the swirling 
complexities of Earth’s atmosphere by 
reducing it to a three-dimensional grid of 
points spaced kilometres apart, lattice QCD 
reduces a nucleon’s interior to a lattice of 
points in a simulated space-time tens of 
femtometres across. Quarks sit at the vertices 
of this lattice, while gluons propagate along 
the edges. By summing up the interactions 
along all these edges, and seeing how they 
evolve step-wise in time, you begin to build up 
a picture of how the nucleon works as a whole.

Trouble is, even with a modest number of 
lattice points – say 100 by 100 by 100 
separated by one-tenth of a femtometre – 

that’s an awful lot of interactions, and lattice 
QCD simulations require a screaming amount 
of computing power. Complicating things  
still further, because quantum physics offers 
no certain outcomes, these simulations must  
be run thousands of times to arrive at an 
“average” answer. To work out where the 
proton and neutron masses come from,  
Fodor and his colleagues had to harness two 
IBM Blue Gene supercomputers and two suites 
of cluster-computing processors. 

The breakthrough came in 2008, when they 
finally arrived at a mass for both nucleons of 
936 MeV, give or take 25 MeV – pretty much  
on the nose (Science, vol 322, p 1224). This 
confirmed that the interaction energies of 
quarks and gluons make up the lion’s share of 
the mass of stuff as we know it. You might feel 
solid, but in fact you’re 99 per cent energy. 

But the calculations were nowhere near 
precise enough to pin down that all-important 
difference between the proton and neutron 
masses, which was still 40 times smaller than 
the uncertainty in the result. What’s more, the 
calculation suffered from a glaring omission: 
the effects of electrical charge, which is 
another source of energy, and therefore mass. 

Heart of the matter
A full explanation of where stuff gets its mass from is buried deep in the atomic nucleus

The protons and neutrons in the nucleus 
make up the vast bulk of matter’s mass

The masses of the three 
up and down quarks 

that make up the charge 
of protons and 

neutrons account 
for only a tiny fraction 

of their total mass

Most of a proton or neutron’s mass is contained in the interaction energies 
of a “sea” of quarks, antiquarks and the gluons that bind them

ATOM

ATOMIC NUCLEUS

938.3 MeV

2.3 MeV

Mass 0.5 MeV

4.8 MeV

939.6 MeV

U U
U

U U

d

d d
d

PROTON NEUTRON

GLUON

U

d

d

Electron

Up quark

Down quark

SEA QUARK
“Explaining the 
mass of normal 

matter needs more 
than the Higgs 

boson”

1) How are partons with their spins distributed in space and momentum 
inside the nucleon, such that its properties emerge from their interactions?

h

h

γ∗

γ∗

2) How do colored partons propagate and interact with nuclear medium 
such that eventually colorless hadrons emerge?

3

Motivation – the EIC science program

3) Does gluon density saturate at high energy, giving rise to a universal 
gluonic matter?

Nucleon “femtography”

Mechanisms of color confinement and nuclear binding



EIC SCIENCE CASE 19

38 | NewScientist | 6 June 2015

called quarks. There are six types of quark: up, 
down, strange, charm, bottom and top. The 
proton has a composition of up-up-down, 
while the neutron is up-down-down. 

Down quarks are slightly heavier than up 
quarks, but don’t expect that to explain the 
neutron’s sliver of extra mass: both quark 
masses are tiny. It’s hard to tell exactly how 
tiny, because quarks are never seen singly (see 
“Quark quirks”, right), but the up quark has a 
mass of something like 2 or 3 MeV, and the 
down quark maybe double that – just a tiny 
fraction of the total proton or neutron mass.

Like all fundamental particles, quarks 
acquire these masses through interactions 
with the sticky, all-pervasive Higgs field, the 
thing that makes the Higgs boson. But 
explaining the mass of matter made of 

multiple quarks clearly needs something else.
The answer comes by scaling the sheer 

cliff face that is quantum chromodynamics, 
or QCD. Just as particles have an electrical 
charge that determines their response to the 
electromagnetic force, quarks carry one of 
three “colour charges” that explain their 
interactions via another fundamental force, the 
strong nuclear force. QCD is the theory behind 
the strong force, and it is devilishly complex.

Electrically charged particles can bind 
together by exchanging massless photons. 
Similarly, colour-charged quarks bind 
together to form matter such as protons and 
neutrons by exchanging particles known as 
gluons. Although gluons have no mass, they 
do have energy. What’s more, thanks to 
Einstein’s famous E = mc2, that energy can be 

converted into a froth of quarks (and their 
antimatter equivalents) beyond the three 
normally said to reside in a proton or neutron. 
According to the uncertainty principle of 
quantum physics, these extra particles are 
constantly popping up and disappearing 
again (see diagram, left).

To try and make sense of this quantum 
froth, over the past four decades particle 
theorists have invented and refined a 
technique known as lattice QCD. In much the 
same way that meteorologists and climate 
scientists attempt to simulate the swirling 
complexities of Earth’s atmosphere by 
reducing it to a three-dimensional grid of 
points spaced kilometres apart, lattice QCD 
reduces a nucleon’s interior to a lattice of 
points in a simulated space-time tens of 
femtometres across. Quarks sit at the vertices 
of this lattice, while gluons propagate along 
the edges. By summing up the interactions 
along all these edges, and seeing how they 
evolve step-wise in time, you begin to build up 
a picture of how the nucleon works as a whole.

Trouble is, even with a modest number of 
lattice points – say 100 by 100 by 100 
separated by one-tenth of a femtometre – 

that’s an awful lot of interactions, and lattice 
QCD simulations require a screaming amount 
of computing power. Complicating things  
still further, because quantum physics offers 
no certain outcomes, these simulations must  
be run thousands of times to arrive at an 
“average” answer. To work out where the 
proton and neutron masses come from,  
Fodor and his colleagues had to harness two 
IBM Blue Gene supercomputers and two suites 
of cluster-computing processors. 

The breakthrough came in 2008, when they 
finally arrived at a mass for both nucleons of 
936 MeV, give or take 25 MeV – pretty much  
on the nose (Science, vol 322, p 1224). This 
confirmed that the interaction energies of 
quarks and gluons make up the lion’s share of 
the mass of stuff as we know it. You might feel 
solid, but in fact you’re 99 per cent energy. 

But the calculations were nowhere near 
precise enough to pin down that all-important 
difference between the proton and neutron 
masses, which was still 40 times smaller than 
the uncertainty in the result. What’s more, the 
calculation suffered from a glaring omission: 
the effects of electrical charge, which is 
another source of energy, and therefore mass. 
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QCD: the XJME!TJEF  of the Standard Model
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Standard collinear PDFs 
describe the distribution 
of partons in one 
dimension in momentum 
space.  
 
They are extracted 
through global fits

Accardi et al., arXiv:1603.08906
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FIG. 1: The u-valence, d-valence, gluon and sea quark (x⌃ = 2x(ū + c̄ + d̄ + s̄)) PDFs with their 1 �
uncertainty bands of ABM12 [2], HERAPDF2.0 [4] and JR14 (set JR14NNLO08VF) [5] at NNLO at the
scale Q2 = 4 GeV2; absolute results (left) and ratio with respect to ABM12 (right).
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FIG. 2: Same as Fig. 1 for the CT14 [3], MMHT14 [6] and NNPDF3.0 [7] PDF sets with their 1 �
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Figure 2.2: Representative kinematic coverage in the (x,Q2) plane of the DIS and proton-(anti)proton hard-
scattering measurements that are used as input in a typical fit of unpolarized PDFs, NNPDF3.1 [13]. Di↵erent
datasets have been clustered together into families of related processes. For hadronic cross-sections, leading
order kinematics is assumed to map each experimental bin to a pair of points in the (x,Q2) plane. Additional
precise data from SLAC and Je↵erson Lab exist also in the bottom right corner of the (x,Q2) plane, although
they were excluded from the NNPDF3.1 fit by the cut on the invariant mass of the final state W 2 < 12.5 GeV2

adopted there.

In Fig. 2.3 we present a snapshot of the current understanding of the proton structure in the global
PDF fitting framework. We compare the CT14, MMHT2014 and NNPDF3.1 NNLO PDF sets at
Q = 100 GeV, normalized to the central value of the last. From top to bottom and from left to right we
show the u, d̄ and s quark PDFs and the gluon PDF. The error bands indicate the 68%-confidence level
(CL) PDF uncertainties associated with each set, computed with the corresponding master formula.
We observe that di↵erences for the up quark PDF are small, at the few percent level, but greater
di↵erences are observed for the sea quarks, in particular in the medium and large-x region. For the
gluon there is reasonable agreement except in the large-x region, where NNPDF3.1 is softer than CT14
and MMHT14. Any other comparison plots between PDFs can be straightforwardly obtained using the
APFEL-Web online plotting interface [201].

In addition to these latest versions of the global PDF fits, there has recently been a significant
development of techniques aiming to construct combined PDF sets that are based on a small num-
ber of Hessian eigenvectors or MC replicas and thus are more e�cient to use in lengthy higher-order
computations or Monte Carlo simulations. In particular, the PDF4LHC15 PDF sets are based on
the combination of the CT14, MMHT14 and NNPDF3.1 NNLO PDF sets, subsequently reduced to
a small number of eigenvectors (replicas) using the META-PDF [182] and MC2H [183] (CMC [202])
compression algorithms. In this respect, Specialized Minimal PDF sets [203] (SM-PDFs) have also
been advocated, which are tailored to specific physical processes and are based on a minimal number
of Hessian eigenvectors.

The PDF4LHC15 NLO set [10] is displayed in Fig. 2.4 at µ2 = Q2 = 4 GeV2 and at µ2 = Q2 =
102 GeV2. Specifically, we show the uv = u � ū and dv = d � d̄ valence combinations, the ū, d̄, s and

25

PDFLattice White Paper, arXiv:1711.07916
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102 GeV2. Specifically, we show the uv = u � ū and dv = d � d̄ valence combinations, the ū, d̄, s and
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Figure 3.2: A comparison of the unpolarized PDF benchmark moments between the lattice QCD computations
and global fit determinations. Results are displayed both in terms of absolute values (left) and ratios to the
lattice values (right) at µ2 = 4 GeV2.

As is apparent from Table 3.7 and Fig. 3.2, there is a significant di↵erence in the uncertainties
between the lattice QCD and global fit results, with the latter always about one order of magnitude
smaller than the former. Moreover, even within their large uncertainties, the lattice-QCD results for
the first moments of the total up and strange quark and the gluon PDFs are not compatible with their
global-fit counterparts. In the case of quarks, the discrepancy is below 2� (in units of the lattice-QCD
uncertainty), while in the case of the gluon the discrepancy is slightly larger than 3�.

On the lattice-QCD side, we note that in the flavor-singlet sector calculations neglected part of the
renormalization and computed some other parts only perturbatively. Most of the discrepancies between
lattice-QCD and global-fit results are observed in the flavor-singlet sector. Progress in taking into
account the renormalization properly could shift lattice-QCD results significantly, and reconcile them
with the global fits in the future. We also note that the momentum sum rule, Eq. (2.53), usually is not
imposed in lattice-QCD calculations. In the ETMC17 analysis [250], it turns out to be 1.071(93)(72),
see Table 3.1, if uncertainties are assumed to be uncorrelated. Although there is no evidence for a
violation of the momentum sum rule based on this result, one must be careful combining results from
di↵erent calculations to account for correlations and other sources of error. Also, note that the ETMC17
analysis is performed with Nf = 2 flavors, hence the strange quark should not participate in the sum
rule.

On the global-fit side, we note that the amount of experimental information that constrains the
total up-quark distribution is the largest among all distributions. Therefore, it seems unlikely that its
global-fit central value could vary significantly in the future, and become compatible with the current
lattice result. Conversely, the amount of experimental information that constrains the total strange
distribution in a global fit is less abundant and less accurate. A slight shift in its central value, towards
the current lattice-QCD results, might be observed in the future, as soon as new data sensitive to the
strange quark becomes available. Finally, in an attempt to reconcile the lattice-QCD and the global-fit
results of the first moment of the gluon PDF, one could assume a completely di↵erent behavior of the
gluon PDF below the HERA kinematic coverage, x ⇠ 10�5 (see Fig. 2.2). While such a kinematic region
remains completely unexplored, in general the contribution of this region to the moments is negligible
and thus unlikely to resolve the situation.
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FIG. 33: Final results for the unpolarized PDF (upper left), helicity PDF (upper right) and transversity PDF (lower), using
the largest momentum P3=10⇡/L (blue curve). The global fits of Refs. [112–114] (unpolarized) , Refs. [115–117] (helicity) ,
Refs. [118] (transversity) are shown for qualitative comparison.

The parameters of the ensembles are expected to satisfy certain criteria for the range of values of the pion mass,
the volume and the lattice spacing, to study uncertainties such as:

• Cuto↵ e↵ects: A reliable control of cuto↵ e↵ects requires at least three values of the lattice spacing smaller than 0.1
fm. Normally, cuto↵ e↵ects are found to be relatively small in lattice hadron structure calculations. In the quasi-PDF
computation, the nucleon is boosted to momenta for which P3 becomes significant in comparison to the inverse lattice
spacing and this may lead to increased cuto↵ e↵ects. We note that for our largest momentum, we have aP3=0.65
which is below the lattice cuto↵ (unlike Refs. [26, 28, 31] where the employed nucleon momenta are significantly above
the lattice cuto↵), and the continuum dispersion relation is still satisfied, as shown in Fig. 4. Still, it is unclear to
what extent the good quality of the dispersion relation translates into discretization e↵ects of the matrix elements
considered here.

• Finite volume e↵ects : Similarly to discretization e↵ects, finite volume e↵ects are also usually found to be rather
small in hadron structure observables. The situation with quasi-PDFs is likely to be somewhat more complicated,
since we use operators with Wilson lines of significant length. The volume behavior of such extended operators was
considered by Briceño et al. [109] within a model using current-current correlators in a scalar theory. Despite the
fact that the model is not directly applicable to our investigation, it does provide a warning that the suppression of
finite volume e↵ects for matrix elements of spatially extended operators may change from the standard exp(�m⇡L)
to (Lm

/|L� z|
n) exp(�mN (L� z)), where m and n are undetermined exponents, which may become dominating for

large z. Thus, finite volume e↵ects may turn out to be a significant source of systematics and their investigation is
crucial in the future.

• Systematic uncertainties in the determination of the renormalization functions : Uncertainties also arise in the
computation of renormalization functions due to the breaking of rotational invariance. We have partly improved our

Alexandrou, Cichy, Constantinou, Hadjiyiannakou, Jansen, Scapellato, Steffens, arXiv:1902.00587  
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Figure 9: 90% C.L. uncertainty estimates for the running integrals of the gluon helicity (left), quark helicity
(middle), and orbital angular momentum (right) distribution at Q2 = 10 GeV2 as a function of xmin. The gray-
shaded band denotes the DSSV08 [17] fit which includes primarily DIS data. The blue-shaded band is based on
the DSSV14 fit [18], which includes polarized p+p data from RHIC collected prior to 2012. The yellow-shaded
band is a projection, which accounts for the most recent RHIC data [19]. The region constrained by current data
lies to the right of the vertical dashed lines.

Q2, the spin of the proton can be written in terms
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rule [21]

1

2
=

1

2

Z 1

0
dx�⌃

�
x,Q2

�
+

Z 1

0
dx�g

�
x,Q2

�
+ L(Q2) , (2)

where 1
2�⌃(x,Q2) represents the quark helicity

contribution, and �g(x,Q2) represents the gluon
helicity contribution to the total spin of the pro-
ton. The respective orbital angular momenta of
quarks and gluons are represented by L(Q2) =P

q

⇥
Lq(Q2) + Lq̄(Q2)

⇤
+ Lg(Q2).

Figure 9 shows an extraction of the integrals of
the quark and gluon contributions in Eq. 2, run-
ning between x = xmin and x = 1 with their 90%
confidence level (C.L) uncertainties. The gray-
shaded band is the outcome of the DSSV08 [17]
analysis, which is almost exclusively based on
the existing DIS data. The blue-shaded band
shows the result of the DSSV14 [18] fit, which in-
cludes polarized p+p data from RHIC. The yellow-
shaded region shows the projected constraints on
the parton distributions once all RHIC data col-
lected through 2015 is included. In the plots, the
region to the right of the dashed vertical line is
constrained by current data. It is clear that preci-

sion data are needed to determine the parton con-
tribution to the proton’s spin, especially at low x.
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menta can be obtained by subtracting 1
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and �G(Q2) from the total spin of the proton, us-
ing the sum rule in Eq. 2. The right panel in Fig. 9
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tion g1(x,Q2) (solid line) and 90% C.L. estimates of its
uncertainties (dotted lines) as a function of the momen-
tum fraction x at Q2 = 10GeV2. Unlike in Fig. 2, the
alternative fits at 90% C.L. now include combined vari-
ations of quark and gluon helicity PDFs away from the
DSSV 2014 best fit [17] which lead to uncertainties at
least twice as large as for the variations just based on ∆g
shown in Fig. 2. We note that throughout our paper the
allowed ranges of variations at 90% C.L. are determined
for each of the shown results by the robust Lagrange
multiplier technique and dynamic tolerances for the ap-
propriate increase in the χ2 of the fit similar to what is
done in most of the recent PDF fits [24].
To illustrate once again the accuracy of future mea-

surements at an EIC, we also show here a few repre-
sentative projected data points taken from Fig. 2 in the
relevant Q2 regime around 10GeV2 for the three differ-
ent c.m.s. energies we consider. Clearly, measurements
of g1(x,Q2) at small x will dramatically reduce the un-
certainties in the quark helicity PDFs and, indirectly,
through the coupled QCD scale evolution of quarks and
gluons also in ∆g(x,Q2). At any given x, scaling viola-
tions for g1(x,Q2) will further constrain ∆g(x,Q2). As
was already shown in Fig. 2, they are numerically not
very pronounced for the optimum DSSV 2014 fit, which
can be also inferred from Fig. 3, where we show g1(x,Q2)
at Q2 = 1 and 100GeV2 in addition to our default scale
of 10GeV2. However, each of the alternative fits exhibits
a somewhat different Q2 dependence driven by the uncer-
tainties in the x shapes of the quark and gluon densities.
For x ! 0.01, the scale dependence of g1(x,Q2) in the
range from Q2 = 1 to 100GeV2 is typically larger than
the uncertainty on g1(x,Q2) from present data.

III. PRESENT STATUS OF ∆g AND IMPACT
OF PROJECTED RHIC AND EIC DATA

Before addressing the question of how precisely an EIC
will constrain the total gluon and quark polarizations in
the spin decomposition (2), and, indirectly, also the total
OAM L, it is important to first make a precise assessment
of how well these quantities are expected to be known by
the end of the current experimental programs, in partic-
ular, RHIC spin. This will set the best possible baseline
to judge on the impact a future EIC could have in the
field of QCD spin physics.
Different indicators and measures can be adopted to

quantify how well the gluon helicity density and the re-
sulting contribution ∆g(Q2) to the proton’s spin are con-
strained by data. The standard way to study uncertain-
ties as a function of the parton’s momentum fraction x
at a given Q2 in a global QCD fit to all available data
is certainly the most obvious possibility, however, it nei-
ther provides an immediate idea of the accuracy for the
phenomenologically interesting x-integral (1) that is the
focus of our study, nor does it indicate the relevance of
the different regions in x probed by the different experi-
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FIG. 4: [color online] The running integral of the gluon he-
licity distribution at Q2 = 10GeV2 as a function of xmin ac-
cording to the DSSV 2014 analysis [17] (solid line) and 90%
C.L. uncertainty estimates (shaded bands) based on global
QCD fits utilizing different sets of existing and projected pp
and EIC data (see text).

ments used in the fit.
Instead, we choose to present most of our results in

terms of the “running integral” of, for instance, the gluon
helicity density, defined analogously to Eq. (1) as

∆g(Q2, xmin) ≡
∫ 1

xmin

dx∆g(x,Q2) , (3)

which represents the share of the proton spin (2) from
gluons as a function of the lower integration limit xmin.
Its uncertainty takes into account the non-trivial corre-
lations between the different regions of x contributing to
(3). By varying xmin in (3), one can explore how low in x
– or, alternatively, how high in

√
s – one likely needs to go

with future experiments to reduce x → 0 extrapolation
uncertainties to a level small enough to make meaningful
statements about how gluons and quarks in the proton
make up its spin. To study the important question of
the convergence of (3) with xmin in more detail, we will
also compute the contributions to (3) from different bins
[xmin, xmax] in x in case of ∆g.
To estimate the impact of past, current, and future

data sets on ∆g and ∆Σ we proceed in steps. To this
end, we will present uncertainty estimates for various
running integrals by including different data sets one-
by-one into our global analysis framework. As we have
mentioned already, to demonstrate the impact an EIC
will have on∆g in the future, we should take into account
the experimental information that is expected to become
available soon from the RHIC spin program. Essentially,
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Q2, the spin of the proton can be written in terms
of its constituents using the Ja↵e–Manohar sum
rule [21]
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where 1
2�⌃(x,Q2) represents the quark helicity

contribution, and �g(x,Q2) represents the gluon
helicity contribution to the total spin of the pro-
ton. The respective orbital angular momenta of
quarks and gluons are represented by L(Q2) =P

q

⇥
Lq(Q2) + Lq̄(Q2)

⇤
+ Lg(Q2).

Figure 9 shows an extraction of the integrals of
the quark and gluon contributions in Eq. 2, run-
ning between x = xmin and x = 1 with their 90%
confidence level (C.L) uncertainties. The gray-
shaded band is the outcome of the DSSV08 [17]
analysis, which is almost exclusively based on
the existing DIS data. The blue-shaded band
shows the result of the DSSV14 [18] fit, which in-
cludes polarized p+p data from RHIC. The yellow-
shaded region shows the projected constraints on
the parton distributions once all RHIC data col-
lected through 2015 is included. In the plots, the
region to the right of the dashed vertical line is
constrained by current data. It is clear that preci-

sion data are needed to determine the parton con-
tribution to the proton’s spin, especially at low x.
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menta can be obtained by subtracting 1
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and �G(Q2) from the total spin of the proton, us-
ing the sum rule in Eq. 2. The right panel in Fig. 9
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quarks and gluons are represented by L(Q2) =P

q

⇥
Lq(Q2) + Lq̄(Q2)

⇤
+ Lg(Q2).

Figure 9 shows an extraction of the integrals of
the quark and gluon contributions in Eq. 2, run-
ning between x = xmin and x = 1 with their 90%
confidence level (C.L) uncertainties. The gray-
shaded band is the outcome of the DSSV08 [17]
analysis, which is almost exclusively based on
the existing DIS data. The blue-shaded band
shows the result of the DSSV14 [18] fit, which in-
cludes polarized p+p data from RHIC. The yellow-
shaded region shows the projected constraints on
the parton distributions once all RHIC data col-
lected through 2015 is included. In the plots, the
region to the right of the dashed vertical line is
constrained by current data. It is clear that preci-

sion data are needed to determine the parton con-
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tion g1(x,Q2) (solid line) and 90% C.L. estimates of its
uncertainties (dotted lines) as a function of the momen-
tum fraction x at Q2 = 10GeV2. Unlike in Fig. 2, the
alternative fits at 90% C.L. now include combined vari-
ations of quark and gluon helicity PDFs away from the
DSSV 2014 best fit [17] which lead to uncertainties at
least twice as large as for the variations just based on ∆g
shown in Fig. 2. We note that throughout our paper the
allowed ranges of variations at 90% C.L. are determined
for each of the shown results by the robust Lagrange
multiplier technique and dynamic tolerances for the ap-
propriate increase in the χ2 of the fit similar to what is
done in most of the recent PDF fits [24].
To illustrate once again the accuracy of future mea-

surements at an EIC, we also show here a few repre-
sentative projected data points taken from Fig. 2 in the
relevant Q2 regime around 10GeV2 for the three differ-
ent c.m.s. energies we consider. Clearly, measurements
of g1(x,Q2) at small x will dramatically reduce the un-
certainties in the quark helicity PDFs and, indirectly,
through the coupled QCD scale evolution of quarks and
gluons also in ∆g(x,Q2). At any given x, scaling viola-
tions for g1(x,Q2) will further constrain ∆g(x,Q2). As
was already shown in Fig. 2, they are numerically not
very pronounced for the optimum DSSV 2014 fit, which
can be also inferred from Fig. 3, where we show g1(x,Q2)
at Q2 = 1 and 100GeV2 in addition to our default scale
of 10GeV2. However, each of the alternative fits exhibits
a somewhat different Q2 dependence driven by the uncer-
tainties in the x shapes of the quark and gluon densities.
For x ! 0.01, the scale dependence of g1(x,Q2) in the
range from Q2 = 1 to 100GeV2 is typically larger than
the uncertainty on g1(x,Q2) from present data.

III. PRESENT STATUS OF ∆g AND IMPACT
OF PROJECTED RHIC AND EIC DATA

Before addressing the question of how precisely an EIC
will constrain the total gluon and quark polarizations in
the spin decomposition (2), and, indirectly, also the total
OAM L, it is important to first make a precise assessment
of how well these quantities are expected to be known by
the end of the current experimental programs, in partic-
ular, RHIC spin. This will set the best possible baseline
to judge on the impact a future EIC could have in the
field of QCD spin physics.
Different indicators and measures can be adopted to

quantify how well the gluon helicity density and the re-
sulting contribution ∆g(Q2) to the proton’s spin are con-
strained by data. The standard way to study uncertain-
ties as a function of the parton’s momentum fraction x
at a given Q2 in a global QCD fit to all available data
is certainly the most obvious possibility, however, it nei-
ther provides an immediate idea of the accuracy for the
phenomenologically interesting x-integral (1) that is the
focus of our study, nor does it indicate the relevance of
the different regions in x probed by the different experi-
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FIG. 4: [color online] The running integral of the gluon he-
licity distribution at Q2 = 10GeV2 as a function of xmin ac-
cording to the DSSV 2014 analysis [17] (solid line) and 90%
C.L. uncertainty estimates (shaded bands) based on global
QCD fits utilizing different sets of existing and projected pp
and EIC data (see text).

ments used in the fit.
Instead, we choose to present most of our results in

terms of the “running integral” of, for instance, the gluon
helicity density, defined analogously to Eq. (1) as

∆g(Q2, xmin) ≡
∫ 1

xmin

dx∆g(x,Q2) , (3)

which represents the share of the proton spin (2) from
gluons as a function of the lower integration limit xmin.
Its uncertainty takes into account the non-trivial corre-
lations between the different regions of x contributing to
(3). By varying xmin in (3), one can explore how low in x
– or, alternatively, how high in

√
s – one likely needs to go

with future experiments to reduce x → 0 extrapolation
uncertainties to a level small enough to make meaningful
statements about how gluons and quarks in the proton
make up its spin. To study the important question of
the convergence of (3) with xmin in more detail, we will
also compute the contributions to (3) from different bins
[xmin, xmax] in x in case of ∆g.
To estimate the impact of past, current, and future

data sets on ∆g and ∆Σ we proceed in steps. To this
end, we will present uncertainty estimates for various
running integrals by including different data sets one-
by-one into our global analysis framework. As we have
mentioned already, to demonstrate the impact an EIC
will have on∆g in the future, we should take into account
the experimental information that is expected to become
available soon from the RHIC spin program. Essentially,
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present data, in light cyan, and those that one would
expect from the projected EIC measurements. The diag-
onal lines represent the combinations of low and high x

contributions for which the resulting orbital angular mo-
mentum would be as large as the proton spin and parallel
to it, vanishing, or exactly opposite. The EIC data would
be able to discard at least one of these extreme scenarios,
and perhaps two of them.

B. Impact of Semi-Inclusive Deep Inelastic
Scattering Data

In the following we discuss the impact that the
EIC measurements of the semi-inclusive production of
charged pions and kaons in collisions between longitudi-
nally polarized electrons and protons will have in con-
straining helicity of quarks.

We restrict the analysis to transverse-momentum in-
tegrated final-state hadrons produced in the current-
fragmentation region. Even though the QCD frame-
work to describe transverse-momentumdependent final-
state hadron production is known at NLO accuracy [32]
as well as hadron production in the target fragmentation
region in terms of fracture functions [33, 34] in the un-
polarized case, the helicity dependent framework is still
in development.

As we have already shown in Sec. II B, that charged
pion and kaon SIDIS spin asymmetries have the potential
to pin down sea quark helicities, complementing inclusive
DIS measurements, that at least in the electromagnetic
case, are unable to disentangle quark and antiquark helic-
ities. Even though the NLO framework for longitudinally
polarized DIS processes mediated by weak vector bosons
is well known [31], it has not been explored yet, leav-

FIG. 12: The same as Fig.11, but in a common scale for com-
parison. The red curve represents the central values of the
truncated moments as a function of xmin, computed extrap-
olating the DSSV14 scenario.
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FIG. 13: Room left for potential orbital angular momentum
contributions to the proton spin according to present data
and future EIC measurements.

ing pion and kaon SIDIS as the main tools to probe sea
quark polarization as a function of the parton momen-
tum fraction. The EIC allows to extend the kinematical
reach of those measurements and improve dramatically
their precision.

In Fig. 14 we show the impact of the projected SIDIS
measurements on the sea quark helicity distributions.
The light cyan bands in the lefthand, center and right-
hand side panels represent the uncertainty estimates from
DSSV14 for �u, �d and �s, respectively at Q

2 = 10
GeV2. In the DSSV14 analysis, these distributions
are constrained by charged pion, kaon, and unidenti-
fied charged hadrons SIDIS data that reach down to
x = 5.2 10�3. In the case of strange quarks, the charge
conjugation symmetry assumption, �s = �s, together
with the hyperon semi-leptonic �-decay data on the full
moments, constrain further the helicity distribution. The
sky blue bands in Fig. 14 show the uncertainty estimated
by the Monte Carlo sampling variant of DSSV14 that in-
cludes also EIC inclusive DIS pseudodata at

p
s = 44.7

GeV. An inclusive DIS data set by itself would be unable
to constrain the sea-quark densities, however, combined
with the SIDIS data already present in the fit, improve
the determination in the region of overlap. This e↵ect is
milder for �u and �d, however in the case of the strange
quarks, the impact is much more noticeable, specially at
intermediate and large x. Remember that the charge con-
jugation symmetry assumption turns the strange quark
distribution e↵ectively into a �q + �q quantity for in-
clusive measurements. On the other hand, the increased
flexibility of the new replica set, bypass the hyperon de-
cay constraints at very small-x.

The results of reweighting the replicas with EIC SIDIS
pseudo-data at

p
s = 44.7 and

p
s = 141.4 GeV are

shown as royal blue and dark blue bands, respectively.
The reduction of the uncertainties driven by the inclu-
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FIG. 2: Comparison between theoretical predictions and data
from JLab 6 GeV PVDIS (solid points) and SLAC E122 (open
points) experiments as a function of Q2. Upper panel: elec-
tron e� asymmetry APV of Eq. (7). Central panel: rela-
tive difference with SM predictions for the E122 asymmetry.
Lower panel: same for the PVDIS asymmetry. Uncertainty
bands correspond to the 68% C.L.

CONCLUSIONS

In this paper, we explored the impact of violating QCD
parity invariance (strong P violation) on nucleon struc-
ture, focusing on inclusive DIS with longitudinally polar-
ized leptons and unpolarized targets. This leads to the
introduction of a new P-odd and CP-even PDF, denoted
as gPV

1 , that describes the difference in the probability
to find right-handed vs. left-handed quarks inside an
unpolarized proton. This function generates a new con-
tribution to the structure function F3 from pure photon
exchange.

We briefly discuss DIS with an unpolarized lepton
beam and a longitudinally polarized target, introducing
another function, denoted as fPV

1L , which is P-odd and
CP-odd, and is related to the proton electric dipole mo-
ment.

To estimate the size of gPV
1 , we perform a fit to existing

experimental data from HERA, SLAC, and JLab, which
are sensitive to PV effects. As a preliminary model,
we assume that the PV PDFs are proportional to their
parity-even counterparts and we fit the proportionality
constant, a. Our analysis shows that including strong
PV contributions improves the description of the data.
We obtain the value a = (�1.01 ± 0.66) · 10�4, which
indicates that there are more left-handed quarks than
right-handed ones in an unpolarized proton.

We emphasize that detecting strong P violation could
have implications beyond nucleon structure, potentially
shedding light on the matter-antimatter asymmetry in
the universe. We highlight the potential for future anal-
yses of experimental data from DIS processes with dif-
ferent lepton beam polarizations and charges, especially
from experiments like the 12 GeV program of Jefferson
Lab and the future Electron Ion Collider, which may con-
firm or constrain strong P violation.
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FIG. 2: Comparison between theoretical predictions and data
from JLab 6 GeV PVDIS (solid points) and SLAC E122 (open
points) experiments as a function of Q2. Upper panel: elec-
tron e� asymmetry APV of Eq. (7). Central panel: rela-
tive difference with SM predictions for the E122 asymmetry.
Lower panel: same for the PVDIS asymmetry. Uncertainty
bands correspond to the 68% C.L.

CONCLUSIONS

In this paper, we explored the impact of violating QCD
parity invariance (strong P violation) on nucleon struc-
ture, focusing on inclusive DIS with longitudinally polar-
ized leptons and unpolarized targets. This leads to the
introduction of a new P-odd and CP-even PDF, denoted
as gPV

1 , that describes the difference in the probability
to find right-handed vs. left-handed quarks inside an
unpolarized proton. This function generates a new con-
tribution to the structure function F3 from pure photon
exchange.

We briefly discuss DIS with an unpolarized lepton
beam and a longitudinally polarized target, introducing
another function, denoted as fPV

1L , which is P-odd and
CP-odd, and is related to the proton electric dipole mo-
ment.

To estimate the size of gPV
1 , we perform a fit to existing

experimental data from HERA, SLAC, and JLab, which
are sensitive to PV effects. As a preliminary model,
we assume that the PV PDFs are proportional to their
parity-even counterparts and we fit the proportionality
constant, a. Our analysis shows that including strong
PV contributions improves the description of the data.
We obtain the value a = (�1.01 ± 0.66) · 10�4, which
indicates that there are more left-handed quarks than
right-handed ones in an unpolarized proton.

We emphasize that detecting strong P violation could
have implications beyond nucleon structure, potentially
shedding light on the matter-antimatter asymmetry in
the universe. We highlight the potential for future anal-
yses of experimental data from DIS processes with dif-
ferent lepton beam polarizations and charges, especially
from experiments like the 12 GeV program of Jefferson
Lab and the future Electron Ion Collider, which may con-
firm or constrain strong P violation.
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points) experiments as a function of Q2. Upper panel: elec-
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Lower panel: same for the PVDIS asymmetry. Uncertainty
bands correspond to the 68% C.L.

CONCLUSIONS

In this paper, we explored the impact of violating QCD
parity invariance (strong P violation) on nucleon struc-
ture, focusing on inclusive DIS with longitudinally polar-
ized leptons and unpolarized targets. This leads to the
introduction of a new P-odd and CP-even PDF, denoted
as gPV

1 , that describes the difference in the probability
to find right-handed vs. left-handed quarks inside an
unpolarized proton. This function generates a new con-
tribution to the structure function F3 from pure photon
exchange.

We briefly discuss DIS with an unpolarized lepton
beam and a longitudinally polarized target, introducing
another function, denoted as fPV

1L , which is P-odd and
CP-odd, and is related to the proton electric dipole mo-
ment.

To estimate the size of gPV
1 , we perform a fit to existing

experimental data from HERA, SLAC, and JLab, which
are sensitive to PV effects. As a preliminary model,
we assume that the PV PDFs are proportional to their
parity-even counterparts and we fit the proportionality
constant, a. Our analysis shows that including strong
PV contributions improves the description of the data.
We obtain the value a = (�1.01 ± 0.66) · 10�4, which
indicates that there are more left-handed quarks than
right-handed ones in an unpolarized proton.

We emphasize that detecting strong P violation could
have implications beyond nucleon structure, potentially
shedding light on the matter-antimatter asymmetry in
the universe. We highlight the potential for future anal-
yses of experimental data from DIS processes with dif-
ferent lepton beam polarizations and charges, especially
from experiments like the 12 GeV program of Jefferson
Lab and the future Electron Ion Collider, which may con-
firm or constrain strong P violation.
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CONCLUSIONS

In this paper, we explored the impact of violating QCD
parity invariance (strong P violation) on nucleon struc-
ture, focusing on inclusive DIS with longitudinally polar-
ized leptons and unpolarized targets. This leads to the
introduction of a new P-odd and CP-even PDF, denoted
as gPV

1 , that describes the difference in the probability
to find right-handed vs. left-handed quarks inside an
unpolarized proton. This function generates a new con-
tribution to the structure function F3 from pure photon
exchange.

We briefly discuss DIS with an unpolarized lepton
beam and a longitudinally polarized target, introducing
another function, denoted as fPV

1L , which is P-odd and
CP-odd, and is related to the proton electric dipole mo-
ment.

To estimate the size of gPV
1 , we perform a fit to existing

experimental data from HERA, SLAC, and JLab, which
are sensitive to PV effects. As a preliminary model,
we assume that the PV PDFs are proportional to their
parity-even counterparts and we fit the proportionality
constant, a. Our analysis shows that including strong
PV contributions improves the description of the data.
We obtain the value a = (�1.01 ± 0.66) · 10�4, which
indicates that there are more left-handed quarks than
right-handed ones in an unpolarized proton.

We emphasize that detecting strong P violation could
have implications beyond nucleon structure, potentially
shedding light on the matter-antimatter asymmetry in
the universe. We highlight the potential for future anal-
yses of experimental data from DIS processes with dif-
ferent lepton beam polarizations and charges, especially
from experiments like the 12 GeV program of Jefferson
Lab and the future Electron Ion Collider, which may con-
firm or constrain strong P violation.

We gratefully acknowledge discussion with H. Spies-
berger and P. Souder. The work of X. Zheng is sup-
ported by the U.S. Department of Energy, Office of Sci-
ence, Office of Nuclear Physics under contract number
DE–SC0014434.

⇤ Electronic address: alessandro.bacchetta@unipv.it
ORCID: 0000-0002-8824-8355

† Electronic address: matteo.cerutti@pv.infn.it
ORCID: 0000-0001-7238-5657

‡ Electronic address: ludovico.manna01@ateneopv.it
ORCID: 0009-0003-7952-157X

§ Electronic address: marco.radici@pv.infn.it
ORCID: 0000-0002-4542-9797

¶ Electronic address: xiaochao@jlab.org
ORCID: 0000-0001-7300-2929

[1] I. Brivio and M. Trott, Phys. Rept. 793, 1 (2019).
[2] R. Boughezal, F. Petriello, and D. Wiegand, Phys. Rev.

D 104, 016005 (2021).
[3] A. S. Kronfeld et al. (USQCD) (2022), arXiv:2207.07641

[hep-lat].
[4] N. Blinov, N. Craig, M. J. Dolan, J. de Vries, P. Draper,

I. G. Garcia, B. Lillard, and J. Shelton, in Snowmass
2021 (2022), arXiv:2203.07218 [hep-ph].

[5] P. Anderson, D. Higinbotham, S. Mantry, and X. Zheng,
in 30th International Workshop on Deep-Inelastic Scat-
tering and Related Subjects (2023), arXiv:2306.00097
[hep-ph].

[6] M. Tanabashi et al. (Particle Data Group), Phys. Rev.
D 98, 030001 (2018).

[7] V. V. Flambaum, I. B. Khriplovich, and O. P. Sushkov,
Phys. Lett. B 146, 367 (1984).

[8] C. S. Wood, S. C. Bennett, D. Cho, B. P. Masterson,
J. L. Roberts, C. E. Tanner, and C. E. Wieman, Science
275, 1759 (1997).

[9] S.-L. Zhu, S. J. Puglia, B. R. Holstein, and M. J. Ramsey-
Musolf, Phys. Rev. D 62, 033008 (2000).

[10] R. D. Young, J. Roche, R. D. Carlini, and A. W. Thomas,
Phys. Rev. Lett. 97, 102002 (2006).

[11] R. Hasty et al. (SAMPLE), Science 290, 2117 (2000).
[12] D. Androić et al. (Qweak), Nature 557, 207 (2018).
[13] R. Ruiz et al. (2023), arXiv:2301.07715 [hep-ph].
[14] Z.-B. Kang and D. E. Kharzeev, Phys. Rev. Lett. 106,

042001 (2011).
[15] R. D. Ball, V. Bertone, S. Carrazza, L. Del Debbio,

S. Forte, A. Guffanti, N. P. Hartland, and J. Rojo
(NNPDF), Nucl. Phys. B 877, 290 (2013).

[16] V. Andreev et al. (H1), Eur. Phys. J. C 78, 777 (2018).
[17] D. Wang et al. (PVDIS), Nature 506, 67 (2014).

Standard Model prediction

Fit with the inclusion of a strong parity 
violating parton distribution function

APV asymmetry (with polarized leptons)

Bacchetta, Cerutti, Manna, Radici, Zheng, arxiv:2306.04704

Precise DIS data may expose  
signals of strong parity violation 

https://arxiv.org/abs/2306.04704


3-DIMENSIONAL MAPS



Transverse plane

↑

k+ = xP+
Longitudinal momentum

partons

Transverse momentum
~kT

<latexit sha1_base64="SymqdgxJNp0eGPz/5SbKlfxK0OM=">AAAGH3icnVRNb9MwGPYGgVEYbHDkYtEhcdhK0m0a0iQ0wYVj0boP1FSV47itqe1EtjPaWf4VXOHAr+GGuO7f4GQFLWlUEJZivX6e93k/HNtRyqjSvn+1snrrtnfn7tq9xv0H6w8fbWw+PlVJJjE5wQlL5HmEFGFUkBNNNSPnqSSIR4ycRZO3OX92QaSiiejqWUr6HI0EHVKMtIM+hBcEm4kddAcbTb/lFwMuGsHcaIL56Aw2PRDGCc44ERozpFQv8FPdN0hqihmxjTBTJEV4gkakl8ZDTabb8QVNlUCcqG1HFkbfFD1Y+NwhMRwm0n1CwwK9GcMgrtSMR86TIz1WVS4H67hepoev+oaKNNNE4OtEw4xBncB8Q2BMJcGazZyBsKSueojHSCKs3bY1QkE+4YRzJGITsqF1Exlqu14m5MgRko7G2pbrkhLNbKPsTKk11JYxYg2pQLHD4grm2jdhlLA434mEVVgtrXFlcNiVtkJFfJkwr36E3KKCK5ozbl5gptFHa6YD86aa6HJszeVgXA2krelWW06VLWbKElHiwihCshf0TQPOR8iV21Ji9nlmb4BoQqJk2ivO3VboRCZMx0johJtmYO2WXQiwU4qQe/3F5X+SFAEqHUmUNxRGdMRChsSIkSL7b0nbSUKJqMpzmZ3dVOcHKmPE+K2DfBG03WzDQ2jXb8adEF3EPfwX8XaREuZFSOdfFFH5KUK5q+x+oQsshbv/bUg4FNerHb+177vly1IJzrVOM/mj2duv0aR1mnR5nuM6zfFyTadO01muYXUatqCBDfdmBtUXctE4bbeC3Vb7/V7z6PX89VwDT8Ez8AIE4AAcgXegA04ABhx8Bl/AV++b99374f28dl1dmWuegNLwrn4Bi+cTMQ==</latexit>

Transverse-Momentum Distributions

3 dimensional (+ 2 scales)
f(x,~kT )

<latexit sha1_base64="INfJSLkuQcMBgWnAouVWc3j7ibg=">AAAGJHicnVRNb9MwGPYGhVEYbHDkYtEhDakrSbdpSJPQBBeORes+pKZUjuO0prYT2c5oZ/l/cIUDv4Yb4sCF34KTFbSkVUFYivX6ed7n/XBshymjSnvej5XVGzdrt26v3anfvbd+/8HG5sNTlWQSkxOcsESeh0gRRgU50VQzcp5KgnjIyFk4fp3zZxdEKpqIrp6mpM/RUNCYYqQd9C7enjSDC4LN2A66zwYbDa/lFQPOG/7MaIDZ6Aw2ayCIEpxxIjRmSKme76W6b5DUFDNi60GmSIrwGA1JL41iTSbN6IKmSiBOVNORhdE3RSMWPnVIBONEuk9oWKDXYxjElZry0HlypEeqyuXgIq6X6fhF31CRZpoIfJUozhjUCcx3BUZUEqzZ1BkIS+qqh3iEJMLa7V09EOQDTjhHIjIBi62bSKztepmQQ0dIOhxpW65LSjS19bIzpdZQW8aINaQCRQ6LKphr3wRhwqJ8JxJWYbW0xpXBYVfaChXyZcK8+iFyiwquaM64eY6ZhO+tmQzMq2qiy5E1l4NRNZC2plttOVW2mClLRIkLwhDJnt83dTgbAVduS4nZ55m9BqIxCZNJrzh3W4ETmSAdIaETbhq+tVt2LsBOKULu9ReX/0lSBKh0JFHeUBDSIQsYEkNGiuy/JW0nCSSiKs9ldnZTnR+ojBHjtQ7yhd92sw0OoV2/HndMdBH38F/EzSIlzIuQzr8oovJThHJX2f1CF1gKd//bkHAorlY7Xmvfc8vnpRKc6yLN+I9mb3+BJl2kSZfnOV6kOV6u6SzSdJZr2CINm9PAunsz/eoLOW+ctlv+bqv9dq9x9HL2eq6Bx+AJ2AY+OABH4A3ogBOAgQQfwSfwufal9rX2rfb9ynV1ZaZ5BEqj9vMXJXAUvg==</latexit>



QUESTIONS 51



QUESTIONS 51

How “wide” is the distribution?



QUESTIONS 51

How “wide” is the distribution?

How does it change with x?



QUESTIONS 51

How “wide” is the distribution?

How does it change with x?
Is there a difference between flavors?



QUESTIONS 51

How “wide” is the distribution?

What happens if we include spin?

How does it change with x?
Is there a difference between flavors?



TMDS IN SEMI-INCLUSIVE DIS (SIDIS) 52

hadron

photon

proton

quarkq

P

Ph

p

kk⊥

k⊥

PhT

P⊥

∼zk⊥

TMD Parton  
Fragmentation Functions

TMD Parton  
Distribution Functions

FUU,T (x, z,P
2
hT , Q

2)

= x
X

q

H
q
UU,T (Q

2, µ2)

Z
d2k? d2P? fa

1

�
x,k2

?;µ
2
�
Da!h

1

�
z,P 2

?;µ
2
�
�
�
zk? � P hT + P?

�

= x
X

a

H
q
UU,T (Q

2, µ2)

Z
dbT bTJ0(bT |P h?|)f̂

q
1

�
x, z2b2?;µ

2
�
D̂a!h

1

�
z, b2?;µ

2
�

<latexit sha1_base64="h9rqXCZCgENLY5CIMvyMu3u99Rs=">AAAJPHicrVbfj9tEEHYvFEIg0INHXlZc73SouTR2eyrSCVRBhSokRE7NtYeyibW2N8mS9Y9br0su2/3X+Af4C3jnDfHKM7MbXy920qNCWLK1OzPfN7OfPSMHGWe57PV+v7XTeOf2u+8132998GH7o4/v7H7yPE8LEdKzMOWpOA9ITjlL6JlkktPzTFASB5y+CObfGv+Ll1TkLE0G8jKjo5hMEzZhIZFg8nd3fkMIfeers7POQB8cLjrLDsJBrPraVzOEBxkVmR57HXQ69r5ALYxbB1+hBcJ5EfsXCMdEzkLC1VNdUozVhT6E2A6OC4PAHdRG9sIskSgae4Z9rn08GCtt3KWpv2ZCE98dExywKRRUxisM5N4JsrzI+Cz5E1+5kJRgmaKZtpBl5+oAWyFX5USUS4JWCKQAgsos6Gi1rUiA7l0bIcaStfdxkiZFHFCB8UF7H+GLgkQQ+VMphiU3YlxL+lrRVTn3riX8cRX+w9i7f1q6q3KTt5O7tS63CrQ/QAHc3/u9w9Xu1dr7tcW8Mi92RqSaaND9otR9CZoZwBuEt4Anepv8b0K1Knq1/n+9/Dt7vW7PXmhz4ZaLPae8+v7u7XMcpWER00SGnOT50O1lcqSIkCzkVLdwkdOMhHMypcMsmki66EQvWZYnJKZ5B5x2MVK2ETXaB0uEJqmAG+S31nUOReI8v4wDiDTHyOs+Y9zmGxZy8uVIsSQrJE3CVaJJwRHIbroaRUzQUPJLWJBQMKgehTMiSCih91s4ob+EaRyTJFKYTzQ86ETqdtUhpuAQbDqTulqXEORSt6rBjGnFdNVGtaI1UwS2qGaD40MrpTwySqS85pVCKygjRgOha64gvgloqp8S2NTsOTMeeG54FsHPWi189U090XKm1dKf1YmkVoP6kbNc2yfjaVLx4SAgYuiOVNmP0JFxDpJSdRwXes1I5jRIF0P73d3FAFI4m5FEprHac7W+qzcIjioMJupfQv5LEktQO5Eg5kCm1TjmJJlyarNfQTyAYEFYbnKpoweZNB9UwanqdR+ZjevBU+MTpNvrvHMqLe/J24A7NqWdKALibRG1l5Lk0MrwCoFYJND/HqIxSla7o173uAfb+5USIHQbZv4a8/B4CybbhsluzvNsG+bZzZj+Nkz/ZgzfhuEbGJjJ+yiGkZGaUQJQaHg0QOaPociRGb0oSaX9V6jyD4DaTuaa2dpMm8AsduuTd3Px3Ou6D7re6cO9x1+XU7npfOZ87hw6rvPIeew8dfrOmRM2vMZ5gzSC5q/NP5p/Nv9ahe7cKjGfOpWr+fc/Sg8eWg==</latexit>



TMD STRUCTURE 53

see, e.g.,  Collins, “Foundations of Perturbative QCD” (11) 
TMD collaboration, “TMD Handbook,” arXiv:2304.03302 
 

4

expressed as a convolution over the partonic transverse momenta of two TMD PDFs:
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In the above equation, HDY is the hard factor, which can be computed order by order in the strong coupling ↵s

and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
on the renormalization scale µ and the rapidity scale ⇣. The rapidity scales must obey the relation ⇣A⇣B = Q

4.
Throughout the paper, we will set µ2 = ⇣A = ⇣B = Q

2.
The following definition of the Fourier transform of the TMD PDFs has been used:4
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The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
values:

xA =
Qp
s
e
y
, xB =

Qp
s
e
�y

. (6)

The summation over a in Eq. (4) runs over the active quarks and antiquarks at the scale Q, and ca(Q2) are
the respective electroweak charges given by
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:

Oth
DY, 1(|qT |i,f , yi,f , Qi,f ) =

 
|qT |f
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d|qT |
ˆ yf

yi
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ˆ Qf
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, (10)

where the
�

symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html
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In the above equation, HDY is the hard factor, which can be computed order by order in the strong coupling ↵s

and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
on the renormalization scale µ and the rapidity scale ⇣. The rapidity scales must obey the relation ⇣A⇣B = Q
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The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:
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where the
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symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html

f̂a
1 (x, b

2
T ;µf , ⇣f ) = [C ⌦ f1](x, µb⇤) e

R µf
µb⇤

dµ
µ

�
�F��K ln

p
⇣f
µ

� ✓p
⇣f

µb⇤

◆Kresum+gK

f1NP (x, b
2
T ; ⇣f , Q0) ,

<latexit sha1_base64="cI6SJEVqAQSixdopizjqBZ+NHnM=">AAAHVHicnVRfb9s2EJfbJem0pWvWx70QS1PEm+NJboMWCFYUKzAMCDC4aNIWMG2BkiibM/WnJNU5Ifhl+mn2uj0M2HfZw460VsSymw4jIOp4v/vdHXlHxhVnUgXBX50bNz/Z2t659an/2ee7t7+4s/flS1nWIqHnSclL8TomknJW0HPFFKevK0FJHnP6Kp4/s/irt1RIVhZn6qKi45xMC5axhChQRXudEzwjSmcmCifkcNGLo7PJ4ATndZT18CVVJMq66P73/ugZ7iFcKpZTCVIWhWOwtnY6jr4xXYR9OtEIs0JF+r3aTJycGYQzQRKdwspYlbHeYjY9xFOS5yT6ER2hRjy1EC9gbkhYvhFKN8mYJd2Ru8i68a0Ijj5k22TirLoTfQrpiRwJKuvcoG+n0anxDzD2D+4j/KYmqY/c9nQIv5+HBjaJlmeCGq899DwKuoD2/OjOftAP3EDrQtgI+14zhtHelofTMqlzWqiEEylHYVCpsSZCsYRT4+Na0ookczKloyrNFF300reskgWBc+8B6ISxdoU36AA0KcpKAV+hkNNe9aFJLuVFHoNlTtRMtjGr3ISNapU9HmtWVLWiRbIMlNUcqRLZLkIpEzRR/AIEkggG2aNkRqACCnrNxwX9NSmhmEWqMc+gDJxmyuyuAmIKgGDTmTKreQlBLoy/asyY0cys6qjRtKVKQZe2dLB9jeOSp/YkSt5ClTDadcSZMC0ozq8j2uxdx7b0klkE5jVkEf9i9CLSP7QDXc6MvoxmbUfK6LP2litp3Mx4WaxgOI6JGIVj7aNm4FzCkVJ9DPflipLMaVwuRq7v7mEgaVzNSKHKXO+Hxtwzaw6OVjxYq4+Y/J8gzkFrR4LYDdmbyzEnxZRTF/1fysC+I4IwaWPpoweVsg1Vc6qD/iO7CAcwG3yCzO5Vv3OqnN+T/0LuuZDuvRFg75JoFaWQcJWhhOBYFHD/B4jmqFiujoL+cQDL71ZSANNNnPl7zsPjDZxqE6e6Ps6LTZwX13OGmzjD6zl8E4evcZB9M8P2C7kuvBz0wwf9wfOH+0+fNK/nLe8r72vv0Au9R95T7ydv6J17Sedd57fO750/tv/c/nvn5s7W0vRGp+Hc9VbGzu1/AFzqezo=</latexit>

http://www.arxiv.org/abs/2304.03302


TMD STRUCTURE 53

see, e.g.,  Collins, “Foundations of Perturbative QCD” (11) 
TMD collaboration, “TMD Handbook,” arXiv:2304.03302 
 

4

expressed as a convolution over the partonic transverse momenta of two TMD PDFs:

F
1
UU

�
xA, xB , |qT |, Q

�

= xA xB HDY(Q,µ)
X

a

ca(Q
2)

ˆ
d
2k?A d

2k?B f
a
1 (xA,k

2
?A;µ, ⇣A) f

ā
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In the above equation, HDY is the hard factor, which can be computed order by order in the strong coupling ↵s

and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
on the renormalization scale µ and the rapidity scale ⇣. The rapidity scales must obey the relation ⇣A⇣B = Q
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The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:
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where the
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symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html
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The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
values:
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The summation over a in Eq. (4) runs over the active quarks and antiquarks at the scale Q, and ca(Q2) are
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:

Oth
DY, 1(|qT |i,f , yi,f , Qi,f ) =

 
|qT |f

|qT |i

d|qT |
ˆ yf

yi

dy

ˆ Qf

Qi

dQ
d�

DY/Z

d|qT | dy dQ
, (10)

where the
�

symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html
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In the above equation, HDY is the hard factor, which can be computed order by order in the strong coupling ↵s

and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
on the renormalization scale µ and the rapidity scale ⇣. The rapidity scales must obey the relation ⇣A⇣B = Q
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The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
values:
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:
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where the
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symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html
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and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
on the renormalization scale µ and the rapidity scale ⇣. The rapidity scales must obey the relation ⇣A⇣B = Q
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The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
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The summation over a in Eq. (4) runs over the active quarks and antiquarks at the scale Q, and ca(Q2) are
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where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:
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where the
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symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html
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Accuracy SIDIS 
HERMES

SIDIS 
COMPASS

DY fixed 
target DY collider N of points χ2/Npoints

Pavia 2017 
arXiv:1703.10157 NLL ✔ ✔ ✔ ✔ 8059 1.55

SV 2019 
arXiv:1912.06532 N3LL− ✔ ✔ ✔ ✔ 1039 1.06

MAP22 
arXiv:2206.07598 N3LL− ✔ ✔ ✔ ✔ 2031 1.06
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FIG. 12: Graphical representation of the correlation matrix for the fitted parameters.
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FIG. 13: The TMD PDF of the up quark in a proton at µ =
p
⇣ = Q = 2 GeV (left panel) and 10 GeV (right panel) as

a function of the partonic transverse momentum |k?| for x = 0.001, 0.01 and 0.1. The uncertainty bands represent the
68% CL.

Fig. 3). Future data from the Electron-Ion Collider (EIC) are expected to play an important role in getting a
better description of the TMD PDFs at low x [107, 108].

In Fig. 14, we show the TMD FF for the up quark fragmenting into a ⇡
+ at µ =

p
⇣ = Q = 2 GeV (left

panel) and 10 GeV (right panel) as a function of the pion transverse momentum |P?| (with respect to the
fragmenting quark axis) for two di↵erent values of z = 0.3 and 0.6. As in the previous figure, the uncertainty
bands correspond to the 68% CL. In both left and right panels, an additional structure clearly emerges at
intermediate P?, especially at z = 0.3, which is induced by the weighted Gaussian in Eq. (39). Further
investigations on this topic are needed, and data from electron-positron annihilations would be valuable to
better explore these features.

We stress that the error bands displayed in Figs. 13-14 reflect the uncertainty on the fitted parameters (see
Eqs. (38)-(39)) that are determined by taking into account the uncertainty on the collinear PDFs and FFs as
discussed in Sec. III C. However, since the fits are performed using the central set of the collinear distributions,
all TMD replicas have the same integral in k? (i.e., their values at bT = 0 are the same). As a consequence,
the plots in Figs. 13-14 only partially account for the error of the collinear distributions.
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Fig. 3). Future data from the Electron-Ion Collider (EIC) are expected to play an important role in getting a
better description of the TMD PDFs at low x [107, 108].

In Fig. 14, we show the TMD FF for the up quark fragmenting into a ⇡
+ at µ =

p
⇣ = Q = 2 GeV (left

panel) and 10 GeV (right panel) as a function of the pion transverse momentum |P?| (with respect to the
fragmenting quark axis) for two di↵erent values of z = 0.3 and 0.6. As in the previous figure, the uncertainty
bands correspond to the 68% CL. In both left and right panels, an additional structure clearly emerges at
intermediate P?, especially at z = 0.3, which is induced by the weighted Gaussian in Eq. (39). Further
investigations on this topic are needed, and data from electron-positron annihilations would be valuable to
better explore these features.

We stress that the error bands displayed in Figs. 13-14 reflect the uncertainty on the fitted parameters (see
Eqs. (38)-(39)) that are determined by taking into account the uncertainty on the collinear PDFs and FFs as
discussed in Sec. III C. However, since the fits are performed using the central set of the collinear distributions,
all TMD replicas have the same integral in k? (i.e., their values at bT = 0 are the same). As a consequence,
the plots in Figs. 13-14 only partially account for the error of the collinear distributions.
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FIG. 14: The TMD FF for an up quark fragmenting into a ⇡
+ at µ =

p
⇣ = Q = 2 GeV (left panel) and 10 GeV (right

panel) as a function of the hadron transverse momentum |P?| for z = 0.3 and 0.6. The uncertainty bands represent the
68% CL.

1. Collins–Soper kernel

It is interesting to study the Collins–Soper kernel [6, 109] that drives the evolution of TMDs in terms of the
rapidity scale ⇣. Recent discussions of this crucial component of the TMD formalism have been presented in
Refs. [110, 111] and estimates based on lattice QCD have been proposed in Refs. [112–114].

The Collins–Soper kernel, as written in Eq. (36), is composed of two parts. The first part can be calculated
perturbatively at NkLL accuracy, and is computed at b⇤:

K(b⇤(|bT |), µ) =
k�1X

n=0

✓
↵s(µb⇤)

4⇡

◆n+1

K
(n,0) �

kX

n=0

�
(n)
K

ˆ µ

µb⇤

dµ
0

µ0

✓
↵s(µ0)

4⇡

◆n+1

, (58)

where K
(n,0) and �

(n)
K are coe�cients of the perturbative expansion (see, e.g., Ref. [34]). Note that the integral

on the r.h.s. is directly computed by means of numerical integration, thus providing a fully resummed result.
The second part, denoted as gK , cannot be computed in perturbation theory and is one of the results of our fit.
Only the full Collins–Soper kernel can be compared with other works.

In Fig. 15, we show the Collins–Soper kernel as a function of |bT | by conventionally keeping the scale µ fixed
at 2 GeV, for our present analysis (MAPTMD22, green band) and for four other analyses in the literature [5, 7,
20, 22]. The solid lines at low |bT | follow the perturbative result. For MAPTMD22, PV19 [7] and PV17 [5], they
correspond to setting bmin = 0 for sake of comparison with the other SV19 [22], SV17 [20] results. The slight
di↵erences between the curves are due to the di↵erent logarithmic accuracies of the perturbative calculations:
the PV17 analysis was performed at NLL, the SV17 analysis at N2LL, the PV19, SV19 and MAPTMD22 at
N3LL. The size of the bands around the solid lines corresponds to one standard deviation of the parameter g2
around its best-fit value. The b⇤ prescription modifies the curves starting from |bT | ⇡ 1 GeV�1. The behavior
at high |bT | is driven by gK and is di↵erent for the various analyses.

The dashed curves show the e↵ect of using our prescription bmin = 2e��E/µ ⇡ 1.123/µ in MAPTMD22, PV19
and PV17. This implies that at low |bT | the Collins–Soper kernel saturates to a finite value, as indicated by
the dashed lines. As the scale increases, this modification occurs at lower and lower values of |bT | and becomes
less relevant.

2. Average squared transverse momenta

The average squared transverse momenta hk2
?
i(x,Q), hP 2

?
i(z,Q) are calculated with the Bessel weighting

technique suggested in Refs. [115, 116].
In the case of the TMD PDF for a quark q in the proton at µ =

p
⇣ = Q, one has [115, 116]:

hk2
?
iq(x,Q) =

´
d
2k? k2

?
f
q
1 (x,k

2
?
, Q,Q

2)´
d2k? f

q
1 (x,k

2
?
, Q,Q2)

=
2M2

f̂
q (1)
1 (x, |bT |, Q,Q

2)

f̂
q
1 (x, |bT |, Q,Q2)

����
|bT |=0

, (59)

where the Fourier transform f̂
q
1 of the TMD PDF has been defined in Eq. (5) and the first Bessel moment of
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FIG. 14: The TMD FF for an up quark fragmenting into a ⇡
+ at µ =

p
⇣ = Q = 2 GeV (left panel) and 10 GeV (right

panel) as a function of the hadron transverse momentum |P?| for z = 0.3 and 0.6. The uncertainty bands represent the
68% CL.

1. Collins–Soper kernel

It is interesting to study the Collins–Soper kernel [6, 109] that drives the evolution of TMDs in terms of the
rapidity scale ⇣. Recent discussions of this crucial component of the TMD formalism have been presented in
Refs. [110, 111] and estimates based on lattice QCD have been proposed in Refs. [112–114].

The Collins–Soper kernel, as written in Eq. (36), is composed of two parts. The first part can be calculated
perturbatively at NkLL accuracy, and is computed at b⇤:
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where K
(n,0) and �
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K are coe�cients of the perturbative expansion (see, e.g., Ref. [34]). Note that the integral

on the r.h.s. is directly computed by means of numerical integration, thus providing a fully resummed result.
The second part, denoted as gK , cannot be computed in perturbation theory and is one of the results of our fit.
Only the full Collins–Soper kernel can be compared with other works.

In Fig. 15, we show the Collins–Soper kernel as a function of |bT | by conventionally keeping the scale µ fixed
at 2 GeV, for our present analysis (MAPTMD22, green band) and for four other analyses in the literature [5, 7,
20, 22]. The solid lines at low |bT | follow the perturbative result. For MAPTMD22, PV19 [7] and PV17 [5], they
correspond to setting bmin = 0 for sake of comparison with the other SV19 [22], SV17 [20] results. The slight
di↵erences between the curves are due to the di↵erent logarithmic accuracies of the perturbative calculations:
the PV17 analysis was performed at NLL, the SV17 analysis at N2LL, the PV19, SV19 and MAPTMD22 at
N3LL. The size of the bands around the solid lines corresponds to one standard deviation of the parameter g2
around its best-fit value. The b⇤ prescription modifies the curves starting from |bT | ⇡ 1 GeV�1. The behavior
at high |bT | is driven by gK and is di↵erent for the various analyses.

The dashed curves show the e↵ect of using our prescription bmin = 2e��E/µ ⇡ 1.123/µ in MAPTMD22, PV19
and PV17. This implies that at low |bT | the Collins–Soper kernel saturates to a finite value, as indicated by
the dashed lines. As the scale increases, this modification occurs at lower and lower values of |bT | and becomes
less relevant.

2. Average squared transverse momenta
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FIG. 2. Comparison of CS kernels extracted from differ-

ent combinations of the pseudo-data. The top plot shows all

possible (twelve) combinations of pseudo-data with different

kinematics, listed in the table I. The bottom plot show ex-

tractions made with different input collinear PDFs. The solid

lines are the central values. The shaded areas are the statis-

tical uncertainty. The oscillations at b ⇠ 4� 6GeV
�1

are due

to the finite bin size in the qT -space. The gray dashed line in

the lower plot shows the effect of incomplete cancellation of

parton’s momentum if PDFs in the comparing cross-section

are different (here, CT18 vs. CASCADE).

tions of CS kernel is shown in fig.3. The CASCADE
extraction lightly disagrees with the perturbative curve
(b < 1GeV�1), but in agreement with the SV19 [10] and
Pavia17 [7] for 1 < b < 3GeV�1.

The fit of the large-b part by a polynomial gives

D(b, µ) ⇠ [(0.069± 0.031)GeV]⇥ b, (11)

with a negligible quadratic part. We conclude that the
CASCADE suggests a linear asymptotic, which was also
used in the SV19 series of fits [9, 10, 37], and supported
by theoretical estimations [14, 38]

Conclusions. We have presented the method of di-
rect extraction of the CS kernel from the data, using the
proper combination of cross-sections with different kine-
matics. For explicitness, we considered the case of the
Drell-Yan process, but the method can be easily gener-
alized to other processes such as SIDIS, semi-inclusive
annihilation, Z/W-boson production, and their polarized
versions.
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FIG. 3. Comparison of the CS kernels obtained in different

approaches. CASCADE curve is obtained in this work. The

curves SV19, MAP22, Pavia19 and Pavia17 are obtained from

the fits of Drell-Yan and SIDIS data in refs. [39], [10], [11],

and [7], correspondingly. Dots represent the computations of

CS kernel on the lattice, with SVZES, ETMC/PKU, SVZ,

LPC20 and LPC22 corresponding to refs.[16], [40], [17], [41],

and [42].

The method is tested using the pseudo-data gener-
ated by the CASCADE event generator, and the corre-
sponding CS kernel is extracted. Amazingly, all expected
properties of the CS kernel (such as universality) are ob-
served in the CASCADE generator. This non-trivially
supports both the TMD factorization and the PB ap-
proaches and solves an old-stated problem of comparison
between non-perturbative distributions extracted within
these approaches [43, 44].

The procedure can be applied to the real experimental
data without modifications. In this case, the uncertain-
ties of extraction will be dominated by the statistical un-
certainties of measurements since many systematic uncer-
tainties cancel in the ratio. Thus the method is feasible
for modern and future experiments, such JLab [45, 46],
LHC [47], and EIC [48, 49]. They can be applied to al-
ready collected data after a rebinning. Importantly, the
procedure is model-independent and provides access to
the CS kernel based on the first principles.
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pQCD for Hadron Structure: Preparing for the EIC”,
project number 430824754
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The method is tested using the pseudo-data gener-
ated by the CASCADE event generator, and the corre-
sponding CS kernel is extracted. Amazingly, all expected
properties of the CS kernel (such as universality) are ob-
served in the CASCADE generator. This non-trivially
supports both the TMD factorization and the PB ap-
proaches and solves an old-stated problem of comparison
between non-perturbative distributions extracted within
these approaches [43, 44].

The procedure can be applied to the real experimental
data without modifications. In this case, the uncertain-
ties of extraction will be dominated by the statistical un-
certainties of measurements since many systematic uncer-
tainties cancel in the ratio. Thus the method is feasible
for modern and future experiments, such JLab [45, 46],
LHC [47], and EIC [48, 49]. They can be applied to al-
ready collected data after a rebinning. Importantly, the
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ated by the CASCADE event generator, and the corre-
sponding CS kernel is extracted. Amazingly, all expected
properties of the CS kernel (such as universality) are ob-
served in the CASCADE generator. This non-trivially
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proaches and solves an old-stated problem of comparison
between non-perturbative distributions extracted within
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The procedure can be applied to the real experimental
data without modifications. In this case, the uncertain-
ties of extraction will be dominated by the statistical un-
certainties of measurements since many systematic uncer-
tainties cancel in the ratio. Thus the method is feasible
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ready collected data after a rebinning. Importantly, the
procedure is model-independent and provides access to
the CS kernel based on the first principles.
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FIG. 2. Comparison of CS kernels extracted from differ-

ent combinations of the pseudo-data. The top plot shows all

possible (twelve) combinations of pseudo-data with different

kinematics, listed in the table I. The bottom plot show ex-

tractions made with different input collinear PDFs. The solid

lines are the central values. The shaded areas are the statis-

tical uncertainty. The oscillations at b ⇠ 4� 6GeV
�1

are due

to the finite bin size in the qT -space. The gray dashed line in

the lower plot shows the effect of incomplete cancellation of

parton’s momentum if PDFs in the comparing cross-section

are different (here, CT18 vs. CASCADE).

tions of CS kernel is shown in fig.3. The CASCADE
extraction lightly disagrees with the perturbative curve
(b < 1GeV�1), but in agreement with the SV19 [10] and
Pavia17 [7] for 1 < b < 3GeV�1.

The fit of the large-b part by a polynomial gives

D(b, µ) ⇠ [(0.069± 0.031)GeV]⇥ b, (11)

with a negligible quadratic part. We conclude that the
CASCADE suggests a linear asymptotic, which was also
used in the SV19 series of fits [9, 10, 37], and supported
by theoretical estimations [14, 38]

Conclusions. We have presented the method of di-
rect extraction of the CS kernel from the data, using the
proper combination of cross-sections with different kine-
matics. For explicitness, we considered the case of the
Drell-Yan process, but the method can be easily gener-
alized to other processes such as SIDIS, semi-inclusive
annihilation, Z/W-boson production, and their polarized
versions.
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FIG. 3. Comparison of the CS kernels obtained in different

approaches. CASCADE curve is obtained in this work. The

curves SV19, MAP22, Pavia19 and Pavia17 are obtained from

the fits of Drell-Yan and SIDIS data in refs. [39], [10], [11],

and [7], correspondingly. Dots represent the computations of

CS kernel on the lattice, with SVZES, ETMC/PKU, SVZ,

LPC20 and LPC22 corresponding to refs.[16], [40], [17], [41],

and [42].

The method is tested using the pseudo-data gener-
ated by the CASCADE event generator, and the corre-
sponding CS kernel is extracted. Amazingly, all expected
properties of the CS kernel (such as universality) are ob-
served in the CASCADE generator. This non-trivially
supports both the TMD factorization and the PB ap-
proaches and solves an old-stated problem of comparison
between non-perturbative distributions extracted within
these approaches [43, 44].

The procedure can be applied to the real experimental
data without modifications. In this case, the uncertain-
ties of extraction will be dominated by the statistical un-
certainties of measurements since many systematic uncer-
tainties cancel in the ratio. Thus the method is feasible
for modern and future experiments, such JLab [45, 46],
LHC [47], and EIC [48, 49]. They can be applied to al-
ready collected data after a rebinning. Importantly, the
procedure is model-independent and provides access to
the CS kernel based on the first principles.
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bT [fm] 0.12 0.24 0.36 0.48 0.60 0.72 0.84
“MS, uNNLL

q 0.12(12) -0.20(9) -0.43(11) -0.64(15) -0.80(15) -0.94(41) -1.24(68)

TABLE II. Quark Collins-Soper kernel “MS

q (bT , µ = 2 GeV) as a function of bT .

FIG. 13. CS kernel in bT space for di�erent choices of
Dirac structure � with uNNLL matching (top panel) and
for all computed accuracies of the matching correction
”“MS

q (bT , µ, x, P z
1 , P z

2 ) (bottom panel).

renormalization scheme.
While a complete quantification of systematic uncer-

tainties would require performing lattice QCD calcula-
tions at multiple lattice spacings and at larger boosts or
higher-order perturbative matching, the precision and
control over systematic uncertainties achieved in this
work is su�cient to preliminarily compare the CS kernel
determination with phenomenological parameterizations
of the kernel fit to experimental data. In Fig. 15 the
final determination is compared with the following pa-
rameterizations: Scimemi and Vladimirov (SV19) [51],
Bachetta et al. (Pavia19) [52], the MAP Collaboration
(MAPTMD22) [55], Moos et al. (ART23) [56], as well as
an older parameterization based on the work of Brock,
Landry, Nadolsky and Yuan (BLNY) [44] and employed
in recent code packages for resummation calculations rel-
evant to precision electroweak measurements [110, 111].
Within quantified uncertainties, the data agrees with all

FIG. 14. Imaginary part of the CS kernel estimator shown
for various accuracies of the perturbative matching correction
”“MS

q (bT , µ, x, P z
1 , P z

2 ).
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FIG. 15. CS kernel with uNNLL matching in bT space (green
squares) compared to phenomenological parameterizations of
experimental data in Refs. [44, 51, 52, 55, 56] labelled BLNY,
SV19, Pavia19, MAP22, and ART23, respectively, as well as
perturbative results from Refs. [108, 109] labelled N3LO.

models in the range 0.12 fm <
≥ bT

<
≥ 0.24 fm, with all

but BLNY for 0.24 fm <
≥ bT

<
≥ 0.6 fm, and with SV19,

MAPTMD22 and ART23 for bT
>
≥ 0.6 fm. Finally, for

bT Ø 0.6 fm, the results are consistent with a constant,
as suggested for the large-bT behavior in Ref. [112]. Dis-
cretization artifacts and power corrections, both enhanced
at small bT , will be studied in more detail in future work.
More refined comparisons would also take into account
the di�erences in the number of quark flavors and their
masses between the lattice QCD determination and the
global analyses, which lead to perturbative corrections
described in Ref. [113].
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SUPPLEMENTAL MATERIALS

Renormalization

In order to renormalize the bare quasi-TMD matrix
elements, the square root of Wilson loop

p
ZE and loga-

rithmic divergence factor ZO need to be computed.
The Wilson loop ZE(r = 2L+z, b?, a) is defined as the

vacuum expectation of a rectangular shaped space-like
gauge links with size r⇥b?. It is introduced to eliminate
the linear divergence form as e��m̄r, which comes from
the self-energy corrections of the gauge link [28, 34], as
well as the pinch-pole singularity, which comes from the
heavy quark e↵ective potential term e�V (b?)L from the
interactions between the two Wilson lines along the z
direction in the staple link [20]. In practice, the signal
to noise ratio of ZE(r, b?, a) grows fast and is hardly
available at large r and/or b?. To address this, we fit the
e↵ective energies of Wilson loop, which denote the QCD
static potentials, and then extrapolate them at large r
and/or b? area, as in Ref. [27]. Numerical results of
Wilson loop are shown in the upper panel of Fig. 6.

Besides, the logarithmic divergences factor ZO can be
extracted from the zero-momentum bare matrix elements
h̃0
� (z, b?, 0, a, L). In order to keep the renormalized ma-

trix elements consistent with perturbation theory, ZO

should be determined with the condition:

ZO(1/a, µ,�) = lim
L!1

h̃0
� (z, b?, 0, a, L)p

ZE (2L+ z, b?, a)h̃MS
� (z, b?, µ)

(12)

in a specific window where z ⌧ ⇤�1
QCD so that the

perturbation theory works well. Here the perturbation
results have been evolved from the intrinsic physical
scale 2e��E/

p
z2 + b2? to MS scale µ via renormalization

group equation [44]. To preserve a good convergence of
the perturbation theory before and after RG evolution,
we choose the region where b? = a, z = 0 or a. More
discussions about RG evolution can be found in the fol-
lowing section. The numerical value for ZO in this work
is taken as 1.0622(87), of which the uncertainty is negli-
gible compared with other systematic uncertainties.

LPC collaboration, arxiv:2211.02340
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FIG. 3: The x vs. Q
2 coverage spanned by the experimental data considered in this analysis (see also Tab. II and

Tab. III).

A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)
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using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
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Table 13 Results of the mW+ − mW− measurements in the electron
and muon decay channels, and of the combination. The table shows
the statistical uncertainties; the experimental uncertainties, divided into
muon-, electron-, recoil- and background-uncertainties; and the mod-

elling uncertainties, separately for QCD modelling including scale vari-
ations, parton shower and angular coefficients, electroweak corrections,
and PDFs. All uncertainties are given in MeV

Channel mW+ − mW−
[MeV]

Stat. Unc. Muon Unc. Elec. Unc. Recoil Unc. Bckg. Unc. QCD Unc. EW Unc. PDF Unc. Total Unc.

W → eν −29.7 17.5 0.0 4.9 0.9 5.4 0.5 0.0 24.1 30.7

W → µν −28.6 16.3 11.7 0.0 1.1 5.0 0.4 0.0 26.0 33.2

Combined −29.2 12.8 3.3 4.1 1.0 4.5 0.4 0.0 23.9 28.0

 [MeV]Wm
80250 80300 80350 80400 80450 80500

ALEPH

DELPHI

L3

OPAL

CDF

D0

+ATLAS W

−ATLAS W

±ATLAS W

ATLAS

Measurement
Stat. Uncertainty
Full Uncertainty

Fig. 28 The measured value of mW is compared to other published
results, including measurements from the LEP experiments ALEPH,
DELPHI, L3 and OPAL [25–28], and from the Tevatron collider exper-
iments CDF and D0 [22,23]. The vertical bands show the statistical
and total uncertainties of the ATLAS measurement, and the horizontal
bands and lines show the statistical and total uncertainties of the other
published results. Measured values of mW for positively and negatively
charged W bosons are also shown

In this process, uncertainties that are anti-correlated
betweenW+ andW− and largely cancel for themW measure-
ment become dominant when measuringmW+−mW− . On the
physics-modelling side, the fixed-order PDF uncertainty and
the parton shower PDF uncertainty give the largest contribu-
tions, while other sources of uncertainty only weakly depend
on charge and tend to cancel. Among the sources of uncer-
tainty related to lepton calibration, the track sagitta correc-
tion dominates in the muon channel, whereas several residual
uncertainties contribute in the electron channel. Most lep-
ton and recoil calibration uncertainties tend to cancel. Back-
ground systematic uncertainties contribute as the Z and mul-
tijet background fractions differ in the W+ and W− channels.
The dominant statistical uncertainties arise from the size of
the data and Monte Carlo signal samples, and of the control
samples used to derive the multijet background.

The mW+ − mW− measurement results are shown in
Table 13 for the electron and muon decay channels, and for
the combination. The electron channel measurement com-
bines six categories (pℓ

T and mT fits in three |ηℓ| bins), while

 [MeV]Wm
80320 80340 80360 80380 80400 80420

LEP Comb. 33 MeV±80376

Tevatron Comb. 16 MeV±80387

LEP+Tevatron 15 MeV±80385

ATLAS 19 MeV±80370

Electroweak Fit 8 MeV±80356

Wm
Stat. Uncertainty
Full Uncertainty

ATLAS

Fig. 29 The present measurement of mW is compared to the SM pre-
diction from the global electroweak fit [16] updated using recent mea-
surements of the top-quark and Higgs-boson masses, mt = 172.84 ±
0.70 GeV [122] and mH = 125.09 ± 0.24 GeV [123], and to the com-
bined values of mW measured at LEP [124] and at the Tevatron col-
lider [24]

the muon channel has four |ηℓ| bins and eight categories in
total. The fully combined result is

mW+ − mW− = −29.2 ± 12.8(stat.)

± 7.0(exp. syst.)

± 23.9(mod. syst.) MeV

= −29.2 ± 28.0 MeV,

where the first uncertainty is statistical, the second corre-
sponds to the experimental systematic uncertainty, and the
third to the physics-modelling systematic uncertainty.

12 Discussion and conclusions

This paper reports a measurement of the W -boson mass with
the ATLAS detector, obtained through template fits to the
kinematic properties of decay leptons in the electron and
muon decay channels. The measurement is based on proton–
proton collision data recorded in 2011 at a centre-of-mass
energy of

√
s = 7 TeV at the LHC, and corresponding to an

integrated luminosity of 4.6 fb−1. The measurement relies
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Table 13 Results of the mW+ − mW− measurements in the electron
and muon decay channels, and of the combination. The table shows
the statistical uncertainties; the experimental uncertainties, divided into
muon-, electron-, recoil- and background-uncertainties; and the mod-

elling uncertainties, separately for QCD modelling including scale vari-
ations, parton shower and angular coefficients, electroweak corrections,
and PDFs. All uncertainties are given in MeV

Channel mW+ − mW−
[MeV]

Stat. Unc. Muon Unc. Elec. Unc. Recoil Unc. Bckg. Unc. QCD Unc. EW Unc. PDF Unc. Total Unc.

W → eν −29.7 17.5 0.0 4.9 0.9 5.4 0.5 0.0 24.1 30.7

W → µν −28.6 16.3 11.7 0.0 1.1 5.0 0.4 0.0 26.0 33.2

Combined −29.2 12.8 3.3 4.1 1.0 4.5 0.4 0.0 23.9 28.0

 [MeV]Wm
80250 80300 80350 80400 80450 80500
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DELPHI
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−ATLAS W
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Fig. 28 The measured value of mW is compared to other published
results, including measurements from the LEP experiments ALEPH,
DELPHI, L3 and OPAL [25–28], and from the Tevatron collider exper-
iments CDF and D0 [22,23]. The vertical bands show the statistical
and total uncertainties of the ATLAS measurement, and the horizontal
bands and lines show the statistical and total uncertainties of the other
published results. Measured values of mW for positively and negatively
charged W bosons are also shown

In this process, uncertainties that are anti-correlated
betweenW+ andW− and largely cancel for themW measure-
ment become dominant when measuringmW+−mW− . On the
physics-modelling side, the fixed-order PDF uncertainty and
the parton shower PDF uncertainty give the largest contribu-
tions, while other sources of uncertainty only weakly depend
on charge and tend to cancel. Among the sources of uncer-
tainty related to lepton calibration, the track sagitta correc-
tion dominates in the muon channel, whereas several residual
uncertainties contribute in the electron channel. Most lep-
ton and recoil calibration uncertainties tend to cancel. Back-
ground systematic uncertainties contribute as the Z and mul-
tijet background fractions differ in the W+ and W− channels.
The dominant statistical uncertainties arise from the size of
the data and Monte Carlo signal samples, and of the control
samples used to derive the multijet background.

The mW+ − mW− measurement results are shown in
Table 13 for the electron and muon decay channels, and for
the combination. The electron channel measurement com-
bines six categories (pℓ

T and mT fits in three |ηℓ| bins), while

 [MeV]Wm
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LEP Comb. 33 MeV±80376

Tevatron Comb. 16 MeV±80387

LEP+Tevatron 15 MeV±80385

ATLAS 19 MeV±80370

Electroweak Fit 8 MeV±80356

Wm
Stat. Uncertainty
Full Uncertainty

ATLAS

Fig. 29 The present measurement of mW is compared to the SM pre-
diction from the global electroweak fit [16] updated using recent mea-
surements of the top-quark and Higgs-boson masses, mt = 172.84 ±
0.70 GeV [122] and mH = 125.09 ± 0.24 GeV [123], and to the com-
bined values of mW measured at LEP [124] and at the Tevatron col-
lider [24]

the muon channel has four |ηℓ| bins and eight categories in
total. The fully combined result is

mW+ − mW− = −29.2 ± 12.8(stat.)

± 7.0(exp. syst.)

± 23.9(mod. syst.) MeV

= −29.2 ± 28.0 MeV,

where the first uncertainty is statistical, the second corre-
sponds to the experimental systematic uncertainty, and the
third to the physics-modelling systematic uncertainty.

12 Discussion and conclusions

This paper reports a measurement of the W -boson mass with
the ATLAS detector, obtained through template fits to the
kinematic properties of decay leptons in the electron and
muon decay channels. The measurement is based on proton–
proton collision data recorded in 2011 at a centre-of-mass
energy of

√
s = 7 TeV at the LHC, and corresponding to an

integrated luminosity of 4.6 fb−1. The measurement relies
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Table 13 Results of the mW+ − mW− measurements in the electron
and muon decay channels, and of the combination. The table shows
the statistical uncertainties; the experimental uncertainties, divided into
muon-, electron-, recoil- and background-uncertainties; and the mod-

elling uncertainties, separately for QCD modelling including scale vari-
ations, parton shower and angular coefficients, electroweak corrections,
and PDFs. All uncertainties are given in MeV
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Stat. Unc. Muon Unc. Elec. Unc. Recoil Unc. Bckg. Unc. QCD Unc. EW Unc. PDF Unc. Total Unc.
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Fig. 28 The measured value of mW is compared to other published
results, including measurements from the LEP experiments ALEPH,
DELPHI, L3 and OPAL [25–28], and from the Tevatron collider exper-
iments CDF and D0 [22,23]. The vertical bands show the statistical
and total uncertainties of the ATLAS measurement, and the horizontal
bands and lines show the statistical and total uncertainties of the other
published results. Measured values of mW for positively and negatively
charged W bosons are also shown

In this process, uncertainties that are anti-correlated
betweenW+ andW− and largely cancel for themW measure-
ment become dominant when measuringmW+−mW− . On the
physics-modelling side, the fixed-order PDF uncertainty and
the parton shower PDF uncertainty give the largest contribu-
tions, while other sources of uncertainty only weakly depend
on charge and tend to cancel. Among the sources of uncer-
tainty related to lepton calibration, the track sagitta correc-
tion dominates in the muon channel, whereas several residual
uncertainties contribute in the electron channel. Most lep-
ton and recoil calibration uncertainties tend to cancel. Back-
ground systematic uncertainties contribute as the Z and mul-
tijet background fractions differ in the W+ and W− channels.
The dominant statistical uncertainties arise from the size of
the data and Monte Carlo signal samples, and of the control
samples used to derive the multijet background.

The mW+ − mW− measurement results are shown in
Table 13 for the electron and muon decay channels, and for
the combination. The electron channel measurement com-
bines six categories (pℓ
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= −29.2 ± 28.0 MeV,

where the first uncertainty is statistical, the second corre-
sponds to the experimental systematic uncertainty, and the
third to the physics-modelling systematic uncertainty.
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for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [39–42].

Template fit. Following the scheme introduced
in [26, 43], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as
before, using the MSTW2008 NLO PDF set [44], setting

central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [36, 38].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent set
for the nonperturbative parameters. Then, for each “Z-
equivalent” flavor-dependent set we generate pseudodata
with lower statistics (75 M events) for the same leptonic
observables with the fixed value MW = 80.385 GeV 2.
Finally, for each pseudodata set we compute the �2 of
the various templates and we identify the template with
minimum �2 in order to establish how large is the shift in
MW induced by a particular choice of flavor-dependent
nonperturbative parameters. The statistical uncertainty
of the template-fit procedure has been estimated by con-
sidering statistically equivalent those templates for which
��2 = (�2

� �2
min)  1. Consequently, we quote an

uncertainty of 4 MeV for each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.
2
The factor-of-10 reduction in statistics between templates and

pseudodata is justified by a sanity check performed analyzing the

�2
profile of di↵erent samples with the same inputs but di↵erent

statistics [26].
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for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
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fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [39–42].

Template fit. Following the scheme introduced
in [26, 43], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as
before, using the MSTW2008 NLO PDF set [44], setting

central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [36, 38].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent set
for the nonperturbative parameters. Then, for each “Z-
equivalent” flavor-dependent set we generate pseudodata
with lower statistics (75 M events) for the same leptonic
observables with the fixed value MW = 80.385 GeV 2.
Finally, for each pseudodata set we compute the �2 of
the various templates and we identify the template with
minimum �2 in order to establish how large is the shift in
MW induced by a particular choice of flavor-dependent
nonperturbative parameters. The statistical uncertainty
of the template-fit procedure has been estimated by con-
sidering statistically equivalent those templates for which
��2 = (�2

� �2
min)  1. Consequently, we quote an

uncertainty of 4 MeV for each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.
2
The factor-of-10 reduction in statistics between templates and

pseudodata is justified by a sanity check performed analyzing the

�2
profile of di↵erent samples with the same inputs but di↵erent

statistics [26].

narrow, medium, large 
narrow, large, narrow 
large, narrow, large 
large, medium, narrow 
medium, narrow, large
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for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [39–42].

Template fit. Following the scheme introduced
in [26, 43], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as
before, using the MSTW2008 NLO PDF set [44], setting

central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [36, 38].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent set
for the nonperturbative parameters. Then, for each “Z-
equivalent” flavor-dependent set we generate pseudodata
with lower statistics (75 M events) for the same leptonic
observables with the fixed value MW = 80.385 GeV 2.
Finally, for each pseudodata set we compute the �2 of
the various templates and we identify the template with
minimum �2 in order to establish how large is the shift in
MW induced by a particular choice of flavor-dependent
nonperturbative parameters. The statistical uncertainty
of the template-fit procedure has been estimated by con-
sidering statistically equivalent those templates for which
��2 = (�2

� �2
min)  1. Consequently, we quote an

uncertainty of 4 MeV for each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.
2
The factor-of-10 reduction in statistics between templates and

pseudodata is justified by a sanity check performed analyzing the

�2
profile of di↵erent samples with the same inputs but di↵erent

statistics [26].
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large, narrow, large 
large, medium, narrow 
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for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [39–42].

Template fit. Following the scheme introduced
in [26, 43], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as
before, using the MSTW2008 NLO PDF set [44], setting

central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [36, 38].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent set
for the nonperturbative parameters. Then, for each “Z-
equivalent” flavor-dependent set we generate pseudodata
with lower statistics (75 M events) for the same leptonic
observables with the fixed value MW = 80.385 GeV 2.
Finally, for each pseudodata set we compute the �2 of
the various templates and we identify the template with
minimum �2 in order to establish how large is the shift in
MW induced by a particular choice of flavor-dependent
nonperturbative parameters. The statistical uncertainty
of the template-fit procedure has been estimated by con-
sidering statistically equivalent those templates for which
��2 = (�2

� �2
min)  1. Consequently, we quote an

uncertainty of 4 MeV for each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.
2
The factor-of-10 reduction in statistics between templates and

pseudodata is justified by a sanity check performed analyzing the

�2
profile of di↵erent samples with the same inputs but di↵erent

statistics [26].

narrow, medium, large 
narrow, large, narrow 
large, narrow, large 
large, medium, narrow 
medium, narrow, large

• Take the “Z-equivalent” flavour-dependent 
parameter sets and compute low-statistics (135M) 
mT and pTl distributions

➡ these are our pseudodata

• Take the flavour-independent parameter set and 
compute high-statistics (750M) mT and pTl 
distributions for 30 different values of MW

➡  these are our templates

• perform the template fit procedure and 
compute the shifts induced by flavour effects

• transverse mass: zero or few MeV shifts, generally 
favouring lower values for W- (preferred by EW fit)

• lepton pt: quite important shifts (W+ set 3: 9 MeV, 
envelope: up to 15 MeV)

Impact on the determination of MW

NLL+LO QCD analysis obtained through a modified version of the 

DYRes code [Catani, deFlorian, Ferrera, Grazzini (2015)]


(LHC 7 TeV, ATLAS acceptance cuts)


Statistical uncertainty: 2.5 MeV 
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which is flavor independent (but, in principle, di↵erent
for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [40–43].

Template fit. Following the scheme introduced
in [26, 44], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as

before, using the MSTW2008 NLO PDF set [45], setting
central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [37, 39].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent
set for the nonperturbative parameters. Then, for
each “Z-equivalent” flavor-dependent set we generate
pseudodata with lower statistics (135 M events) for
the same leptonic observables with the fixed value
MW = 80.385 GeV. Finally, for each pseudodata set we
compute the �2 of the various templates and we identify
the template with minimum �2 in order to establish how
large is the shift in MW induced by a particular choice
of flavor-dependent nonperturbative parameters. The
statistical uncertainty of the template-fit procedure has
been estimated by considering statistically equivalent
those templates for which ��2 = (�2

� �2
min)  1.

Consequently, we quote an uncertainty of 2.5 MeV for
each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

As expected, the shifts induced by the analysis per-

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.

4

�MW+ �MW�

Set mT pT ` mT pT `

1 0 -1 -2 3
2 0 -6 -2 0
3 -1 9 -2 -4
4 0 0 -2 -4
5 0 4 -1 -3

TABLE II: Shifts in MW± (in MeV) induced by the cor-
responding sets of flavor-dependent intrinsic transverse mo-
menta outlined in Tab. I (Statistical uncertainty: 2.5 MeV).

formed on pT ` are generally larger than for the mT case,
since the latter is less sensitive to qWT -modelling e↵ects.

For set 3, the shift induced on MW+ by the pT ` analy-
sis is 9 MeV, its size is particularly large if compared to
the corresponding uncertainty quoted by ATLAS (3 MeV).
In general, taking also into account the statistical uncer-
tainty of our analysis, the absolute value of the shifts
induced when considering the pT ` observable could ex-
ceed 10 MeV. For MW� the shifts are less significant and
fall within a 2-� interval around zero.

In the kinematic conditions under consideration, W+

bosons are dominantly produced by a ud̄ partonic pro-
cess, with the u coming from the valence region. As
a consequence, we observe that sets characterized by a
larger value of the combination guv

NP + gds
NP (sets 3 and

5) lead to positive shifts in the value of MW+ , while sets
with a smaller value of guv

NP + gds
NP (set 2) lead to neg-

ative shifts. For W� the situation is less clear, because
the dominant partonic channel is ūd, with similar con-
tributions from the valence and sea components of the
d quark. It seems that sets with smaller values of the
sum of gus

NP + gdv
NP + gus

NP + gds
NP (sets 3, 4, 5) lead to to

negative shifts in the value of MW+ . Set 1 has a large
value of the of the sum of gus

NP + gdv
NP + gus

NP + gds
NP and

leads to a positive shift in MW+ . Set 2, however, violates
the expectations based on these simple arguments.

Di↵erent flavor-dependent sets may induce artificial
asymmetric shifts for MW+ and MW� in the flavor-
independent template fits. For instance, if MW� > MW+

(which corresponds to the ATLAS findings [23]) a template
fit to the pT ` observable based on sets 1 and 2 would
lead to di↵erent shifts �MW� > �MW+ such that
the di↵erence between the two masses is enhanced. In
this case, a fit with the corresponding flavor-dependent
nonperturbative contributions would lead to a reduction
of the mass gap. On the contrary, using sets 3-5 one
would obtain the opposite result.

Outlook and future developments.

In this work, we investigated the uncertainties on the
determination of MW at the LHC induced by a possi-
ble flavor dependence of the partonic intrinsic transverse
momentum. From these outcomes, we point out that a
“flavor-blind” data analysis may not be a su�ciently ac-

curate option, especially when a total uncertainty lower
than 10 MeV is expected for MW at the LHC [46].

Future data from flavor-sensitive processes such as
SIDIS (from the 12 GeV upgrade at Je↵erson Lab [47],
from the COMPASS collaboration [48], and from a future
Electron-Ion Collider with both proton and deuteron
beams [42, 43]) will shed new light on the flavor de-
composition of the unpolarized TMD PDF. These low-
energy SIDIS data involve also the study of the flavor
dependence in the fragmentation function (the unpolar-
ized TMD FF). Therefore, new data from semi-inclusive
e+e� annihilation will also be needed for the flavor de-
composition of the TMD FF [36].

All these data will improve our knowledge of the
partonic structure of hadrons, and may help in reducing
the uncertainties in precision measurements at high
energies.
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for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [39–42].

Template fit. Following the scheme introduced
in [26, 43], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as
before, using the MSTW2008 NLO PDF set [44], setting

central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [36, 38].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent set
for the nonperturbative parameters. Then, for each “Z-
equivalent” flavor-dependent set we generate pseudodata
with lower statistics (75 M events) for the same leptonic
observables with the fixed value MW = 80.385 GeV 2.
Finally, for each pseudodata set we compute the �2 of
the various templates and we identify the template with
minimum �2 in order to establish how large is the shift in
MW induced by a particular choice of flavor-dependent
nonperturbative parameters. The statistical uncertainty
of the template-fit procedure has been estimated by con-
sidering statistically equivalent those templates for which
��2 = (�2

� �2
min)  1. Consequently, we quote an

uncertainty of 4 MeV for each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.
2
The factor-of-10 reduction in statistics between templates and

pseudodata is justified by a sanity check performed analyzing the

�2
profile of di↵erent samples with the same inputs but di↵erent

statistics [26].
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large, narrow, large 
large, medium, narrow 
medium, narrow, large

• Take the “Z-equivalent” flavour-dependent 
parameter sets and compute low-statistics (135M) 
mT and pTl distributions

➡ these are our pseudodata

• Take the flavour-independent parameter set and 
compute high-statistics (750M) mT and pTl 
distributions for 30 different values of MW

➡  these are our templates

• perform the template fit procedure and 
compute the shifts induced by flavour effects

• transverse mass: zero or few MeV shifts, generally 
favouring lower values for W- (preferred by EW fit)

• lepton pt: quite important shifts (W+ set 3: 9 MeV, 
envelope: up to 15 MeV)
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which is flavor independent (but, in principle, di↵erent
for quarks and gluons), and ga is the genuine flavor-
dependent contribution. Information on gevo can be de-
duced from Ref. [13], where the TMD PDF was extracted
from the global fit of SIDIS, Drell-Yan and Z-production
data (gevo corresponds to g2/4 in Ref. [13]). At Q = MW

and Q0 = 1 GeV, we have gevo ln(Q2/Q2
0) ⇡ 0.3 GeV2.

In order to account for the uncertainties a↵ecting the de-
termination of gevo, we choose to consider the interval
[0.2, 0.6] GeV2 as a reasonable range and we vary ga in
Eq. (2) such that the gaNP values fall into this range.

Thus, we generate random widths in the allowed
range for the considered five flavors. We build 50 sets
of flavor-dependent parameters together with a flavor-
independent set where all the parameters are put equal
to the central value of the variation range, gaNP = 0.4
GeV2. Our analysis is performed by first selecting
“Z-equivalent” sets, and then making a template fit, as
detailed here below.

Selection of “Z-equivalent” sets. For proton-proton
collisions at

p
s = 7 TeV, we generate pseudodata for

the qT distribution of the Z boson (22 bins similar to
the ATLAS ones [23]) using the flavor-independent set in
the DYqT code at O(↵s) and NLL accuracy. We do the
same for proton-antiproton collisions at

p
s = 1.96 TeV

(72 bins similar to the CDF ones [22]). We assign to each
of the qT bins an uncertainty equal to the experimental
one. We compute the qT distribution in the same con-
ditions also for each of the 50 flavor-dependent sets. We
calculate the �2 between each of these 50 distributions
and the pseudodata generated by the flavor-independent
set. We retain only those flavor-dependent sets that
have a �2 < 80 on the “CDF-like” bins (�2/d.o.f. < 1.1)
and a �2 < 44 on the “ATLAS-like” bins (�2/d.o.f. < 2).
The first criterion selects 48 flavor-dependent sets out
of 50; only 30 sets out of 50 match the second one,
because the ATLAS data have smaller (experimental)
uncertainties. We keep those flavor-dependent sets that
fullfil both criteria. When considering all the bins, these
sets have a total �2 < 124 on the pseudodata (�2/d.o.f.
< 1.3). In practice, these selected flavor-dependent sets
are equivalent to the flavor-independent one (with which
the Z pseudodata are generated) at approximately
2� level. Not surprisingly, this result implies that
the Z boson data alone are not able to discriminate
between flavor-independent and flavor-dependent sets of
nonperturbative parameters. Data from flavor-sensitive
processes are needed, in particular from SIDIS [40–43].

Template fit. Following the scheme introduced
in [26, 44], we perform a template fit to estimate the
impact of our “Z-equivalent” flavor-dependent sets on
the determination of MW . We use the DYRes code at the
same accuracy (NLL at small transverse momentum and
O(↵s) at large transverse momentum) and kinematics as

before, using the MSTW2008 NLO PDF set [45], setting
central values for the renormalization, factorization and
resummation scales µR = µF = µres = MW , and
implementing ATLAS acceptance cuts on the final-state
leptons [23]. In DYRes, the singularity of the resummed
form factor at very large values of bT (bT & 1/⇤QCD) is
avoided by the usual b⇤ prescription [2]. Similarly, the
correct behavior at very low bT is enforced by modifying
the argument of the logarithmic terms as in Refs. [37, 39].
The form factor in Eq. (2) is usually interpreted as the
nonperturbative contribution to TMD resummation for
bT & 1/⇤QCD. We generate templates with very high
statistics (750 M events) for the mT , pT ` distributions1

with di↵erent MW masses in the range 80.370 GeV
 MW  80.400 GeV, using the flavor-independent
set for the nonperturbative parameters. Then, for
each “Z-equivalent” flavor-dependent set we generate
pseudodata with lower statistics (135 M events) for
the same leptonic observables with the fixed value
MW = 80.385 GeV. Finally, for each pseudodata set we
compute the �2 of the various templates and we identify
the template with minimum �2 in order to establish how
large is the shift in MW induced by a particular choice
of flavor-dependent nonperturbative parameters. The
statistical uncertainty of the template-fit procedure has
been estimated by considering statistically equivalent
those templates for which ��2 = (�2

� �2
min)  1.

Consequently, we quote an uncertainty of 2.5 MeV for
each of the obtained MW shifts.

Impact on the MW determination.

The outcome of our template fit is summarized in
Tabs. I and II for 5 representative sets out of the 30
“Z-equivalent” sets. The former table lists the values of
the gaNP parameter in Eq. (2) for each of the 5 considered
flavors a = uv, dv, us, ds, s = c = b = g. The latter table
shows the corresponding shifts induced in MW when ap-
plying our analysis to the mT , pT ` distributions for the
W+ and the W� production at the LHC (

p
s = 7 TeV).

Set uv dv us ds s
1 0.34 0.26 0.46 0.59 0.32
2 0.34 0.46 0.56 0.32 0.51
3 0.55 0.34 0.33 0.55 0.30
4 0.53 0.49 0.37 0.22 0.52
5 0.42 0.38 0.29 0.57 0.27

TABLE I: Values of the gaNP parameter in Eq. (2) for the
flavors a = uv, dv, us, ds, s = c = b = g. Units are GeV2.

As expected, the shifts induced by the analysis per-

1
Our analysis is performed on 30 bins in the interval [60, 90] GeV

for mT and on 20 bins in the interval [30, 50] GeV for pT `.

4

�MW+ �MW�

Set mT pT ` mT pT `

1 0 -1 -2 3
2 0 -6 -2 0
3 -1 9 -2 -4
4 0 0 -2 -4
5 0 4 -1 -3

TABLE II: Shifts in MW± (in MeV) induced by the cor-
responding sets of flavor-dependent intrinsic transverse mo-
menta outlined in Tab. I (Statistical uncertainty: 2.5 MeV).

formed on pT ` are generally larger than for the mT case,
since the latter is less sensitive to qWT -modelling e↵ects.

For set 3, the shift induced on MW+ by the pT ` analy-
sis is 9 MeV, its size is particularly large if compared to
the corresponding uncertainty quoted by ATLAS (3 MeV).
In general, taking also into account the statistical uncer-
tainty of our analysis, the absolute value of the shifts
induced when considering the pT ` observable could ex-
ceed 10 MeV. For MW� the shifts are less significant and
fall within a 2-� interval around zero.

In the kinematic conditions under consideration, W+

bosons are dominantly produced by a ud̄ partonic pro-
cess, with the u coming from the valence region. As
a consequence, we observe that sets characterized by a
larger value of the combination guv

NP + gds
NP (sets 3 and

5) lead to positive shifts in the value of MW+ , while sets
with a smaller value of guv

NP + gds
NP (set 2) lead to neg-

ative shifts. For W� the situation is less clear, because
the dominant partonic channel is ūd, with similar con-
tributions from the valence and sea components of the
d quark. It seems that sets with smaller values of the
sum of gus

NP + gdv
NP + gus

NP + gds
NP (sets 3, 4, 5) lead to to

negative shifts in the value of MW+ . Set 1 has a large
value of the of the sum of gus

NP + gdv
NP + gus

NP + gds
NP and

leads to a positive shift in MW+ . Set 2, however, violates
the expectations based on these simple arguments.

Di↵erent flavor-dependent sets may induce artificial
asymmetric shifts for MW+ and MW� in the flavor-
independent template fits. For instance, if MW� > MW+

(which corresponds to the ATLAS findings [23]) a template
fit to the pT ` observable based on sets 1 and 2 would
lead to di↵erent shifts �MW� > �MW+ such that
the di↵erence between the two masses is enhanced. In
this case, a fit with the corresponding flavor-dependent
nonperturbative contributions would lead to a reduction
of the mass gap. On the contrary, using sets 3-5 one
would obtain the opposite result.

Outlook and future developments.

In this work, we investigated the uncertainties on the
determination of MW at the LHC induced by a possi-
ble flavor dependence of the partonic intrinsic transverse
momentum. From these outcomes, we point out that a
“flavor-blind” data analysis may not be a su�ciently ac-

curate option, especially when a total uncertainty lower
than 10 MeV is expected for MW at the LHC [46].

Future data from flavor-sensitive processes such as
SIDIS (from the 12 GeV upgrade at Je↵erson Lab [47],
from the COMPASS collaboration [48], and from a future
Electron-Ion Collider with both proton and deuteron
beams [42, 43]) will shed new light on the flavor de-
composition of the unpolarized TMD PDF. These low-
energy SIDIS data involve also the study of the flavor
dependence in the fragmentation function (the unpolar-
ized TMD FF). Therefore, new data from semi-inclusive
e+e� annihilation will also be needed for the flavor de-
composition of the TMD FF [36].

All these data will improve our knowledge of the
partonic structure of hadrons, and may help in reducing
the uncertainties in precision measurements at high
energies.
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Figure 2: The density distribution ⇢a
p"

of an unpolarized quark with flavor a in a proton polarized along the +y direction and moving towards the

reader, as a function of (kx, ky) at Q2 = 4 GeV2. Left panels for the up quark, right panels for the down quark. Upper panels for results at x = 0.1,
lower panels at x = 0.01. For each panel, lower ancillary plots represent the 68% uncertainty band of the distribution at ky = 0 (where the e↵ect
of the distortion due to the Sivers function is maximal) while left ancillary plots at kx = 0 (where the distribution is the same as for an unpolarized
proton). Results in the contour plots and the solid lines in the projections correspond to replica 105.

towards the reader and is polarized along the +y direction. Since the up Sivers function is negative, the induced
distortion is positive along the +x direction for the up quark (left panels), and opposite for the down quark (right
panels).

At x = 0.1 the distortion due to the Sivers e↵ect is evident, since we are close to the maximum value of the
function shown in Fig. 1. The distortion is opposite for up and down quarks, reflecting the opposite sign of the
Sivers function. It is more pronounced for down quarks, because the Sivers function is larger and at the same time
the unpolarized TMD is smaller. At lower values of x, the distortion disappears. These plots suggest that a virtual
photon hitting a transversely polarized proton e↵ectively “sees” more up quarks to its right and more down quarks
to its left in momentum space. The peak positions are approximately (kx)max ⇡ 0.1 GeV for up quarks and �0.15
GeV for down quarks. To have a feeling of the order of magnitude of this distortion, we can estimate the expression
eq/(kx)max ⇡ 2⇥10�34C⇥m ⇡ 0.6⇥10�4 debye, which is about 3⇥10�5 times the electric dipole of a water molecule.

The existence of this distortion requires two ingredients. First of all, the wavefunction describing quarks inside the
proton must have a component with nonvanishing angular momentum. Secondly, e↵ects due to final state interactions
should be present [37], which in Feynman gauge can be described as the exchange of Coulomb gluons between the
quark and the rest of the proton [38]. In simplified models [39], it is possible to separate these two ingredients and
obtain an estimate of the angular momentum carried by each quark [40]. It turns out that up quarks give almost
50% contribution to the proton’s spin, while all other quarks and antiquarks give less than 10% [14]. We will leave
this model-dependent study to a future publication. A model-independent estimate of quark angular momentum
requires the determination of parton distributions that depend simultaneously on momentum and position [41, 42].
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Q= 2GeV
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towards the reader and is polarized along the +y direction. Since the up Sivers function is negative, the induced
distortion is positive along the +x direction for the up quark (left panels), and opposite for the down quark (right
panels).

At x = 0.1 the distortion due to the Sivers e↵ect is evident, since we are close to the maximum value of the
function shown in Fig. 1. The distortion is opposite for up and down quarks, reflecting the opposite sign of the
Sivers function. It is more pronounced for down quarks, because the Sivers function is larger and at the same time
the unpolarized TMD is smaller. At lower values of x, the distortion disappears. These plots suggest that a virtual
photon hitting a transversely polarized proton e↵ectively “sees” more up quarks to its right and more down quarks
to its left in momentum space. The peak positions are approximately (kx)max ⇡ 0.1 GeV for up quarks and �0.15
GeV for down quarks. To have a feeling of the order of magnitude of this distortion, we can estimate the expression
eq/(kx)max ⇡ 2⇥10�34C⇥m ⇡ 0.6⇥10�4 debye, which is about 3⇥10�5 times the electric dipole of a water molecule.

The existence of this distortion requires two ingredients. First of all, the wavefunction describing quarks inside the
proton must have a component with nonvanishing angular momentum. Secondly, e↵ects due to final state interactions
should be present [37], which in Feynman gauge can be described as the exchange of Coulomb gluons between the
quark and the rest of the proton [38]. In simplified models [39], it is possible to separate these two ingredients and
obtain an estimate of the angular momentum carried by each quark [40]. It turns out that up quarks give almost
50% contribution to the proton’s spin, while all other quarks and antiquarks give less than 10% [14]. We will leave
this model-dependent study to a future publication. A model-independent estimate of quark angular momentum
requires the determination of parton distributions that depend simultaneously on momentum and position [41, 42].
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Figure 17. Tomographic scan of the nucleon via the momentum space quark density function
⇢1;q h"(x,kT ,ST , µ) defined in Eq. (4.7) at x = 0.1 and µ = 2 GeV. Panel (a) is for u quarks, panel
(b) is for d quark, panel (c) is for ū quark, and panel (d) is for s quark. The variation of color in the plot
is due to variation of replicas and illustrates the uncertainty of the extraction. The nucleon polarization
vector is along ŷ-direction. White cross indicates the position of the origin (0, 0) in order to highlight the
shift of the distributions along x̂-direction due to the Sivers function.

polarization, we introduce the momentum space quark density function

⇢1;q h"(x,kT ,ST , µ) = f1;q h(x, kT ; µ, µ
2) �

kTx

M
f
?
1T ;q h(x, kT ; µ, µ

2), (4.7)

where kT is a two-dimensional vector (kTx, kTy). This function reflects the TMD density of un-
polarized quark q in the spin-1/2 hadron totally polarized in ŷ-direction, ST = (Sx, Sy), where
Sx = 0, Sy = 1, compare to Eq. (4.2). In Fig. 17 we plot ⇢ at x = 0.1 and µ = 2 GeV. To present
the uncertainty in unpolarized and Sivers function, we randomly select one replica for each point of
a figure. Thus, the color fluctuation roughly reflects the uncertainty band of our extraction. The
presented pictures have a shift of the maximum in kTx, which is the influence of Sivers function that
introduces a dipole modulation of the momentum space quark densities. This shift corresponds to
the correlation of the Orbital Angular Momentum (OAM) of quarks and the nucleon’s spin. One
can see from Fig. 17 that u quark has a negative correlation and d quark has a positive correlation.
Without OAM of quarks, such a correlation and the Sivers function are zero, and thus we can

– 27 –
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Figure 17. Tomographic scan of the nucleon via the momentum space quark density function
⇢1;q h"(x,kT ,ST , µ) defined in Eq. (4.7) at x = 0.1 and µ = 2 GeV. Panel (a) is for u quarks, panel
(b) is for d quark, panel (c) is for ū quark, and panel (d) is for s quark. The variation of color in the plot
is due to variation of replicas and illustrates the uncertainty of the extraction. The nucleon polarization
vector is along ŷ-direction. White cross indicates the position of the origin (0, 0) in order to highlight the
shift of the distributions along x̂-direction due to the Sivers function.
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where kT is a two-dimensional vector (kTx, kTy). This function reflects the TMD density of un-
polarized quark q in the spin-1/2 hadron totally polarized in ŷ-direction, ST = (Sx, Sy), where
Sx = 0, Sy = 1, compare to Eq. (4.2). In Fig. 17 we plot ⇢ at x = 0.1 and µ = 2 GeV. To present
the uncertainty in unpolarized and Sivers function, we randomly select one replica for each point of
a figure. Thus, the color fluctuation roughly reflects the uncertainty band of our extraction. The
presented pictures have a shift of the maximum in kTx, which is the influence of Sivers function that
introduces a dipole modulation of the momentum space quark densities. This shift corresponds to
the correlation of the Orbital Angular Momentum (OAM) of quarks and the nucleon’s spin. One
can see from Fig. 17 that u quark has a negative correlation and d quark has a positive correlation.
Without OAM of quarks, such a correlation and the Sivers function are zero, and thus we can
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towards the reader and is polarized along the +y direction. Since the up Sivers function is negative, the induced
distortion is positive along the +x direction for the up quark (left panels), and opposite for the down quark (right
panels).

At x = 0.1 the distortion due to the Sivers e↵ect is evident, since we are close to the maximum value of the
function shown in Fig. 1. The distortion is opposite for up and down quarks, reflecting the opposite sign of the
Sivers function. It is more pronounced for down quarks, because the Sivers function is larger and at the same time
the unpolarized TMD is smaller. At lower values of x, the distortion disappears. These plots suggest that a virtual
photon hitting a transversely polarized proton e↵ectively “sees” more up quarks to its right and more down quarks
to its left in momentum space. The peak positions are approximately (kx)max ⇡ 0.1 GeV for up quarks and �0.15
GeV for down quarks. To have a feeling of the order of magnitude of this distortion, we can estimate the expression
eq/(kx)max ⇡ 2⇥10�34C⇥m ⇡ 0.6⇥10�4 debye, which is about 3⇥10�5 times the electric dipole of a water molecule.

The existence of this distortion requires two ingredients. First of all, the wavefunction describing quarks inside the
proton must have a component with nonvanishing angular momentum. Secondly, e↵ects due to final state interactions
should be present [37], which in Feynman gauge can be described as the exchange of Coulomb gluons between the
quark and the rest of the proton [38]. In simplified models [39], it is possible to separate these two ingredients and
obtain an estimate of the angular momentum carried by each quark [40]. It turns out that up quarks give almost
50% contribution to the proton’s spin, while all other quarks and antiquarks give less than 10% [14]. We will leave
this model-dependent study to a future publication. A model-independent estimate of quark angular momentum
requires the determination of parton distributions that depend simultaneously on momentum and position [41, 42].
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Figure 17. Tomographic scan of the nucleon via the momentum space quark density function
⇢1;q h"(x,kT ,ST , µ) defined in Eq. (4.7) at x = 0.1 and µ = 2 GeV. Panel (a) is for u quarks, panel
(b) is for d quark, panel (c) is for ū quark, and panel (d) is for s quark. The variation of color in the plot
is due to variation of replicas and illustrates the uncertainty of the extraction. The nucleon polarization
vector is along ŷ-direction. White cross indicates the position of the origin (0, 0) in order to highlight the
shift of the distributions along x̂-direction due to the Sivers function.
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where kT is a two-dimensional vector (kTx, kTy). This function reflects the TMD density of un-
polarized quark q in the spin-1/2 hadron totally polarized in ŷ-direction, ST = (Sx, Sy), where
Sx = 0, Sy = 1, compare to Eq. (4.2). In Fig. 17 we plot ⇢ at x = 0.1 and µ = 2 GeV. To present
the uncertainty in unpolarized and Sivers function, we randomly select one replica for each point of
a figure. Thus, the color fluctuation roughly reflects the uncertainty band of our extraction. The
presented pictures have a shift of the maximum in kTx, which is the influence of Sivers function that
introduces a dipole modulation of the momentum space quark densities. This shift corresponds to
the correlation of the Orbital Angular Momentum (OAM) of quarks and the nucleon’s spin. One
can see from Fig. 17 that u quark has a negative correlation and d quark has a positive correlation.
Without OAM of quarks, such a correlation and the Sivers function are zero, and thus we can
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Figure 2: The density distribution ⇢a
p"

of an unpolarized quark with flavor a in a proton polarized along the +y direction and moving towards the

reader, as a function of (kx, ky) at Q2 = 4 GeV2. Left panels for the up quark, right panels for the down quark. Upper panels for results at x = 0.1,
lower panels at x = 0.01. For each panel, lower ancillary plots represent the 68% uncertainty band of the distribution at ky = 0 (where the e↵ect
of the distortion due to the Sivers function is maximal) while left ancillary plots at kx = 0 (where the distribution is the same as for an unpolarized
proton). Results in the contour plots and the solid lines in the projections correspond to replica 105.

towards the reader and is polarized along the +y direction. Since the up Sivers function is negative, the induced
distortion is positive along the +x direction for the up quark (left panels), and opposite for the down quark (right
panels).

At x = 0.1 the distortion due to the Sivers e↵ect is evident, since we are close to the maximum value of the
function shown in Fig. 1. The distortion is opposite for up and down quarks, reflecting the opposite sign of the
Sivers function. It is more pronounced for down quarks, because the Sivers function is larger and at the same time
the unpolarized TMD is smaller. At lower values of x, the distortion disappears. These plots suggest that a virtual
photon hitting a transversely polarized proton e↵ectively “sees” more up quarks to its right and more down quarks
to its left in momentum space. The peak positions are approximately (kx)max ⇡ 0.1 GeV for up quarks and �0.15
GeV for down quarks. To have a feeling of the order of magnitude of this distortion, we can estimate the expression
eq/(kx)max ⇡ 2⇥10�34C⇥m ⇡ 0.6⇥10�4 debye, which is about 3⇥10�5 times the electric dipole of a water molecule.

The existence of this distortion requires two ingredients. First of all, the wavefunction describing quarks inside the
proton must have a component with nonvanishing angular momentum. Secondly, e↵ects due to final state interactions
should be present [37], which in Feynman gauge can be described as the exchange of Coulomb gluons between the
quark and the rest of the proton [38]. In simplified models [39], it is possible to separate these two ingredients and
obtain an estimate of the angular momentum carried by each quark [40]. It turns out that up quarks give almost
50% contribution to the proton’s spin, while all other quarks and antiquarks give less than 10% [14]. We will leave
this model-dependent study to a future publication. A model-independent estimate of quark angular momentum
requires the determination of parton distributions that depend simultaneously on momentum and position [41, 42].

5

A picture of a proton (2020)



TECHNOLOGY? 69



TECHNOLOGY? 69

Our world is made of electrons, photons, quarks, and gluons:  
I believe we will find ways to use them before we use the Higgs 
bosons or black holes.
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▸ The EIC will be a groundbreaking machine for QCD studies

▸ I discussed some opportunities to study the multidimensional structure of 
nucleons, but there are many more

▸ Results can be used to check lattice QCD predictions and look for new physics

▸ The long-term goal is the capability of computing the multidimensional 
structure of the nucleon, and eventually of the nucleus, and the hadronization 
process, all based on QCD
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LL ↵n
S ln2n

✓
Q2

µ2
b

◆

<latexit sha1_base64="zOx6Gry89pANROSOKNBhMd7S/H4=">AAAGpnicnVTdbtMwFM6AlVEYbHDJjUU3aUhbSbuNIU1CE9xwhTqt3SY1XXEStzW1nch2xjrLb8LTcAsvwNtwnBW0pFVBWEp0/H3nO+f474Qpo0r7/s+lO3fvLVfurzyoPny0+vjJ2vrTU5VkMiKdKGGJPA+xIowK0tFUM3KeSoJ5yMhZOH7v+LNLIhVNRFtPUtLjeCjogEZYA9Rfex1glo5w/+RCoICJC9MU1gQhHQ7ZVjCQODLHF01AeNYPwcgZ+dL212p+3c8HmjUaU6PmTUerv758HsRJlHEidMSwUt2Gn+qewVLTiBFbDTJFUhyN8ZB003igydV2fElTJTAnahvI3OiZfMkWbQISo0Ei4RMa5ejtGAZzpSY8BE+O9UiVOQfO47qZHrzpGSrSTBMR3SQaZAzpBLn9QzGVJNJsAgaOJIXqUTTCsFEadrkaCPIlSjjHIjYBG8DGMTLQdrVIyCEQkg5H2hbrkhJPbLXoTKk11BYxYg0pQTFgcQmD5cNZJix2O5GwEqulNVAGR21pS1TIFwld9UMMkxKuqGPgP8NchZ+tueqbd+VE1yNrrvujciBtTbu85FTZ/E9ZIgpcEIZYdhs9U0XTEXAFW0rMPs/sLRCPSZhcdfN7txGAyARw9YVOuKk1rN2wMwF2ChGc119c/idJHqC0IondgtxrYwHDYshInv23pAmSQGKqXC6zs5tqd6EyRoxfP3CTRhP+NjhEdvV23DHRedzDfxFv5ymRK0KCf15E6VCEgqcMRwiBpYD330SEI3Ez2/Hr+z5MXxVKANd5mvEfzd7+HE06T5MuznMyT3OyWNOap2kt1rB5GjajQdXNTcShZSSulYAUHjxqI9ebM4VSIlMkEp135WL8NoR2dCltO8fcM4Fe3Ch33lnjtFlv7Nabx3u1o7fTrrziPfdeeFtewzvwjrwPXsvreJH31fvmffd+VLYqHyudytmN652lqeaZVxiVT78A8xBEUQ==</latexit>

Sudakov form factor

C̃0
<latexit sha1_base64="7pPqu/FWJ8SukksJ4glueV5RllU=">AAAGeXicnVRdb9MwFPUGK6Mw2OCRF0M3aUJbSbpNQ5qEJvbCY9G6D6kpk5O4rak/ItsZ7Sz/DF7hd/FbeMHOClrSqiAsxbo+5557rx37xhklSgfBj6Xle/dXag9WH9YfPV578nR949m5ErlM8FkiqJCXMVKYEo7PNNEUX2YSIxZTfBGPTjx/cY2lIoJ39CTDPYYGnPRJgrSDupEmNMXmxH4KrtYbQTMoBpw1wqnRANPRvtpYuYxSkeQMc51QpFQ3DDLdM0hqklBs61GucIaSERrgbpb2NR7vpNckUxwxrHYcWRg9U+zCwi2HpLAvpPu4hgV6N4ZBTKkJi50nQ3qoqpwH53HdXPff9gzhWa4xT24T9XMKtYD+SGBKJE40nTgDJZK46mEyRBIl2h1cPeL4SyIYQzw1Ee1bN+G+tmtlQg4cIclgqG25LinRxNbLzoRYQ2wZw9bgCpQ6LK1gbvsmigVN/UkIWmG1tMaVwWBH2goVs0VCX/0AuUUFV8Qzbp5hxvFna8ZX5n010c3QmpurYTWQtqZT3XKmbDETKniJi+IYyW7YM3U4HRFT7kixOWC5vQOiEY7FuFvcu83IiUyUDRHXgplGaO2mnQmwW4rgvf7i8j9JigCVHUnkNxTFZEAjiviA4iL7b0nLSSKJiPK5zO5epv2Fyik2QfPQL8KWm210BO3a3bgjrIu4R/8i3ilSQl+EdP5FEZWfwpV7yu4XusCSu/ffgphBfrvaDZoHgVu+KZXgXOdpRn80+wdzNNk8TbY4z+k8zeliTXuepr1YQ+dp6IwG1re2IHMtQ/hW4qTuwcMO9O02VzDDMoNc6KLRluN3XGhPV9J2Csw/E9eLw2rnnTXOW81wr9n6uN84fjftyqvgBXgFtkEIDsEx+ADa4AwkQICv4Bv4vvKz9rK2XXt967q8NNU8B6VR2/sFGT8zEw==</latexit>

matching coeff.

C̃0
<latexit sha1_base64="7pPqu/FWJ8SukksJ4glueV5RllU=">AAAGeXicnVRdb9MwFPUGK6Mw2OCRF0M3aUJbSbpNQ5qEJvbCY9G6D6kpk5O4rak/ItsZ7Sz/DF7hd/FbeMHOClrSqiAsxbo+5557rx37xhklSgfBj6Xle/dXag9WH9YfPV578nR949m5ErlM8FkiqJCXMVKYEo7PNNEUX2YSIxZTfBGPTjx/cY2lIoJ39CTDPYYGnPRJgrSDupEmNMXmxH4KrtYbQTMoBpw1wqnRANPRvtpYuYxSkeQMc51QpFQ3DDLdM0hqklBs61GucIaSERrgbpb2NR7vpNckUxwxrHYcWRg9U+zCwi2HpLAvpPu4hgV6N4ZBTKkJi50nQ3qoqpwH53HdXPff9gzhWa4xT24T9XMKtYD+SGBKJE40nTgDJZK46mEyRBIl2h1cPeL4SyIYQzw1Ee1bN+G+tmtlQg4cIclgqG25LinRxNbLzoRYQ2wZw9bgCpQ6LK1gbvsmigVN/UkIWmG1tMaVwWBH2goVs0VCX/0AuUUFV8Qzbp5hxvFna8ZX5n010c3QmpurYTWQtqZT3XKmbDETKniJi+IYyW7YM3U4HRFT7kixOWC5vQOiEY7FuFvcu83IiUyUDRHXgplGaO2mnQmwW4rgvf7i8j9JigCVHUnkNxTFZEAjiviA4iL7b0nLSSKJiPK5zO5epv2Fyik2QfPQL8KWm210BO3a3bgjrIu4R/8i3ilSQl+EdP5FEZWfwpV7yu4XusCSu/ffgphBfrvaDZoHgVu+KZXgXOdpRn80+wdzNNk8TbY4z+k8zeliTXuepr1YQ+dp6IwG1re2IHMtQ/hW4qTuwcMO9O02VzDDMoNc6KLRluN3XGhPV9J2Csw/E9eLw2rnnTXOW81wr9n6uN84fjftyqvgBXgFtkEIDsEx+ADa4AwkQICv4Bv4vvKz9rK2XXt967q8NNU8B6VR2/sFGT8zEw==</latexit>

NLL ↵n
S ln2n
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◆
, ↵n

S ln2n�1

✓
Q2

µ2
b

◆

<latexit sha1_base64="+1BruYdh2njEeDrFU9YFmyhJJAs=">AAAG6HicnVRdTxNBFN0qVKyCoI++TAQSTKB2CwQTEkP0xccSykfSLc3s7rQdOjO7zsxiYTL/wTfjq//KF3+Ld5aq7LZB4iS7uXPOPffe+bphyqjSjcaPyoOHc/PVRwuPa0+eLi49W155fqKSTEbkOEpYIs9CrAijghxrqhk5SyXBPGTkNBx9cPzpJZGKJqKtr1LS5XggaJ9GWAPUWx4HmKVD3Ds6Fyhg4tw0hTVBSAcDthH0JY7M4XkTEJ71QjByRr62qLaJgk8ZjtFffW2i3/LvE6G3vNqoN/KBpg1/Yqx6k9HqrcyfBXESZZwIHTGsVMdvpLprsNQ0YsTWgkyRFEcjPCCdNO5rMt6ML2mqBOZEbQKZG12Tb5pF64DEqJ9I+IRGOXo7hsFcqSsegifHeqjKnANncZ1M9992DRVppomIbhL1M4Z0gtwJoJhKEml2BQaOJIXqUTTEsFEazqkWCPI5SjjHIjYB68PGMdLXdrFIyAEQkg6G2hbrkhJf2VrRmVJrqC1ixBpSgmLA4hIGy4ezTFjsdiJhJVZLa6AMjtrSlqiQ3yV01Q8wTEq4oo6B/xQzDi+sGffM+3Ki66E1171hOZC2pl1ecqps/qcsEQUuCEMsO37X1NBkBFzBlhKzyzN7C8QjEibjTn7v1gIQmQAuv9AJN6u+tWt2KsBWIYLz+ofL/yTJA5RWJLFbkHttLGBYDBjJs/+WNEESSEyVy2W2tlPtLlTGiGnU99zEb8LfBvvILt6OOyI6j7t/H/FmnhK5IiT450WUDkUoeMpwhBBYCnj/TUQ4EjezrUZ9twHTN4USwHWWZvRHs7M7Q5PO0qR35zmapTm6W9OapWndrWGzNGxKg2rr64hDy0hcKwEpPHjURq67ZwqlRKZIJDrv68X4bQjt6FLado65ZwK92C933mnjpFn3t+vNw53Vg3eTrrzgvfReeRue7+15B95Hr+Ude5H3szJXWawsVS+qX6pfq99uXB9UJpoXXmFUv/8CXXJbYg==</latexit>

⇣
C̃0 + ↵SC̃

1
⌘

<latexit sha1_base64="VFnjEzm75NrG3lgPqLghjiocr7s=">AAAGn3icnVTdbtMwFM4GK6Mw2OCSG0M3aYitS7pNQ5qEpu0CrlDRuh/UlMpJ3NbUcSLbGe0sPwZPwy08BG/DcVbQklYFYSnW8fed75xjxz5ByqhUrvtzYfHO3aXKveX71QcPVx49Xl17ci6TTITkLExYIi4DLAmjnJwpqhi5TAXBccDIRTA8sfzFFRGSJrylxinpxLjPaY+GWAHUXd3xj2mfbSJfURYRfWI+ua+Qj1k6wN3TW6iHrKN42V2tuXU3H2ja8CZGzZmMZndt6dKPkjCLCVchw1K2PTdVHY2FoiEjpupnkqQ4HOI+aadRT5HRVnRFU8lxTOQWkLnR0fleDdoAJEK9RMDHFcrR2zE0jqUcxwF4xlgNZJmz4Cyunane646mPM0U4eFNol7GkEqQPTgUUUFCxcZg4FBQqB6FAyxwqOB4qz4nX8IkjjGPtM96BibSU2alSIg+EIL2B8oU6xICj0216Eyp0dQUMWI0KUERYFEJg+1rP0hYZE8iYSVWCaOhjBi1hClRQTxPaKvvY1iUcEktA/MUMwo+Gz3q6uNyouuB0dfdQTmQMrpV3nIqTT5TlvAC5wcBFm2vo6toMvxYwpESvR9n5haIhyRIRu383q37INI+3G+ukljXPGPWzVSA7UIE6/UXl/9Jkgco7UhguyE/gEfpM8z7jOTZf0saIPEFptLm0tu7qbIXKmNEu/UDu/AaMBv/EJmV23GHROVxD/9FvJWnRLYIAf55EaWfwiU8ZfiFEFhweP8NRGLEb1bbbn3fheVOoQRwnaUZ/tHs7c/QpLM06fw8p7M0p/M1zVma5nwNm6VhUxpU3dhAMbSMxLYSkMKDRy1km3ImUUpEinii8nZcjN+C0JYupW3lmH0m0Iu9cuedNs4bdW+33viwVzt6M+nKy84z54Wz6XjOgXPkvHOazpkTOl+db85350fleeVt5X2leeO6uDDRPHUKo/LxF8plP68=</latexit>

NLLʹ ↵n
S ln2n
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, ↵n

S ln2n�1

✓
Q2

µ2
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<latexit sha1_base64="+1BruYdh2njEeDrFU9YFmyhJJAs=">AAAG6HicnVRdTxNBFN0qVKyCoI++TAQSTKB2CwQTEkP0xccSykfSLc3s7rQdOjO7zsxiYTL/wTfjq//KF3+Ld5aq7LZB4iS7uXPOPffe+bphyqjSjcaPyoOHc/PVRwuPa0+eLi49W155fqKSTEbkOEpYIs9CrAijghxrqhk5SyXBPGTkNBx9cPzpJZGKJqKtr1LS5XggaJ9GWAPUWx4HmKVD3Ds6Fyhg4tw0hTVBSAcDthH0JY7M4XkTEJ71QjByRr62qLaJgk8ZjtFffW2i3/LvE6G3vNqoN/KBpg1/Yqx6k9HqrcyfBXESZZwIHTGsVMdvpLprsNQ0YsTWgkyRFEcjPCCdNO5rMt6ML2mqBOZEbQKZG12Tb5pF64DEqJ9I+IRGOXo7hsFcqSsegifHeqjKnANncZ1M9992DRVppomIbhL1M4Z0gtwJoJhKEml2BQaOJIXqUTTEsFEazqkWCPI5SjjHIjYB68PGMdLXdrFIyAEQkg6G2hbrkhJf2VrRmVJrqC1ixBpSgmLA4hIGy4ezTFjsdiJhJVZLa6AMjtrSlqiQ3yV01Q8wTEq4oo6B/xQzDi+sGffM+3Ki66E1171hOZC2pl1ecqps/qcsEQUuCEMsO37X1NBkBFzBlhKzyzN7C8QjEibjTn7v1gIQmQAuv9AJN6u+tWt2KsBWIYLz+ofL/yTJA5RWJLFbkHttLGBYDBjJs/+WNEESSEyVy2W2tlPtLlTGiGnU99zEb8LfBvvILt6OOyI6j7t/H/FmnhK5IiT450WUDkUoeMpwhBBYCnj/TUQ4EjezrUZ9twHTN4USwHWWZvRHs7M7Q5PO0qR35zmapTm6W9OapWndrWGzNGxKg2rr64hDy0hcKwEpPHjURq67ZwqlRKZIJDrv68X4bQjt6FLado65ZwK92C933mnjpFn3t+vNw53Vg3eTrrzgvfReeRue7+15B95Hr+Ude5H3szJXWawsVS+qX6pfq99uXB9UJpoXXmFUv/8CXXJbYg==</latexit>
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LL ↵n
S ln2n
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◆

<latexit sha1_base64="zOx6Gry89pANROSOKNBhMd7S/H4=">AAAGpnicnVTdbtMwFM6AlVEYbHDJjUU3aUhbSbuNIU1CE9xwhTqt3SY1XXEStzW1nch2xjrLb8LTcAsvwNtwnBW0pFVBWEp0/H3nO+f474Qpo0r7/s+lO3fvLVfurzyoPny0+vjJ2vrTU5VkMiKdKGGJPA+xIowK0tFUM3KeSoJ5yMhZOH7v+LNLIhVNRFtPUtLjeCjogEZYA9Rfex1glo5w/+RCoICJC9MU1gQhHQ7ZVjCQODLHF01AeNYPwcgZ+dL212p+3c8HmjUaU6PmTUerv758HsRJlHEidMSwUt2Gn+qewVLTiBFbDTJFUhyN8ZB003igydV2fElTJTAnahvI3OiZfMkWbQISo0Ei4RMa5ejtGAZzpSY8BE+O9UiVOQfO47qZHrzpGSrSTBMR3SQaZAzpBLn9QzGVJNJsAgaOJIXqUTTCsFEadrkaCPIlSjjHIjYBG8DGMTLQdrVIyCEQkg5H2hbrkhJPbLXoTKk11BYxYg0pQTFgcQmD5cNZJix2O5GwEqulNVAGR21pS1TIFwld9UMMkxKuqGPgP8NchZ+tueqbd+VE1yNrrvujciBtTbu85FTZ/E9ZIgpcEIZYdhs9U0XTEXAFW0rMPs/sLRCPSZhcdfN7txGAyARw9YVOuKk1rN2wMwF2ChGc119c/idJHqC0IondgtxrYwHDYshInv23pAmSQGKqXC6zs5tqd6EyRoxfP3CTRhP+NjhEdvV23DHRedzDfxFv5ymRK0KCf15E6VCEgqcMRwiBpYD330SEI3Ez2/Hr+z5MXxVKANd5mvEfzd7+HE06T5MuznMyT3OyWNOap2kt1rB5GjajQdXNTcShZSSulYAUHjxqI9ebM4VSIlMkEp135WL8NoR2dCltO8fcM4Fe3Ch33lnjtFlv7Nabx3u1o7fTrrziPfdeeFtewzvwjrwPXsvreJH31fvmffd+VLYqHyudytmN652lqeaZVxiVT78A8xBEUQ==</latexit>

↵n
S ln2n�2
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b

◆

<latexit sha1_base64="X8/2JjxKTGkZcJbz1YWzpJGOrXc=">AAAGqHicnVRdb9MwFM2AlVEYbPDIi0U3aaCttN2mTZqEJnjhsdO6D9R0lZM4rantRLYz2ln+K/waXuGdf8N1VtCSVgVhKdH1Offce/11g5RRpRuNn0v37j9YrjxceVR9/GT16bO19efnKslkSM7ChCXyMsCKMCrImaaakctUEswDRi6C0QfHX1wTqWgiOnqSkh7HA0FjGmINUH/t0McsHeL+6ZVAPhNXpiV2Wtb4AR0M2JYfSxyakyuH8KwfgJEz8rXtr9Ua9UY+0KzRnBo1bzra/fXlSz9KwowToUOGleo2G6nuGSw1DRmxVT9TJMXhCA9IN41iTcbb0TVNlcCcqG0gc6Nn8kVbtAlIhOJEwic0ytG7MQzmSk14AJ4c66Eqcw6cx3UzHR/2DBVppokIbxPFGUM6QW4HUUQlCTWbgIFDSaF6FA4xbJSGfa76gnwJE86xiIzPYtg4RmJtV4uEHAAh6WCobbEuKfHEVovOlFpDbREj1pASFAEWlTBYPpxlwiK3EwkrsVpaA2Vw1JG2RAV8kdBVP8AwKeGKOgb+M8w4+GzNuG/elxPdDK256Q/LgbQ1nfKSU2XzP2WJKHB+EGDZbfZMFU2HzxVsKTH7PLN3QDwiQTLu5vduwweR8eHyC51wU2tau2FnAuwUIjivv7j8T5I8QGlFErsFudfGfIbFgJE8+29JCyS+xFS5XGZnN9XuQmWMmEb9wE2aLfhb/wjZ1btxR0TncY/+Rbydp0SuCAn+eRGlQxEKnjIcIQSWAt5/CxGOxO1sp1Hfb8D0baEEcJ2nGf3R7O3P0aTzNOniPKfzNKeLNe15mvZiDZunYTMaVN3cRBxaRuJaCUjhwaMOct05UyglMkUi0XlfLsbvQGhHl9J2csw9E+jFzXLnnTXOW/Xmbr11slc7fjftyiveS++Vt+U1vQPv2Pvotb0zL/S+et+8796PyptKu3JR+XTrem9pqnnhFUYl+AWgI0TE</latexit>

the difference between the two is formally NNLL

Sudakov form factor

C̃0
<latexit sha1_base64="7pPqu/FWJ8SukksJ4glueV5RllU=">AAAGeXicnVRdb9MwFPUGK6Mw2OCRF0M3aUJbSbpNQ5qEJvbCY9G6D6kpk5O4rak/ItsZ7Sz/DF7hd/FbeMHOClrSqiAsxbo+5557rx37xhklSgfBj6Xle/dXag9WH9YfPV578nR949m5ErlM8FkiqJCXMVKYEo7PNNEUX2YSIxZTfBGPTjx/cY2lIoJ39CTDPYYGnPRJgrSDupEmNMXmxH4KrtYbQTMoBpw1wqnRANPRvtpYuYxSkeQMc51QpFQ3DDLdM0hqklBs61GucIaSERrgbpb2NR7vpNckUxwxrHYcWRg9U+zCwi2HpLAvpPu4hgV6N4ZBTKkJi50nQ3qoqpwH53HdXPff9gzhWa4xT24T9XMKtYD+SGBKJE40nTgDJZK46mEyRBIl2h1cPeL4SyIYQzw1Ee1bN+G+tmtlQg4cIclgqG25LinRxNbLzoRYQ2wZw9bgCpQ6LK1gbvsmigVN/UkIWmG1tMaVwWBH2goVs0VCX/0AuUUFV8Qzbp5hxvFna8ZX5n010c3QmpurYTWQtqZT3XKmbDETKniJi+IYyW7YM3U4HRFT7kixOWC5vQOiEY7FuFvcu83IiUyUDRHXgplGaO2mnQmwW4rgvf7i8j9JigCVHUnkNxTFZEAjiviA4iL7b0nLSSKJiPK5zO5epv2Fyik2QfPQL8KWm210BO3a3bgjrIu4R/8i3ilSQl+EdP5FEZWfwpV7yu4XusCSu/ffgphBfrvaDZoHgVu+KZXgXOdpRn80+wdzNNk8TbY4z+k8zeliTXuepr1YQ+dp6IwG1re2IHMtQ/hW4qTuwcMO9O02VzDDMoNc6KLRluN3XGhPV9J2Csw/E9eLw2rnnTXOW81wr9n6uN84fjftyqvgBXgFtkEIDsEx+ADa4AwkQICv4Bv4vvKz9rK2XXt967q8NNU8B6VR2/sFGT8zEw==</latexit>

matching coeff.

C̃0
<latexit sha1_base64="7pPqu/FWJ8SukksJ4glueV5RllU=">AAAGeXicnVRdb9MwFPUGK6Mw2OCRF0M3aUJbSbpNQ5qEJvbCY9G6D6kpk5O4rak/ItsZ7Sz/DF7hd/FbeMHOClrSqiAsxbo+5557rx37xhklSgfBj6Xle/dXag9WH9YfPV578nR949m5ErlM8FkiqJCXMVKYEo7PNNEUX2YSIxZTfBGPTjx/cY2lIoJ39CTDPYYGnPRJgrSDupEmNMXmxH4KrtYbQTMoBpw1wqnRANPRvtpYuYxSkeQMc51QpFQ3DDLdM0hqklBs61GucIaSERrgbpb2NR7vpNckUxwxrHYcWRg9U+zCwi2HpLAvpPu4hgV6N4ZBTKkJi50nQ3qoqpwH53HdXPff9gzhWa4xT24T9XMKtYD+SGBKJE40nTgDJZK46mEyRBIl2h1cPeL4SyIYQzw1Ee1bN+G+tmtlQg4cIclgqG25LinRxNbLzoRYQ2wZw9bgCpQ6LK1gbvsmigVN/UkIWmG1tMaVwWBH2goVs0VCX/0AuUUFV8Qzbp5hxvFna8ZX5n010c3QmpurYTWQtqZT3XKmbDETKniJi+IYyW7YM3U4HRFT7kixOWC5vQOiEY7FuFvcu83IiUyUDRHXgplGaO2mnQmwW4rgvf7i8j9JigCVHUnkNxTFZEAjiviA4iL7b0nLSSKJiPK5zO5epv2Fyik2QfPQL8KWm210BO3a3bgjrIu4R/8i3ilSQl+EdP5FEZWfwpV7yu4XusCSu/ffgphBfrvaDZoHgVu+KZXgXOdpRn80+wdzNNk8TbY4z+k8zeliTXuepr1YQ+dp6IwG1re2IHMtQ/hW4qTuwcMO9O02VzDDMoNc6KLRluN3XGhPV9J2Csw/E9eLw2rnnTXOW81wr9n6uN84fjftyqvgBXgFtkEIDsEx+ADa4AwkQICv4Bv4vvKz9rK2XXt967q8NNU8B6VR2/sFGT8zEw==</latexit>
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lidity of the W -term approximation does not end at a
sharp point in qT, and thus a smooth function character-
izes general physical expectations. A reasonable choice
is

Ξ

(

qT
Q

, η

)

= exp

[

−

(

qT
ηQ

)aΞ
]

, (39)

with aΞ > 2.
The only differences between the old and new W -term

are: i) the use of bc(bT) rather than bT in W̃ , and ii) the
multiplication by Ξ(qT/Q, η). (The second modification
was proposed by Collins in Ref. [4, Eq. (13.75)]. There Ξ
is called F (qT/Q).) Equation (38) matches the standard
definition in the limit that C5 and η approach infinity.
Finally, we will present a fully optimized formula for

WNew(qT, Q; η, C5) corresponding to the one for the orig-
inal W (qT, Q) in Eq. (35).
But first it will be convenient to construct some auxil-

iary results.
Naturally, b∗ is to be replaced by

b∗(bc(bT)) =

√

b2T + b20/(C
2
5Q

2)

1 + b2T/b
2
max + b20/(C

2
5Q

2b2max)
. (40)

Also we define

bmin ≡ b∗(bc(0)) =
b0

C5Q

√

1

1 + b20/(C
2
5Q

2b2max)
. (41)

Then, for large enough Q and bmax

bmin ≈
b0

C5Q
. (42)

Thus, bmin decreases like 1/Q, in contrast to bmax which
remains fixed. Note also that

b∗(bc(bT)) −→

⎧

⎪

⎨

⎪

⎩

bmin bT ≪ bmin

bT bmin ≪ bT ≪ bmax

bmax bT ≫ bmax .

(43)

For bT ≪ 1/Q, b∗(bc(bT)) ≈ b∗(bT). Instead of µb∗ , we
will ultimately use the scale

µ̄ ≡
C1

b∗(bc(bT))
(44)

to implement renormalization group improvement in
TMD correlation functions. There is a maximum cut-
off on the renormalization scale equal to

µc ≡ lim
bT→0

µ̄ =
C1C5Q

b0

√

1 +
b20

C2
5 b

2
maxQ

2
≈

C1C5Q

b0
.

(45)
The approximation sign corresponds to the limit of large
Qbmax. Note that,

bminµc = C1 . (46)

The steps for finding a useful formula for the evolved WNew(qT, Q; η, C5) are as follows. Equation (32) becomes

WNew(qT, Q; η, C5) = Ξ

(

qT
Q

, η

)
∫

d2bT
(2π)2

eiqT·bTW̃NP(bc(bT), Q)W̃ (b∗(bc(bT)), Q) . (47)

Now the definition of W̃ (bT, Q) is unchanged, and only the bT → bc(bT) replacement is new. Therefore instead of
Eq. (35) we simply need

W̃ (bc(bT), Q) = H(µQ, Q)
∑

j′i′

∫ 1

xA

dx̂

x̂
C̃pdf

j/j′ (xA/x̂, b∗(bc(bT)); µ̄
2, µ̄,αs(µ̄))fj′/A(x̂; µ̄)×

×

∫ 1

zB

dẑ

ẑ3
C̃ff

i′/j(zB/ẑ, b∗(bc(bT)); µ̄
2, µ̄,αs(µ̄))dB/i′ (ẑ; µ̄)×

× exp

{

ln
Q2

µ̄2
K̃(b∗(bc(bT)); µ̄) +

∫ µQ

µ̄

dµ′

µ′

[

2γ(αs(µ
′); 1)− ln

Q2

µ′2
γK(αs(µ

′))

]}

× exp

{

−gA(xA, bc(bT); bmax)− gB(zB, bc(bT); bmax)− 2gK(bc(bT); bmax) ln

(

Q

Q0

)}

. (48)

This is the same as Eq. (35) except that b∗(bc(bT)) and µ̄ = C1/b∗(bc(bT)) are used instead of b∗(bT) and
µb∗ = C1/b∗(bT). Note that gK(bc(bT); bmax) depends on Q through bc, albeit only for bT ! 1/Q. For bT ≫ 1/Q,
gK(bc(bT); bmax) → gK(bT; bmax). Also, gK(bc(bT); bmax) does not vanish exactly as bT → 0 but instead approaches a
power of 1/Q.
Up to this point, we have introduced two new parameters, η and C5, in the treatment of the W -term.
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S̃(b⇤;µb,µ)egK(bT ) ln µ
µ0 f̂q
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PREFACTOR

The prefactor is independent of the fitting parameters  

Higher-order corrections decrease the 
role of the TMD region.  

We need to enhance it with a prefactor.  
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4. Low transverse momentum: phenomenology

4A Appendix: di�erence between the TMD integral
and the integrated SIDIS cross section at O(UB)

In this Appendix we report the theoretical formula for the SIDIS cross section inte-
grated over transverse momentum at O(UB), for the reader who wants to compare
it with the integral of the TMD cross section (Sec. 4.1.2). This expression can be
found, for instance, in [84]:
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where the first term of the sum gives the structure function �1, and the second
term the longitudinal structure function �! . Square brackets denote a double
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Figure 5. Density of data in the plane (Q, x) (a darker color corresponds to a higher density).

The kinematic region in x and Q covered by the data set and thus contributing to the deter-
mination of TMDPDF is shown in fig. 5. The boxes enclose the sub-regions covered by the single
data sets. Looking at fig. 5, it is possible to distinguish two main clusters of data: the “low-energy
experiments”, i.e. E288, E605, E772, PHENIX, COMPASS and HERMES that place themselves
at invariant-mass energies between 1 and 18 GeV, and the “high-energy experiments”, i.e. all those
from Tevatron and LHC, that are instead distributed around the Z-peak region. From this plot we
observe that, kinematic ranges of SIDIS and DY data do not overlap.

As a final comment of this section let us mention that our data selection is particularly conser-
vative because it drops points that could potentially be described by TMD factorization (see e.g.
ref. [18] where a less conservative choice of cuts is used). However, our fitted data set guarantees
that we operate well within the range of validity of TMD factorization. In sec. 7 we show that
unexpectedly our extraction can describe a larger set of data as well.

4 Fit procedure

The experimental data are usually provided in a form specific for each setup. In order to extract
valuable information for the TMD extraction, one has to detail the methodology that has been
followed, and this is the purpose of this section. Finally, we also provide a suitable definition of the
�2 that allows for a correct exploitation of experimental uncertainties.

4.1 Treatment of nuclear targets and charged hadrons

The data from E288, E605 (Cu), E772, COMPASS, (part of) HERMES (isoscalar targets) come
from nuclear target processes. In these cases, we perform the iso-spin rotation of the corresponding
TMDPDF that simulates the nuclear-target effects. For example, we replace u-, and d-quark

– 24 –

12

10�5 10�4 10�3 10�2 10�1 100

x

100

101

102

103

104

105

Q
2
[G

eV
2
]

E605
E772
E288
STAR
PHENIX
CDF
D0
LHCb
CMS
ATLAS
HERMES
COMPASS

FIG. 3: The x vs. Q
2 coverage spanned by the experimental data considered in this analysis (see also Tab. II and

Tab. III).

A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)

http://arxiv.org/abs/arXiv:1912.06532
http://arxiv.org/abs/arXiv:2206.07598
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mination of TMDPDF is shown in fig. 5. The boxes enclose the sub-regions covered by the single
data sets. Looking at fig. 5, it is possible to distinguish two main clusters of data: the “low-energy
experiments”, i.e. E288, E605, E772, PHENIX, COMPASS and HERMES that place themselves
at invariant-mass energies between 1 and 18 GeV, and the “high-energy experiments”, i.e. all those
from Tevatron and LHC, that are instead distributed around the Z-peak region. From this plot we
observe that, kinematic ranges of SIDIS and DY data do not overlap.

As a final comment of this section let us mention that our data selection is particularly conser-
vative because it drops points that could potentially be described by TMD factorization (see e.g.
ref. [18] where a less conservative choice of cuts is used). However, our fitted data set guarantees
that we operate well within the range of validity of TMD factorization. In sec. 7 we show that
unexpectedly our extraction can describe a larger set of data as well.

4 Fit procedure

The experimental data are usually provided in a form specific for each setup. In order to extract
valuable information for the TMD extraction, one has to detail the methodology that has been
followed, and this is the purpose of this section. Finally, we also provide a suitable definition of the
�2 that allows for a correct exploitation of experimental uncertainties.

4.1 Treatment of nuclear targets and charged hadrons

The data from E288, E605 (Cu), E772, COMPASS, (part of) HERMES (isoscalar targets) come
from nuclear target processes. In these cases, we perform the iso-spin rotation of the corresponding
TMDPDF that simulates the nuclear-target effects. For example, we replace u-, and d-quark
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A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)
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Data set Ndat �2
D/Ndat �2

�/Ndat �2
0/Ndat

Tevatron total 71 0.87 0.06 0.93
LHCb total 21 1.15 0.3 1.45
ATLAS total 72 4.56 0.48 5.05
CMS total 78 0.53 0.02 0.55
PHENIX 200 2 2.21 0.88 3.08
STAR 510 7 1.05 0.10 1.15

DY collider total 251 1.86 0.2 2.06

DY fixed-target total 233 0.85 0.4 1.24

HERMES total 344 0.48 0.23 0.71
COMPASS total 1203 0.62 0.3 0.92

SIDIS total 1547 0.59 0.28 0.87

Total 2031 0.77 0.29 1.06
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FIG. 1. Illustration of transverse-momentum-dependent sin-
gle hadron fragmentation where the final-state hadron is de-
picted as a red arrow, the incoming leptons as blue arrows,
and the event plane – spanned by leptons (blue lines) and
initial quarks/thrust axis n (purple line) – is depicted as a
light blue plane. The transverse momentum kT is calculated
relative to the thrust axis and depicted by the red, dashed
line.

on 8 GeV) collider [32, 33] operating at the ⌥(4S) res-
onance (denoted as on-resonance), as well as a smaller
data set taken 60 MeV below for comparison (denoted as
continuum).

The Belle detector is a large-solid-angle magnetic spec-
trometer that consists of a silicon vertex detector (SVD),
a 50-layer central drift chamber, an array of aerogel
threshold Cherenkov counters, a barrel-like arrangement
of time-of-flight scintillation counters, and an electromag-
netic calorimeter comprised of CsI(Tl) crystals located
inside a superconducting solenoid coil that provides a
1.5 T magnetic field. An iron flux-return located outside
of the coil is instrumented to detect K0

L mesons and to
identify muons. The detector is described in detail else-
where [34, 35]. A 1.5 cm beampipe with 1 mm thickness
and a 4-layer SVD and a small-cell inner drift chamber
were used to record 558 fb�1 [36].

The primary light (uds)- and charm-quark simulations
used in this analysis were generated using pythia6.2
[37], embedded into the EvtGen [38] framework, followed
by a geant3 [39] simulation of the detector response.
The various MC samples were produced separately for
light (uds) and charm quarks, and on the generator level
several JETSET[40] settings were produced in order to
study their impact. For generator level MC to data
comparisons, long-lived weak decays, which normally are
handled in geant, were allowed in EvtGen. In addition,
we generated charged and neutral B meson pairs from
⌥(4S) decays in EvtGen, ⌧ pair events with the KKMC
[41, 42] generator and the Tauola [43] decay package,
and other events with either pythia or dedicated gener-
ators [44] such as for two-photon processes.

A. Event and track selection

Events with at least three reconstructed charged tracks
are required to have a visible energy of all detected
charged tracks and neutral clusters above 7 GeV (to re-
move ⌧ pair events) and either a heavy-jet mass (the
greater of the invariant masses of all particles in a hemi-
sphere as generated by the plane perpendicular to the
thrust axis) above 1.8 GeV/c2 or a ratio of the heavy-
jet mass to visible energy above 0.25. The thrust axis
is required to point into the barrel part of the detec-
tor by having a z component |n̂z| < 0.75 in order to
reduce the amount of thrust-axis smearing due to unde-
tected particles in the forward/backward regions. Tracks
are required to be within 4 cm (2 cm) of the interac-
tion point along (perpendicular to) the positron beam
axis. Each track is required to have at least three
SVD hits and full particle-identification (PID) informa-
tion, and fall within the polar-angular acceptance of
�0.511 < cos ✓lab < 0.842. The fractional energy of each
track is required to exceed 0.1 and the transverse momen-
tum with respect to the thrust axis is then calculated in
the CMS as illustrated in Fig. 1. Also a minimum trans-
verse momentum in the laboratory frame with respect to
the beam axis of 100 MeV/c is imposed to ensure the
particles traverse the magnetic field.

B. PID selection

To apply the PID correction according to the PID e�-
ciency matrices used in previous results [45], the same se-
lection criteria are applied first to define a charged track
as a pion, kaon, proton, electron or muon. This informa-
tion is determined from normalized likelihood ratios that
are constructed from various detector responses. If the
muon-hadron likelihood ratio is above 0.9, the track is
identified as a muon. Otherwise, if the electron-hadron
likelihood ratio is above 0.85, the track is identified as an
electron. If neither of these applies, the track is identified
as a kaon by a kaon-pion likelihood ratio above 0.6 and a
kaon-proton likelihood ratio above 0.2. Pions are identi-
fied with the kaon-pion likelihood ratio below 0.6 and a
pion-proton ratio above 0.2. Finally, protons are identi-
fied with kaon-proton and pion-proton ratios below 0.2.
While neither muons nor electrons are considered explic-
itly for the single hadron analysis, they are retained as
necessary contributors for the PID correction, wherein a
certain fraction enters the pion, kaon, and proton sam-
ples under study.

II. HADRON ANALYSIS AND CORRECTIONS

In the following sections, the hadron yields are ex-
tracted and, successively, the various corrections are ap-
plied and the corresponding systematic uncertainties are
determined to arrive at the single hadron di↵erential
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to understand the intrinsic transverse momentum depen-
dence generated in the fragmentation process. Such in-
put is needed to obtain a better theoretical description of
the various transverse-momentum-dependent and related
higher-twist e↵ects visible in transverse spin asymmetries
in semi-inclusive deep inelastic scattering, proton-proton
collisions and electron-positron annihilation. This infor-
mation also leads the way toward high-precision mea-
surements of TMD e↵ects at the electron-ion collider. In
addition, these results provide the unpolarized baseline
for any polarized, transverse-momentum-dependent frag-
mentation functions such as the Collins FF.
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light blue plane. The transverse momentum kT is calculated
relative to the thrust axis and depicted by the red, dashed
line.

on 8 GeV) collider [32, 33] operating at the ⌥(4S) res-
onance (denoted as on-resonance), as well as a smaller
data set taken 60 MeV below for comparison (denoted as
continuum).
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reduce the amount of thrust-axis smearing due to unde-
tected particles in the forward/backward regions. Tracks
are required to be within 4 cm (2 cm) of the interac-
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pion-proton ratio above 0.2. Finally, protons are identi-
fied with kaon-proton and pion-proton ratios below 0.2.
While neither muons nor electrons are considered explic-
itly for the single hadron analysis, they are retained as
necessary contributors for the PID correction, wherein a
certain fraction enters the pion, kaon, and proton sam-
ples under study.

II. HADRON ANALYSIS AND CORRECTIONS

In the following sections, the hadron yields are ex-
tracted and, successively, the various corrections are ap-
plied and the corresponding systematic uncertainties are
determined to arrive at the single hadron di↵erential
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to understand the intrinsic transverse momentum depen-
dence generated in the fragmentation process. Such in-
put is needed to obtain a better theoretical description of
the various transverse-momentum-dependent and related
higher-twist e↵ects visible in transverse spin asymmetries
in semi-inclusive deep inelastic scattering, proton-proton
collisions and electron-positron annihilation. This infor-
mation also leads the way toward high-precision mea-
surements of TMD e↵ects at the electron-ion collider. In
addition, these results provide the unpolarized baseline
for any polarized, transverse-momentum-dependent frag-
mentation functions such as the Collins FF.

ACKNOWLEDGMENTS

We thank the KEKB group for the excellent operation
of the accelerator; the KEK cryogenics group for the ef-
ficient operation of the solenoid; and the KEK computer
group, and the Pacific Northwest National Laboratory
(PNNL) Environmental Molecular Sciences Laboratory
(EMSL) computing group for strong computing support;
and the National Institute of Informatics, and Science
Information NETwork 5 (SINET5) for valuable network
support. We acknowledge support from the Ministry

of Education, Culture, Sports, Science, and Technology
(MEXT) of Japan, the Japan Society for the Promotion
of Science (JSPS), and the Tau-Lepton Physics Research
Center of Nagoya University; the Australian Research
Council including grants DP180102629, DP170102389,
DP170102204, DP150103061, FT130100303; Austrian
Science Fund under Grant No. P 26794-N20; the Na-
tional Natural Science Foundation of China under Con-
tracts No. 11435013, No. 11475187, No. 11521505,
No. 11575017, No. 11675166, No. 11705209; Key Re-
search Program of Frontier Sciences, Chinese Academy
of Sciences (CAS), Grant No. QYZDJ-SSW-SLH011;
the CAS Center for Excellence in Particle Physics
(CCEPP); the Shanghai Pujiang Program under Grant
No. 18PJ1401000; the Ministry of Education, Youth
and Sports of the Czech Republic under Contract
No. LTT17020; the Carl Zeiss Foundation, the Deutsche
Forschungsgemeinschaft, the Excellence Cluster Uni-
verse, and the VolkswagenStiftung; the Department of
Science and Technology of India; the Istituto Nazionale
di Fisica Nucleare of Italy; National Research Founda-
tion (NRF) of Korea Grants No. 2015H1A2A1033649,
No. 2016R1D1A1B01010135, No. 2016K1A3A7A09005
603, No. 2016R1D1A1B02012900, No. 2018R1A2B3003
643, No. 2018R1A6A1A06024970, No. 2018R1D1

Seidl et al., arXiv:1902.01552

First direct measurement of TMD effects in fragmentation functions 
Makes use of thrust axis: the formalism should take it into account

See https://arxiv.org/abs/2206.08876

https://arxiv.org/abs/1902.01552
https://arxiv.org/abs/2206.08876


RECENT STUDY WITH FLAVOR DEPENDENCE 87

1. 1.1. 1.

1.3 1.3

0.7 0.7

1.6 1.6

0.4 0.4

0.1 0.1

1. 1.1. 1.

1.3 1.3

0.7 0.7

1.6 1.6

0.4 0.4

0.1 0.1

1. 1.1. 1.

1.3 1.3

0.7 0.7

1.6 1.6

0.4 0.4

0.1 0.1

1. 1.1. 1.

1.3 1.3

0.7 0.7

1.6 1.6

0.4 0.4

1.9 1.9

0.1 0.1

0. 0.5 1. 1.5 2. 2.5 3. 0.5 1. 1.5 2. 2.5 3.

HERA20 MSHT20 CT18 NNPDF3.1 SV19

b(GeV-1) b(GeV-1)

Figure 12: The ratio of the first Mellin moments of unpolarized TMDPDF (6.1) as a function of b for
different PDF cases.

7 Conclusions

Collinear PDFs play an important role in the modern phenomenology of TMD distributions, reducing the
parametric freedom and establishing the connection with the resummation formalism. The use of PDFs
brings a certain degree of intrinsic tensions in the analysis of TMD distributions. These tensions can be
revealed by examining anomalies in the shapes of statistical distributions and sensitivity to the PDF sets,
which has been found in recent fits of DY and SIDIS experiments [3–6]. We refer to the dependence of
extracted TMD distributions on PDFs as PDF bias.

In this paper, for the first time, we address the problem of the PDF bias. We found and demonstrated
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parametric freedom and establishing the connection with the resummation formalism. The use of PDFs
brings a certain degree of intrinsic tensions in the analysis of TMD distributions. These tensions can be
revealed by examining anomalies in the shapes of statistical distributions and sensitivity to the PDF sets,
which has been found in recent fits of DY and SIDIS experiments [3–6]. We refer to the dependence of
extracted TMD distributions on PDFs as PDF bias.

In this paper, for the first time, we address the problem of the PDF bias. We found and demonstrated
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There seems to be a lot of room 
for flavor dependence.  
Different collinear PDFs  

lead to different results…
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There is room for flavour dependence,  
but we don’t control it well 
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FIG. 4: (a) Lowest order diagram for T-odd TMDs in spectator model calculations containing the interaction of the active
quark with the target remnant. The eikonal propagator arising from the Wilson line in the operator definition of TMDs is
indicated by a double line. Note that only the imaginary part of the box diagram on the left-hand side (LHS) of the cut
is relevant for the calculation of T-odd functions. The Hermitian conjugate diagram (h.c.) is not shown. (b) Lowest order
diagram for GPDs in spectator model calculations. The topology of diagram (a) matches with the one of diagram (b) if the
quark-spectator interaction, described by the lensing function I

q,i, is factored out.

in perturbation theory. In addition, we find that those
gluon distributions in the quark target model, which en-
ter the relation of third type as indicated in (84), satisfy
a relation with exactly the structure of (109).

As expected, the general structure of the relation
in (101) and in (109) is different. Note that due to the
Wilson line contribution to the T-odd TMDs, the prefac-
tor on the RHS in (101) contains couplings which do not
appear in (109). Moreover, the relative power of (1− x)
between the moments of the TMDs and of the GPDs
differs for both types of relations.

Evaluating (109) for three specific values of n one finds

h⊥q (0)
1T (x) =

3

(1 − x)2
H̃q

T (x, 0, 0) , (110)

h⊥q (1/2)
1T (x) =

8

(2π)2 (1 − x)2
H̃q (1/2)

T (x) , (111)

h⊥q (1)
1T (x) =

1

(2π) (1 − x)2
H̃q (1)

T (x) . (112)

Equations (110)–(112) are the counterparts of the rela-
tions of second type in (104)–(106).

Keeping in mind the discussion in Sec. III C [see in par-
ticular (76)] one may wonder if the relation of third type
in (109) can be rewritten such that the second deriva-
tive of the impact parameter distribution H̃q

T shows up.
This is indeed possible for arbitrary values of n. Instead
of providing a general formula we limit this discussion
to the particular case n = 1 in which the most compact
and appealing result follows. To this end we exploit the
model-independent identity

∫

d2⃗bT
b⃗ 2
T

2M2
2

(

H̃q
T (x, b⃗ 2

T )

)′′

= −π

∫ ∞

0
db2

T
1

2M2
2

(

H̃q
T (x, b⃗ 2

T )

)′

=
π

M2
H̃q

T (x, 0)

=
1

(2π) (1 − x)2
H̃q (1)

T (x) . (113)

In (113) integration by parts is used in order to perform
the first step. Combining now Eqs. (112) and (113) one
immediately obtains

h⊥q (1)
1T (x) =

∫

d2k⃗T
k⃗ 2

T

2M2
h⊥q

1T (x, k⃗ 2
T )

=

∫

d2⃗bT
b⃗ 2
T

2M2
2

(

H̃q
T (x, b⃗ 2

T )

)′′

. (114)

Note that this relation has a strong similarity to the re-
lations of first type in Eqs. (61)–(63). Exactly the same
result holds for the relation of third type containing the
gluon distributions [see (76)], i.e.,

h⊥g (1)
1 (x) =

∫

d2k⃗T
k⃗ 2

T

2M2
h⊥g

1 (x, k⃗ 2
T )

=

∫

d2⃗bT
b⃗ 2
T

2M2
2

(

Eg
T (x, b⃗ 2

T ) + 2H̃g
T (x, b⃗ 2

T )

)′′

. (115)

E. Relation of fourth type

Eventually, the relation of fourth type indicated in (77)
and (85) is considered. In the framework of the quark
target model calculation at lowest order such a relation
is satisfied because both the TMD h⊥g

1T and the GPD
H̃g

T vanish [see Eqs. (B18) and (B30)]. In order to ob-
tain nonzero results for those distributions higher order
diagrams have to be studied. At present one can say nei-
ther if higher order results obey a relation of fourth type
nor how the specific form of such a relation could look
like. One can only speculate that a possible relation of
fourth type may be similar to the relation of second type
because in both cases a T-odd TMD enters.

F. Higher order diagrams

As already pointed out above so far nontrivial relations
between GPDs and TMDs are only established if the

Burkardt, Hwang, PRD69 (04) 
Lu, Schmidt, PRD75 (07) 
Bacchetta, Conti, Radici, PRD 78 (08) 

f�(0)a
1T (x;Q2

L) = �3MCF �S

2(1� x)
Ea(x, 0, 0;Q2

L)

91

This relation holds only in simple models Bacchetta, Pasquini, Rodini, https://arxiv.org/abs/1907.06960
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ter the relation of third type as indicated in (84), satisfy
a relation with exactly the structure of (109).
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in (109) can be rewritten such that the second deriva-
tive of the impact parameter distribution H̃q

T shows up.
This is indeed possible for arbitrary values of n. Instead
of providing a general formula we limit this discussion
to the particular case n = 1 in which the most compact
and appealing result follows. To this end we exploit the
model-independent identity

∫

d2⃗bT
b⃗ 2
T

2M2
2

(

H̃q
T (x, b⃗ 2

T )

)′′

= −π

∫ ∞

0
db2

T
1

2M2
2

(

H̃q
T (x, b⃗ 2

T )

)′

=
π

M2
H̃q

T (x, 0)

=
1

(2π) (1 − x)2
H̃q (1)

T (x) . (113)

In (113) integration by parts is used in order to perform
the first step. Combining now Eqs. (112) and (113) one
immediately obtains

h⊥q (1)
1T (x) =

∫

d2k⃗T
k⃗ 2

T

2M2
h⊥q

1T (x, k⃗ 2
T )

=

∫

d2⃗bT
b⃗ 2
T

2M2
2

(

H̃q
T (x, b⃗ 2

T )

)′′

. (114)

Note that this relation has a strong similarity to the re-
lations of first type in Eqs. (61)–(63). Exactly the same
result holds for the relation of third type containing the
gluon distributions [see (76)], i.e.,

h⊥g (1)
1 (x) =

∫

d2k⃗T
k⃗ 2

T

2M2
h⊥g

1 (x, k⃗ 2
T )

=

∫

d2⃗bT
b⃗ 2
T

2M2
2

(

Eg
T (x, b⃗ 2

T ) + 2H̃g
T (x, b⃗ 2

T )

)′′

. (115)

E. Relation of fourth type

Eventually, the relation of fourth type indicated in (77)
and (85) is considered. In the framework of the quark
target model calculation at lowest order such a relation
is satisfied because both the TMD h⊥g

1T and the GPD
H̃g

T vanish [see Eqs. (B18) and (B30)]. In order to ob-
tain nonzero results for those distributions higher order
diagrams have to be studied. At present one can say nei-
ther if higher order results obey a relation of fourth type
nor how the specific form of such a relation could look
like. One can only speculate that a possible relation of
fourth type may be similar to the relation of second type
because in both cases a T-odd TMD enters.

F. Higher order diagrams

As already pointed out above so far nontrivial relations
between GPDs and TMDs are only established if the

Burkardt, Hwang, PRD69 (04) 
Lu, Schmidt, PRD75 (07) 
Bacchetta, Conti, Radici, PRD 78 (08) 

f�(0)a
1T (x;Q2

L) = �3MCF �S

2(1� x)
Ea(x, 0, 0;Q2

L)
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This relation holds only in simple models Bacchetta, Pasquini, Rodini, https://arxiv.org/abs/1907.06960

https://arxiv.org/abs/1907.06960
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