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Status of 3-particle formalism 
[References at end]

2

• 3 identical spinless particles

• Applications: , as well as  theory [see talk by Fernando Romero-López (later this session)]

• Mixing of two- and three-particle channels for identical spinless particles

• Step on the way to , etc.

• 3 degenerate but distinguishable spinless particles, e.g  with isospin 0, 1, 2, 3

• Potential applications: 

• 3 nondegenerate spinless particles
• Potential applications:  

• 2 identical +1 different spinless particles
• Applications:  [see talk by Fernando Romero-López (later this session)]

• 3 identical spin-½ particles 
• Potential applications:  [see talk by Wilder Schaaf (Tuesday 11:35am “Structure of Hadrons..”)

•  for all isospins (also )

• Potential applications:  incorporating LH cut [see talk by Sebastian Dawid (later this session)]

3π+, 3K+ ϕ4

N(1440) → Nπ, Nππ

3π
ω(782), a1(1260), h1(1170), π(1300), …

D+
s D0π−

π+π+K+, K+K+π+

3n, 3p, 3Λ

DDπ BBπ, KKπ
Tcc → D*D
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What is missing?
• Non-indentical spin-½ particles, e.g. 

• Underway with Zack Draper, Max Hansen, & Fernando Romero-López

• Systems with mixed spins, e.g.  with 

• Underway with Sebastian Dawid, Max Hansen, & Fernando Romero-López

• Systems with mixed spins that mix with 2-particle channels, e.g. Roper

• Underway with Sebastian Dawid, Max Hansen, & Fernando Romero-López

• Multiple nondegenerate 3-particle channels, e.g. 

• This talk!

• Combinations of the above

• Should be straightforward…

ppn, nnp

NNπ I = 0,1,2

→ pππ + pπ

b1(1235), η(1295) → ππη + KKπ
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Example: ππη + KKπ

4

• We work in isosymmetric QCD, so G parity is a good symmetry (also on the lattice)

•  has ,  has  (depending on isospin & symmetry of  pair)

• We project on the  sector, to avoid mixing with 

ππη G = + KKπ G = ± KK

G = + 3π
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4
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•  has ,  has  (depending on isospin & symmetry of  pair)

• We project on the  sector, to avoid mixing with 
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• We consider unnatural  to avoid mixing with  

• In finite volume, must restrict to irreps that are not subduced from natural  

✴ E.g.  in rest frame  and  in rest frame 

JP(0−,1+,2−, …) 2π

JP

A1u (JP = 0−,4−, …) T1g (JP = 1+,3+, …)
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• Allowed values of total isospin are  

•  contains  resonance 

•  contains  resonance 

I = 0, 1, 2

I = 0 JPC = 0−+ η(1295)

I = 1 JPC = 1+− b1(1235)
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• We project on the  sector, to avoid mixing with 
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•  contains  resonance 

•  contains  resonance 

I = 0, 1, 2

I = 0 JPC = 0−+ η(1295)
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• Caveat: these resonances also decay to , which we do not include, and could decay to 
(but are not seen in) 

4π
6π,8π,4π + η, …
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Method of derivation

5

• Work in RFT approach [Hansen & SRS, 2014, …]

• Use time-ordered perturbation theory (TOPT) based method [Blanton & SRS, 2020]

• Combines 2+1 formalism (for ) with nonidentical formalism (for )ππη KKπ



S.R.Sharpe, “Three-particle formalism for multiple channels…,” LATTICE 2024, 7/29/2024 /9

Method of derivation

5

• Work in RFT approach [Hansen & SRS, 2014, …]

• Use time-ordered perturbation theory (TOPT) based method [Blanton & SRS, 2020]

• Combines 2+1 formalism (for ) with nonidentical formalism (for )ππη KKπ

E0(L)

E1(L)

E2(L)

Kdf,3 M3
Infinite-volume 

integral eqs.
Quantization 
Conditions 

(QC2 & QC3)

𝒦2

2- and 3-particle 
spectra

ℳ2

• Result takes standard form
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C† replaced by these new operators, and e�ectively inserted into eq. (3.40). This implies
that this properly symmetrized M23,L is part of a finite-volume correlator, and thus its
poles determine the finite-volume energies. Only the third term in M23,L, namely „M(u,u)Õ

23,L
,

can lead to such poles, since three-particle energies must depend on the three-particle K
matrix. This allows us to read o� a new form of the quantization condition, as is done in
the following section.

The fourth feature of eq. (3.41) concerns the nature of ‚Kdf,3. As indicated by the
absence of the (u, u) superscript, this is a symmetrized quantity. This follows from the
derivation given in BS1, BS2 and BS3. In particular, for a given choice of external particles,
all contributions are included in its definition. Di�erent choices of spectator flavors lead
to di�erent decompositions into {k¸m} indices, but the underlying quantity is the same.
This is not the case for ‚K(u,u)

df,3 . A particularly explicit discussion of this point is given in
Appendix A of BS2.

Finally, we note that we are free to rotate from the charge basis to the isospin basis,
leaving the form of all equations unchanged. In the following, we assume that this rotation
has been carried out.

3.5 Symmetric form of three-particle quantization condition

As just discussed, the poles in „M(u,u)Õ
23,L

correspond to finite-volume energy levels. This
implies a second form for the quantization condition,5

det
Ë
1 + ‚F3 ‚Kdf,3

È
= 0 , (3.48)

where ‚F3 is given in eq. (3.46). This result takes the standard form for all quantization
conditions obtained previously in the RFT approach [11, 13, 18, 23, 28, 30, 34, 38]. We call
this the symmetric form, as it contains a symmetrized three-particle K matrix. Given that
this minimizes the number of independent components of Kdf,3, it is the simplest form of
the quantization condition to implement in practice.

Since all matrices contained in the quantization condition block diagonalize in isospin,
we can solve the condition separately for each block. This leads to our final form

det
Ë
1 + ‚F [I]

3
‚K[I]

df,3
È

= 0 , (3.49)

for I = 2, 1, 0, with

‚F [I]
3 =

‚F [I]

3 ≠ ‚F [I] 1
( ‚K[I]

2,L
)≠1 + ‚F [I]

G

‚F [I]
. (3.50)

We collect here the explicit forms for the isospin blocks, beginning with those for I = 2,

‚F [I=2]
G

=
A

F
1+1+1
G

0
0 F

2+1
G

B

(3.51)

5As shown in appendix G, one can also derive this form directly from the the asymmetric form of the
quantization condition.
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QC3:
Matrix indices are:

channel, k, ℓm
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New features

6

 has 5: I = 2

 has 8: I = 1

 has 5: I = 0

• Multiple non-degenerate channels (notation is  )[[pair-a,  pair-b]Iab
, spectator]I

• Kinematic factors are channel-dependent

where C is a 6 ◊ 18 matrix of operators with block form

C =

Q

ccccccccca

X (3) 0 0 0 0 0
0 X (3) 0 0 0 0
0 0 X (3) 0 0 0
0 0 0 X (3) 0 0
0 0 0 0 X (4) 0
0 0 0 0 0 SDX (2)

R

dddddddddb

, (3.34)

where

X (3)
©

1
X (312)

[kab] , X (213)
[kab] , X (123)

[kab]

2
,

X (4)
©

1
X (312)

[kab] Pe, X (312)
[kab] Po, X (213)

[kab] , X (123)
[kab]

2
,

X (2)
©

3Ò
1
2X (312)

[kab] , X (123)
[kab]

4
.

(3.35)

The choices of superscripts in these vectors determines which momentum is assigned to
each particle. The fixed subscript on these objects, [kab], indicates that the first super-
script index corresponds to k, the spectator; the second to a, the preferred partner in the
interacting pair; and the third to b, the remaining partner. This ordering follows from the
choices in eq. (2.1) as well as the conventions for momentum labels in eq. (3.24). The a

and b that appear here should not be confused with those appearing in eq. (2.2), which
label distinct isospin channels. The symmetry factor of


1/2 is explained in BS2, and the

appearance of SD follows from eq. (3.15).
We stress, as explained in BS2 and ref. [34], that this conversion is only precise in the

L æ Œ limit; this, however, will be su�cient for our purposes in the following.

3.3 Converting to the total isospin basis

We now convert to the total isospin basis. We choose the following ordering,
)
[[KK̄]1fi]2, [[Kfi]3/2K̄]2, [[K̄fi]3/2K]2, [[fifi]2÷]2, [[fi÷]1fi]2,

[[KK̄]1fi]1, [[KK̄]0fi]1, [[Kfi]3/2K̄]1, [[Kfi]1/2K̄]1, [[K̄fi]3/2K]1, [[K̄fi]1/2K]1,

[[fifi]1÷]1, [[fi÷]1fi]1,

[[KK̄]1fi]0, [[Kfi]1/2K̄]0, [[K̄fi]1/2K]0, [[fifi]0÷]0, [[fi÷]1fi]0
*

(3.36)

where, as before, the final entry corresponds to the spectator, and the first entry to the
primary particle in the pair. The first five elements have I = 2, the next eight have I = 1,
and the final five have I = 0. Since isospin is an exact symmetry in our setup, we must
find that all matrices block diagonalize according to isospin.

The unitary matrix C
(18)
chæiso that converts between bases is given in appendix E. We

insert [C(18)
chæiso]≠1

C
(18)
chæiso = 1 between all matrices in eq. (3.25), such that each of these

matrices is converted to the isospin basis by conjugation, as in eq. (E.1), while the end-
caps are rotated. We simplify notation by using the same symbols for all quantities after
conversion to the isospin basis, so that the result for �CL maintains exactly the form of
eq. (3.25).
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C† replaced by these new operators, and e�ectively inserted into eq. (3.40). This implies
that this properly symmetrized M23,L is part of a finite-volume correlator, and thus its
poles determine the finite-volume energies. Only the third term in M23,L, namely „M(u,u)Õ

23,L
,

can lead to such poles, since three-particle energies must depend on the three-particle K
matrix. This allows us to read o� a new form of the quantization condition, as is done in
the following section.

The fourth feature of eq. (3.41) concerns the nature of ‚Kdf,3. As indicated by the
absence of the (u, u) superscript, this is a symmetrized quantity. This follows from the
derivation given in BS1, BS2 and BS3. In particular, for a given choice of external particles,
all contributions are included in its definition. Di�erent choices of spectator flavors lead
to di�erent decompositions into {k¸m} indices, but the underlying quantity is the same.
This is not the case for ‚K(u,u)

df,3 . A particularly explicit discussion of this point is given in
Appendix A of BS2.

Finally, we note that we are free to rotate from the charge basis to the isospin basis,
leaving the form of all equations unchanged. In the following, we assume that this rotation
has been carried out.

3.5 Symmetric form of three-particle quantization condition

As just discussed, the poles in „M(u,u)Õ
23,L

correspond to finite-volume energy levels. This
implies a second form for the quantization condition,5

det
Ë
1 + ‚F3 ‚Kdf,3

È
= 0 , (3.48)

where ‚F3 is given in eq. (3.46). This result takes the standard form for all quantization
conditions obtained previously in the RFT approach [11, 13, 18, 23, 28, 30, 34, 38]. We call
this the symmetric form, as it contains a symmetrized three-particle K matrix. Given that
this minimizes the number of independent components of Kdf,3, it is the simplest form of
the quantization condition to implement in practice.

Since all matrices contained in the quantization condition block diagonalize in isospin,
we can solve the condition separately for each block. This leads to our final form

det
Ë
1 + ‚F [I]

3
‚K[I]

df,3
È

= 0 , (3.49)

for I = 2, 1, 0, with

‚F [I]
3 =

‚F [I]

3 ≠ ‚F [I] 1
( ‚K[I]

2,L
)≠1 + ‚F [I]

G

‚F [I]
. (3.50)

We collect here the explicit forms for the isospin blocks, beginning with those for I = 2,

‚F [I=2]
G

=
A

F
1+1+1
G

0
0 F

2+1
G

B

(3.51)

5As shown in appendix G, one can also derive this form directly from the the asymmetric form of the
quantization condition.
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det
Ë
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for I = 2, 1, 0, with

‚F [I]
3 =

‚F [I]

3 ≠ ‚F [I] 1
( ‚K[I]

2,L
)≠1 + ‚F [I]

G

‚F [I]
. (3.50)

We collect here the explicit forms for the isospin blocks, beginning with those for I = 2,

‚F [I=2]
G

=
A

F
1+1+1
G

0
0 F

2+1
G

B

(3.51)

5As shown in appendix G, one can also derive this form directly from the the asymmetric form of the
quantization condition.
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New features

6

 has 5: I = 2

 has 8: I = 1

 has 5: I = 0

• Multiple non-degenerate channels (notation is  )[[pair-a,  pair-b]Iab
, spectator]I

• Kinematic factors are channel-dependent

where C is a 6 ◊ 18 matrix of operators with block form

C =

Q

ccccccccca

X (3) 0 0 0 0 0
0 X (3) 0 0 0 0
0 0 X (3) 0 0 0
0 0 0 X (3) 0 0
0 0 0 0 X (4) 0
0 0 0 0 0 SDX (2)

R

dddddddddb

, (3.34)

where

X (3)
©

1
X (312)

[kab] , X (213)
[kab] , X (123)

[kab]

2
,

X (4)
©

1
X (312)

[kab] Pe, X (312)
[kab] Po, X (213)

[kab] , X (123)
[kab]

2
,

X (2)
©

3Ò
1
2X (312)

[kab] , X (123)
[kab]

4
.

(3.35)

The choices of superscripts in these vectors determines which momentum is assigned to
each particle. The fixed subscript on these objects, [kab], indicates that the first super-
script index corresponds to k, the spectator; the second to a, the preferred partner in the
interacting pair; and the third to b, the remaining partner. This ordering follows from the
choices in eq. (2.1) as well as the conventions for momentum labels in eq. (3.24). The a

and b that appear here should not be confused with those appearing in eq. (2.2), which
label distinct isospin channels. The symmetry factor of


1/2 is explained in BS2, and the

appearance of SD follows from eq. (3.15).
We stress, as explained in BS2 and ref. [34], that this conversion is only precise in the

L æ Œ limit; this, however, will be su�cient for our purposes in the following.

3.3 Converting to the total isospin basis

We now convert to the total isospin basis. We choose the following ordering,
)
[[KK̄]1fi]2, [[Kfi]3/2K̄]2, [[K̄fi]3/2K]2, [[fifi]2÷]2, [[fi÷]1fi]2,

[[KK̄]1fi]1, [[KK̄]0fi]1, [[Kfi]3/2K̄]1, [[Kfi]1/2K̄]1, [[K̄fi]3/2K]1, [[K̄fi]1/2K]1,

[[fifi]1÷]1, [[fi÷]1fi]1,

[[KK̄]1fi]0, [[Kfi]1/2K̄]0, [[K̄fi]1/2K]0, [[fifi]0÷]0, [[fi÷]1fi]0
*

(3.36)

where, as before, the final entry corresponds to the spectator, and the first entry to the
primary particle in the pair. The first five elements have I = 2, the next eight have I = 1,
and the final five have I = 0. Since isospin is an exact symmetry in our setup, we must
find that all matrices block diagonalize according to isospin.

The unitary matrix C
(18)
chæiso that converts between bases is given in appendix E. We

insert [C(18)
chæiso]≠1

C
(18)
chæiso = 1 between all matrices in eq. (3.25), such that each of these

matrices is converted to the isospin basis by conjugation, as in eq. (E.1), while the end-
caps are rotated. We simplify notation by using the same symbols for all quantities after
conversion to the isospin basis, so that the result for �CL maintains exactly the form of
eq. (3.25).
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• Projection onto  reduces channel count to 4, 6, and 4, e.g.G = +

The result is that the quantization condition for each isospin takes the same form as
above, eqs. (3.49) and (3.50), but with the matrices ‚F [I]

G
, ‚K2,L, and ‚Kdf,3 replaced by their

reduced versions. We first describe these new versions for ‚F [I]
G

and ‚K2,L. For I = 2, we
find

‚F [I=2]
G

æ

Q

cccca

PeF̃
fi
Pe

Ô
2PeG̃

fiK
P¸ 0 0

Ô
2P¸G̃

Kfi
Pe F̃

K + G̃
KK 0 0

0 0 PeF̃
Õ÷

Pe

Ô
2PeG̃

Õ÷fi
P¸

0 0
Ô

2P¸G̃
Õfi÷

Pe F̃
Õfi + G̃

Õfifi

R

ddddb
, (3.95)

‚K[I=2]
2,L

æ

Q

ccccca

PeK
KK̄,I=1
2,L Pe 0 0 PeK

fi÷¡KK̄,I=1
2,L

0 K
Kfi,I=3/2
2,L

0 0
0 0 1

2K
fifi,I=2
2,L 0

K
fi÷¡KK̄,I=1
2,L Pe 0 0 K

fi÷,I=1
2,L

R

dddddb
. (3.96)

Several comments are in order. First, we note that the upper 2 ◊ 2 block in ‚F [I=2]
G

now
has a similar structure to the lower such block, which is given by the 2+1 form F

2+1
G

.
Thus the projection onto G = + in some sense treats the K and K as identical particles.
Second, we could replace Pe

ÂF fi
Pe with Pe

ÂF fi, due to the properties of ÂF , as explained in
appendix A of ref. [11]. Similarly we do not need a Pe on both sides of the top-left entry
in ‚K[I=2]

2,L
. Finally, the factors of Pe acting on the o�diagonal fi÷ ¡ KK entries in ‚K[I=2]

2,L

can be dropped, since the G = + fi÷ state only couples to the KK state with even partial
waves. In all cases, we keep the factors of Pe to illustrate the action of the projectors.

The results for I = 0 are similar

‚F [I=0]
G

æ

Q

cccca

PeF̃
fi
Pe ≠

Ô
2PeG̃

fiK
P¸ 0 0

≠
Ô

2P¸G̃
Kfi

Pe F̃
K + G̃

KK 0 0
0 0 PeF̃

Õ÷
Pe

Ô
2PeG̃

Õ÷fi
P¸

0 0
Ô

2P¸G̃
Õfi÷

Pe F̃
Õfi + G̃

Õfifi

R

ddddb
, (3.97)
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2,L

æ

Q
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0 K
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2,L

0 0
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2,L 0

K
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2,L Pe 0 0 K

fi÷,I=1
2,L

R

dddddb
, (3.98)

and analogous comments apply.

For I = 1, we find

‚F [I=1]
G

æ

A
F

(4)
G

0
0 F

2+1
G

B

, (3.99)
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C† replaced by these new operators, and e�ectively inserted into eq. (3.40). This implies
that this properly symmetrized M23,L is part of a finite-volume correlator, and thus its
poles determine the finite-volume energies. Only the third term in M23,L, namely „M(u,u)Õ

23,L
,

can lead to such poles, since three-particle energies must depend on the three-particle K
matrix. This allows us to read o� a new form of the quantization condition, as is done in
the following section.

The fourth feature of eq. (3.41) concerns the nature of ‚Kdf,3. As indicated by the
absence of the (u, u) superscript, this is a symmetrized quantity. This follows from the
derivation given in BS1, BS2 and BS3. In particular, for a given choice of external particles,
all contributions are included in its definition. Di�erent choices of spectator flavors lead
to di�erent decompositions into {k¸m} indices, but the underlying quantity is the same.
This is not the case for ‚K(u,u)

df,3 . A particularly explicit discussion of this point is given in
Appendix A of BS2.

Finally, we note that we are free to rotate from the charge basis to the isospin basis,
leaving the form of all equations unchanged. In the following, we assume that this rotation
has been carried out.

3.5 Symmetric form of three-particle quantization condition

As just discussed, the poles in „M(u,u)Õ
23,L

correspond to finite-volume energy levels. This
implies a second form for the quantization condition,5

det
Ë
1 + ‚F3 ‚Kdf,3

È
= 0 , (3.48)

where ‚F3 is given in eq. (3.46). This result takes the standard form for all quantization
conditions obtained previously in the RFT approach [11, 13, 18, 23, 28, 30, 34, 38]. We call
this the symmetric form, as it contains a symmetrized three-particle K matrix. Given that
this minimizes the number of independent components of Kdf,3, it is the simplest form of
the quantization condition to implement in practice.

Since all matrices contained in the quantization condition block diagonalize in isospin,
we can solve the condition separately for each block. This leads to our final form

det
Ë
1 + ‚F [I]

3
‚K[I]

df,3
È

= 0 , (3.49)

for I = 2, 1, 0, with

‚F [I]
3 =

‚F [I]

3 ≠ ‚F [I] 1
( ‚K[I]

2,L
)≠1 + ‚F [I]

G

‚F [I]
. (3.50)

We collect here the explicit forms for the isospin blocks, beginning with those for I = 2,

‚F [I=2]
G

=
A

F
1+1+1
G

0
0 F

2+1
G

B

(3.51)

5As shown in appendix G, one can also derive this form directly from the the asymmetric form of the
quantization condition.
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• Two underlying channels:

• Assuming PT symmetry, there are 3 independent amplitudes: 

• Convert to 4-d matrix form using projection operators:

aa, ab = ba, bb

Form of : example of  𝒦df,3 I = 0

7

explained in BS2. We note that in Y(2) we can freely replace Y [kab]
(123) with Y [kab]

(213) because
this acts on a function that is symmetric under the interchange of the two neutral pions
(whose momenta are labeled 1 and 2).

The outer product form depends only on the dimensions of the block. Thus, for
example, the {5, 3} block, which has dimensions 4 ◊ 3, contains Y(4)

K53Y(3)† and similarly
in other cases.

After constructing the 18 ◊ 18 matrix ‚Kdf,3 in this fashion, we rotate to the isospin
basis, and examine the three isospin blocks in turn. For the I = 2 block we find a sum of
four outer products

‚K[I=2]
df,3 =

ÿ

x,yœ{a,b}
Y [I=2],x

¶ K
[I=2],xy

df,3 ({p}, {k}) ¶ Y [I=0/2],y†
, (3.68)

where

Y [I=2],a† =
1
Y [kab]†

(312) , Y [kab]†
(213) , Y [kab]†

(123) , 0, 0
2

,

Y [I=2],b† =
3

0, 0, 0,

Ò
1
2Y [kab]†

(312) , Y [kab]†
(213)

4
,

(3.69)

with the conjugate vectors given similarly. The superscripts a, b here refer to the two inde-
pendent states that contribute, respectively [[KK̄]1fi]2 and [[fifi]2÷]2. Thus, for example,
K

[I=2],ba

df,3 corresponds to the K matrix for the process fifi÷ Ω KKfi. PT invariance implies
that K

[I=2],ba

df,3 ({p}, {k}) = K
[I=2],ab

df,3 ({k}, {p}), so that there are only three underlying K
matrices, as claimed above. Finally, we note that, to obtain these results, we have used
the fact that the I = 2 fifi÷ state is symmetric under the interchange of the two pions.

The choice of normalization of the Y [I=2],x is arbitrary, since any changes can be
absorbed by a redefinition of K

[I=0],xy

df,3 . The normalization that we choose is explained in
the following section, and in particular is such that eq. (3.89) holds.

The result for the I = 0 block takes the same form as for I = 2,

‚K[I=0]
df,3 =

ÿ

x,yœ{a,b}
Y [I=0],x

¶ K
[I=0],xy

df,3 ({p}, {k}) ¶ Y [I=0],y†
, (3.70)

where

Y [I=0],a† =
1
Y [kab]†

(312) , ≠Y [kab]†
(213) , ≠Y [kab]†

(123) , 0, 0
2

,

Y [I=0],b† = Y [I=2],b†
.

(3.71)

In this case a, b refer to [[KK̄]1fi]0 and [[fifi]0÷]0, respectively. Again, using PT symmetry,
there are three independent underlying functions.

Finally, for I = 1, where the block is eight dimensional and there are three underlying
states, we obtain

‚K[I=1]
df,3 =

ÿ

x,yœ{a,b,c}
Y [I=1],x

¶ K
[I=1],xy

df,3 ¶ Y [I=1],y†
, (3.72)
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where F
2+1
G is given in eq. (3.60), and

F
(4)
G

=

Q

ccccccccccca

Pe
ÂF fi

Pe 0 ≠

Ò
2
3Pe

ÂGfiK
P¸

Ò
4
3Pe

ÂGfiK
P¸

0 Po
ÂF fi

Po ≠

Ò
4
3Po

ÂGfiK
P¸ ≠

Ò
2
3Po

ÂGfiK
P¸

≠

Ò
2
3P¸

ÂGKfi
Pe ≠

Ò
4
3P¸

ÂGKfi
Po

ÂF K
≠

1
3

ÂGKK
≠

Ò
8
9

ÂGKK

Ò
4
3P¸

ÂGKfi
Pe ≠

Ò
2
3P¸

ÂGKfi
Po ≠

Ò
8
9

ÂGKK ÂF K + 1
3

ÂGKK

R

dddddddddddb

, (3.100)

while the two-particle K matrix reduces to

‚K[I=1]
2,L

æ

Q

ccccccccccca

PeK
KK̄,I=1
2,L Pe 0 0 0 0 PeK

fi÷¡KK̄,I=1
2,L

0 PoK
KK̄,I=0
2,L Po 0 0 0 0

0 0 K
Kfi,I=3/2
2,L

0 0 0
0 0 0 K

Kfi,I=1/2
2,L

0 0
0 0 0 0 1

2K
fifi,I=1
2,L 0

K
fi÷¡KK̄,I=1
2,L Pe 0 0 0 0 K

fi÷,I=1
2,L

R

dddddddddddb

.

(3.101)

Next we describe the reduced forms of Kdf,3. The expressions in terms of sums over
outer products, eqs. (3.68), (3.70) and (3.72), remain valid, but the vectors themselves
change to

Y [I=2],a†
æ

3
1
2(Y [kab]†

(312) + Y [kab]†
(321) ),

Ò
1
2(Y [kab]†

(213) + Y [kab]†
(123) ), 0, 0

4
,

Y [I=2],b†
æ

3
0, 0,

Ò
1
2Y [kab]†

(312) , Y [kab]†
(213)

4
,

(3.102)

Y [I=0],a†
æ

3
1
2(Y [kab]†

(312) + Y [kab]†
(321) ), ≠

Ò
1
2(Y [kab]†

(213) + Y [kab]†
(123) ), 0, 0

4
,

Y [I=0],b†
æ

3
0, 0,

Ò
1
2Y [kab]†

(312) , Y [kab]†
(213)

4
,

(3.103)

Y [I=1],a†
æ

3
1
2(Y [kab]†

(312) + Y [kab]†
(321) ), 0, ≠

Ò
1
6(Y [kab]†

(213) + Y [kab]†
(123) ),

Ò
1
3(Y [kab]†

(213) + Y [kab]†
(123) ), 0 0

4
,

Y [I=1],b†
æ

3
0,

1
2(Y [kab]†

(312) ≠ Y [kab]†
(321) ),

Ò
1
3(Y [kab]†

(213) ≠ Y [kab]†
(123) ),

Ò
1
3(Y [kab]†

(213) ≠ Y [kab]†
(123) ), 0, 0

4
,

Y [I=1],c†
æ

3
0, 0, 0, 0,

Ò
1
2Y [kab]†

(312) , Y [kab]†
(213)

4
.

(3.104)

The final change is to the integral equations relating Kdf,3 to M3. Here again the
form of the relations, eq. (3.83), remains unchanged, as does the expressions for the con-
version matrices, eqs. (3.77), (3.79) and (3.81). The vector of operators entering the latter
expressions, however, change to

X [I=2],a
æ

3
1
2(X (312)

[kab] + X (321)
[kab] ),

Ò
1
2(X (213)

[kab] + X (123)
[kab] ), 0, 0

4
,

X [I=2],b
æ

1
0, 0,

Ô
2X (312)

[kab] , X (123)
[kab] + X (213)

[kab]

2
,

(3.105)
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(i = fi) is much closer to threshold than that in the fiK/fiK channels (i = K/K). This
observation will play a role in the discussion of section 4.

The primed quantities ÂF Õ(i) and ÂGÕ(ij) are defined in exactly the same manner, except
that {i, j, k} is now a permutation of {fi, fi, ÷}. Strictly speaking, the cuto� functions
should be primed, i.e. H

Õ(i)(p), to indicate that a new triplet of particles is being used.
The nearest left-hand cut in both fifi and fi÷ scattering is due to two-pion exchange so
that the result for ‡

(i)
min, eq. (B.10), still holds. Numerically, the minimum values for

Ò
‡

(i)
min

are 0 and ¥ 535 MeV for i = ÷ and fi, respectively, while those for
Ò

‡
(i)
th are ¥ 270 and

685 MeV.
We now turn to the X operators, introduced in ref. [34], and appearing in the main

text starting in eq. (3.35). These convert from the {k¸m} to the momentum basis. The
operator X ‡

[kab] acts on a vector fk¸m as

Ë
X ‡

[kab] ¶ f

È
({p}) =

C
ÿ

¸m

Y
ú

¸m(âú)fk¸m

D

kæp‡1 ,aæp‡2 ,bæp‡3

, (B.11)

where ‡ is a permutation of {1, 2, 3}. In words, the sum over ¸m yields a function of k and
â

ú. The former is then equated to p‡1 (the spectator momentum), while the latter, when
boosted to the CMF of the nonspectator pair, is set to the direction of p‡2 . For three on-
shell momenta, this completely determines p‡2 and also the final momentum b = P ≠k ≠a,
which is equated with p‡3 . The result is a function of the three on-shell momenta p1, p2, p3.
The left-acting version X ‡†

[kab] is defined analogously,

Ë
f ¶ X ‡†

[kab]

È
({ki}) =

C
ÿ

¸m

fk¸mY¸m(âú)
D

kæk‡1 , aæk‡2 , bæk‡3

. (B.12)

Next we introduce operators Y [kab]
‡ that have the inverse action of the X ‡

[kab], again
borrowing notation from ref. [34]. These appear first in the main text in section 3.6. The
Y [kab]

‡ act on functions g({pi}) of three on-shell momenta, yielding objects that have {k¸m}

indices:
Ë
Y [kab]

‡ ¶ g

È

k¸m
= 1

4fi

⁄
d�aúY¸m(âú)g({pi})

----
p‡(1)æk, p‡(2)æa, p‡(3)æb

, (B.13)

where ‡ is again a permutation of {1, 2, 3}. In words, we choose p‡1 to be the spectator
momentum, leaving p‡2 and p‡3 to be the remaining pair. We boost to the CMF of this
pair, and decompose into spherical harmonics, defining â

ú as the direction of p‡2 in this
frame. An analogous definition holds for the conjugate operator Y [kab]†

‡ , which acts from
the right and includes the complex-conjugated spherical harmonics.

Finally, we give the explicit form for the two-particle K matrices, or, more precisely,
for the inverse of these matrices, since it is the latter that enter the quantization condition
[see eqs. (3.49) and (3.50)]. We focus on channels having definite isospin, rather than using
the charge basis, since the former enter the final form of the quantization condition, both
before (section 3.5) and after (section 3.8) G-parity projection.
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symmetries constrain the allowed forms. We conclude in section 6. Various technical details
are collected into seven appendices.

2 Overview

The total isospin of both KKfi and fifi÷ channels can be I = 0, 1, or 2. Although
resonances are present only for the first two of these values, we derive the formalism for
all three choices. All three can be accessed by studying the sector with quantum numbers
I3 = 0, U = 0, D = 0, S = 0.3 There are six di�erent flavor channels with these quantum
numbers,

;
K

+(k1)K0(k2)fi≠(k3), K
+(k1)K≠(k2)fi0(k3), K

0(k1)K0(k2)fi0(k3),

K
0(k1)K≠(k2)fi+(k3), fi

+(k1)fi≠(k2)÷(k3), fi
0(k1)fi0(k2)÷(k3)

<
,

(2.1)

where we include momentum labels for later use. These decompose into isospin as the
I3 = 0 components of the following seven channels,

I = 2 : a) [[KK̄]1fi]2, b) [[fifi]2÷]2 ;
I = 1 : a) [[KK̄]1fi]1, b) [[KK̄]0fi]1, c) [[fifi]1÷]1 ;
I = 0 : a) [[KK̄]1fi]0, b) [[fifi]0÷]0 ;

(2.2)

where the subscripts indicate isospin, and the momentum labels are implicitly ordered as in
eq. (2.1): k1, k2, and k3. The increase from six to seven dimensions arises because, when
decomposing under isospin, the symmetric and antisymmetric parts of fi

+
fi

≠ are treated
separately. The relation between the isospin and flavor bases, which will be needed in the
subsequent discussion, is given in appendix A.

In order to avoid mixing with the three-pion channel, we must restrict the states to
have G = +. This is automatic for the fifi÷ channel, but not for KKfi, which can have
either G parity. This restriction can be implemented by applying relations between the four
KKfi flavor channels in eq. (2.1), or equivalently upon the corresponding four channels in
eq. (2.2). It is simpler to state the restrictions for the latter:4 To have overall G = +,
the KK pairs must have G = ≠. This implies that [KK̄]1 pairs must be symmetric under
k1 ¡ k2 (and thus have only even relative angular momentum), while [KK̄]0 pairs must be
antisymmetric (implying odd relative angular momentum). This follows because the action
on kaons of G = Ce

≠ifiIy (where C is the charge conjugation operator and Iy the second
component of isospin) is K

+
æ K

0, K
0

æ ≠K
≠, K

0
æ ≠K

+, and K
≠

æ K
0. Here

we have used the result that the kaon isodoublets are (K+
, K

0) and (≠K
0
, K

≠). Thus,
for example, [KK̄]0 Ã K

+
K

≠ + K
0
K

0, which under G transforms to K
0
K

0 + K
≠

K
+.

3We have also checked the final results by considering the channels with I3 = 1 and 2, which contain,
respectively, total isospins I = 1, 2 and I = 2.

4For completeness we note that the restrictions on the channels in eq. (2.1) are as follows: the first and
fourth must be symmetric under k1 ¡ k2, as must the di�erence between the second and third channels,
while the sum of the second and third channels must be antisymmetric under k1 ¡ k2.
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• Can expand underlying amplitudes in a threshold expansion, or assume a pole form in the 
presence of a resonance—both are constrained by symmetries



S.R.Sharpe, “Three-particle formalism for multiple channels…,” LATTICE 2024, 7/29/2024 /9

Reduction to single channel

8

E(MeV)820 1130 1235 12951090970

ηb1KKπππη   closesKK  closesKπ



S.R.Sharpe, “Three-particle formalism for multiple channels…,” LATTICE 2024, 7/29/2024 /9

Reduction to single channel

8

E(MeV)820 1130 1235 12951090970

ηb1KKπππη   closesKK  closesKπ

Must use full  formalismππη + KKπ

Δ ∼ Mπ

Automatically  onlyππη



S.R.Sharpe, “Three-particle formalism for multiple channels…,” LATTICE 2024, 7/29/2024 /9

Reduction to single channel

8

E(MeV)820 1130 1235 12951090970

ηb1KKπππη   closesKK  closesKπ

Must use full  formalismππη + KKπ

Δ ∼ Mπ

Automatically  onlyππη

• Intermediate region where can use either  only or  formalism

• Two 3-particle channel formalism must reduce to that for single channel if integrate out off-
shell  intermediate states

• We have shown explicitly how this works—provides a cross-check on formalism

ππη ππη + KKπ

KKπ
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Summary & Outlook 
• Generalization of QC3 to two 3-particle channels is relatively straightforward 

• New feature of G-parity projection not directly related to multiple channels

• Decoupling of channel as drop below threshold is understood

• Extending formalism to include additional 3-particle channels will be simple

• Application to LQCD lies some way in the future 

• Working with heavier-than-physical pion masses will reduce issue of neglected 
four-pion channels

• Main present motivation was to understand/extend formalism

9
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Thanks 
Any questions?

10
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http://arxiv.org/abs/arXiv:1902.01111
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Alternate 3-particle approaches
★ Finite-volume unitarity (FVU) approach 

• M. Mai & M. Döring, 1709.08222 , EPJA  [formalism]

• M. Mai et al., 1706.06118, EPJA [unitary parametrization of M3 involving R matrix; used in FVU approach]

• A. Jackura et al., 1809.10523, EPJC [further analysis of R matrix parametrization]

• M. Mai & M. Döring, 1807.04746 , PRL [3 pion spectrum at finite-volume from FVU]

• M. Mai et al., 1909.05749 ,PRD [applying FVU approach to spectrum from Hanlon & Hörz]

• C. Culver et al., 1911.09047, PRD [calculating  spectrum and comparing with FVU predictions]

• A. Alexandru et al., 2009.12358 , PRD [calculating  spectrum and comparing with FVU predictions]

• R. Brett et al., 2101.06144, PRD [determining  interaction from LQCD spectrum]

• M. Mai et al., 2107.03973, PRL [three-body dynamics of the  from LQCD]

• D. Dasadivan et al., 2112.03355, PRD [pole position of  in a unitary framework]

• D. Seivert, M. Mai, U-G. Meißner, 2212.02171, JHEP [Particle-dimer approach for the Roper resonance]

3π+

3π+

3K−

3π+

a1(1260)

a1(1260)

★HALQCD approach  

• T. Doi et al. (HALQCD collab.), 1106.2276, Prog.Theor.Phys. [3 nucleon potentials in NR regime]

http://arxiv.org/abs/arXiv:1709.08222
http://arxiv.org/abs/arXiv:1706.06118
https://arxiv.org/abs/1809.10523
http://arxiv.org/abs/arXiv:1807.04746
https://arxiv.org/abs/1909.05749
https://arxiv.org/abs/1911.09047
https://arxiv.org/abs/2009.12358
https://arxiv.org/abs/2101.06144
https://arxiv.org/abs/2107.03973
https://arxiv.org/abs/2112.03355
http://arxiv.org/abs/arXiv:1106.2276
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• Symmetric form of QC3 takes the by-now familiar form

where i is a channel index related to the flavor of the particles and which of the three
particles is the spectator, k labels the three momentum of such spectator and ¸, m are
partial-wave indices of the interacting pair. Here, ‚Kdf,3 is the three-particle K matrix, and
‚F3 is a matrix that depends on kinematics, size of the box and the two particle K matrix.
As is the case in the RFT formalism, a finite-dimensional quantization condition is obtained
by (1) neglecting interactions in two-particle partial waves that are larger than som ¸max,
and (2) truncating the spectator function using a smooth cuto� function, H

(i)(k). For
systems of nondegenerate particles, a suitable cuto� function is given in Eqs. (2.22) and
(2.23) of Ref. [14].

It is illustrative to consider the dimensionality of the quantization condition. There are
three kinds of three-meson systems to consider, D
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two correspond to systems with two identical particles and a distinct third meson (“2+1”),
while the last one has three distinguishable particles(“1+1+1”). Since the matrices in the
quantization condition for “2+1” systems has dimension 2 [4], and dimension 3 for “1+1+1”
systems [13], one would naively expect a dimension 7 quantization condition. As will be
seen below, the expressions presented here have a dimension-8 space. The reason is that
in the D

0
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+
fi

0 we have chose to split the symmetric and antisymmetric parts of D
0
D

+,
since they correspond to di�erent two-meson isospin channels, 1 and 0, respectively.

Since the total isospin is a conserved quantity, the quantization condition factorizes in
the total isospin of the system:
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where the superindex [I] labels the total isospin of the system. The dimensionality of the
blocks is as follows: 2 for I = 0 and 2, and 4 for I = 1. Parametrizations of ‚K[I]

df,3 in each
isospin channel will be discussed below. The explicit relation between ‚F [I]
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For each isospin channel, we now list the di�erent building blocks. We explicitly represent
the channel index i in matrix form, and the entries must be understood as matrices only
in k, ¸, m space.
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where i is a channel index related to the flavor of the particles and which of the three
particles is the spectator, k labels the three momentum of such spectator and ¸, m are
partial-wave indices of the interacting pair. Here, ‚Kdf,3 is the three-particle K matrix, and
‚F3 is a matrix that depends on kinematics, size of the box and the two particle K matrix.
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where i is a channel index related to the flavor of the particles and which of the three
particles is the spectator, k labels the three momentum of such spectator and ¸, m are
partial-wave indices of the interacting pair. Here, ‚Kdf,3 is the three-particle K matrix, and
‚F3 is a matrix that depends on kinematics, size of the box and the two particle K matrix.
As is the case in the RFT formalism, a finite-dimensional quantization condition is obtained
by (1) neglecting interactions in two-particle partial waves that are larger than som ¸max,
and (2) truncating the spectator function using a smooth cuto� function, H

(i)(k). For
systems of nondegenerate particles, a suitable cuto� function is given in Eqs. (2.22) and
(2.23) of Ref. [14].
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while the last one has three distinguishable particles(“1+1+1”). Since the matrices in the
quantization condition for “2+1” systems has dimension 2 [4], and dimension 3 for “1+1+1”
systems [13], one would naively expect a dimension 7 quantization condition. As will be
seen below, the expressions presented here have a dimension-8 space. The reason is that
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where i, j, k can take values D, D, fi. For instance, if i = D, then j = D and k = fi.
Here, UV indicates that the sum-integral di�erence must be regularized (see App A of
Ref. [14]). On-shell energies are given by Ê

(i)
p =

Ò
p2 + m

2
i , and b = P ≠ a ≠ p. The

spherical harmonics are normalized as Y¸m(a) =
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¸.
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is the magnitude

of the two-meson relative momentum in their CMF, and aú(i,j,p)) is the spatial part of the
four momentum (Ê(j)

a , a) after boosting it with boost velocity —(i)
p = ≠(P ≠ p)/(E ≠ Ê

(j)
a ),

i.e., to the CMF of the nonspectator pair.
The second block is the G matrix, which accounts from finite-volume e�ects in diagrams

where the spectator is switched:
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Here, P¸ is a matrix with elements [P¸]r¸ÕmÕ;p¸m = ”¸Õ¸”mÕm”rp(≠1)¸. The superindices in
the matrix elements indicates which particles are the spectator after and before the switch.
For instance, G

fiD means that the incoming spectator is D, and the outgoing is fi. Each
entry is given by:
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(i)
p ≠ Ê
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r , P ≠ p ≠ r).

The next building block is the two-particle K matrix, given by
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where K2,LDfi, I = 3/2 indicates that it is a modified two-particle K matrix for a Dfi

system with two-meson isospin I = 3/2. The conexion to the standard two-body K matrix
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where i is a channel index related to the flavor of the particles and which of the three
particles is the spectator, k labels the three momentum of such spectator and ¸, m are
partial-wave indices of the interacting pair. Here, ‚Kdf,3 is the three-particle K matrix, and
‚F3 is a matrix that depends on kinematics, size of the box and the two particle K matrix.
As is the case in the RFT formalism, a finite-dimensional quantization condition is obtained
by (1) neglecting interactions in two-particle partial waves that are larger than som ¸max,
and (2) truncating the spectator function using a smooth cuto� function, H

(i)(k). For
systems of nondegenerate particles, a suitable cuto� function is given in Eqs. (2.22) and
(2.23) of Ref. [14].
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2 (r)

È

¸m
, (2.17)
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◊

S

UY¸ÕmÕ(aú(i,j,p))
!
q

ú(i)
2,pÕ

"¸Õ
1

4Ê
(j)
a Ê

(k)
b

!
E≠Ê

(i)
p ≠Ê

(j)
a ≠Ê

(k)
b

"
Y¸m(aú(i,j,p))

!
q

ú(i)
2,p

"¸

T

V (2.10)

where i, j, k can take values D, D, fi. For instance, if i = D, then j = D and k = fi.
Here, UV indicates that the sum-integral di�erence must be regularized (see App A of
Ref. [14]). On-shell energies are given by Ê

(i)
p =

Ò
p2 + m

2
i , and b = P ≠ a ≠ p. The

spherical harmonics are normalized as Y¸m(a) =
Ô

4fiY¸m(â)|a|
¸.

!
q

ú(i)
2,p

"¸Õ
is the magnitude

of the two-meson relative momentum in their CMF, and aú(i,j,p)) is the spatial part of the
four momentum (Ê(j)

a , a) after boosting it with boost velocity —(i)
p = ≠(P ≠ p)/(E ≠ Ê

(j)
a ),

i.e., to the CMF of the nonspectator pair.
The second block is the G matrix, which accounts from finite-volume e�ects in diagrams

where the spectator is switched:

‚G[I=2] = ‚G[I=0] =
A

G
DD

Ô
2P¸G

Dfi
Ô

2G
fiD

P¸ 0

B

, (2.11)

‚G[I=1] =

Q

cccccca

≠
1
3G

DD 2
Ô

2
3 G

DD
Ò

2
3P¸G

Dfi
≠

2Ô
3P¸G

Dfi

2
Ô

2
3 G

DD 1
3G

DD
≠

2Ô
3P¸G

Dfi
Ò

2
3P¸G

Dfi

≠

Ò
2
3G

fiD
P¸ ≠

2Ô
3G

fiD
P¸ 0 0

≠
2Ô
3G

fiD
P¸

Ò
2
3G

fiD
P¸ 0 0

R

ddddddb
. (2.12)

Here, P¸ is a matrix with elements [P¸]r¸ÕmÕ;p¸m = ”¸Õ¸”mÕm”rp(≠1)¸. The superindices in
the matrix elements indicates which particles are the spectator after and before the switch.
For instance, G

fiD means that the incoming spectator is D, and the outgoing is fi. Each
entry is given by:

Ë
ÂG(ij)

È

p¸ÕmÕ;r¸m
= 1

2Ê
(i)
p L3

Y¸ÕmÕ(rú(i,j,p))
!
q

ú(i)
2,p

"¸Õ
H

(i)(p)H(j)(r)
b

2
ij ≠ m

2
k

Y¸m(pú(j,i,r))
!
q

ú(j)
2,r

"¸

1
2Ê

(j)
r L3

, (2.13)

where bij = (E ≠ Ê
(i)
p ≠ Ê

(j)
r , P ≠ p ≠ r).

The next building block is the two-particle K matrix, given by

‚K[I=2]
2,L = diag

3
K

Dfi,I=3/2
2,L ,

1
2K

DD,I=1
2,L

4
, (2.14)

‚K[I=1]
2,L = diag

3
K

Dfi,I=3/2
2,L , K

Dfi,I=1/2
2,L ,

1
2K

DD,I=1
2,L ,

1
2K

DD,I=0
2,L

4
, (2.15)

‚K[I=0]
2,L = diag

3
K

Dfi,I=1/2
2,L ,

1
2K

DD,I=1
2,L

4
, (2.16)

where K2,LDfi, I = 3/2 indicates that it is a modified two-particle K matrix for a Dfi

system with two-meson isospin I = 3/2. The conexion to the standard two-body K matrix
is [1, 15, 16]:

Ë
K

(j,k),I
2,L

È

p¸ÕmÕ;r¸m
= ”pr2Ê

(i)
r L

3
”¸Õ¸”mÕm

Ë
K

(j,k),I
2 (r)

È

¸m
, (2.17)
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