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[M. Levin and C. P. Nave, (2007).]

Tensor Renormalization Group = Numerical Real space Renormalization Group
—>A candidate for overcoming sign problems in LQCD

TRG is applicable for sign problem region, but has large cost at higher dimensions

D ’I*T ol oL JDL
N 0.1
Z = Z TijlemnokarstTopqr Tt — tTr(®gg:1T) — OTS OTk <>TZ. ol
i,7,k,l,m,... - r - J .-
Approximate by Singular Value Decomposition (SVD) 1 17 7
—ol ol
—
_dr U7 SVD
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HOTRG
[Xie et al, (2012).]

ATRG

[D. Adachi, T. Okubo,
and S. Todo, (2020).]

Triad TRG

[D. Kadoh and K. Nakayama,
(2019).]

MDTRG Triad rep.

[K. Nakayama, (2023).]

cost O(x* 1) O(x 24t O(x*?) O(grex™*3)
Fundamental tensor O(x*%) O(x™h) O(x?) O(x*)
Exact Contraction |°* Bond-swapping * Triad  Decomposition of

methods

via RSVD
 Exact Contraction

* Contraction via
RSVD

unit-cell tensor
* Triad
* Internal line
oversampling
* Contraction via
RSVD

Our motivation is to search for a more efficient algorithm for four-dimensional theories.

JULY 29, 2024
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[D. Adachi, T. Okubo, and S. Todo, (2020).]

Two reason for the cost reduction
v" The fundamental tensor has d+1 legs.
v By performing bond swapping, the number of isometries is reduced by 1/2.

2d+1 |

The cost of ATRG is X (HOTRG was X4d_1 ) RSVD is used in the bond-swapping step

A A
O(gry®) XP—0o(*?) X XO— O( ")
Y Y

Umt-CMJ

NS
N
Q
O
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[K. Nakayama, (2023).]

Difference from ATRG is
v' Using RSVD with QR iteration in contraction step (approximated SVD scheme)
v' Oversampling of internal line x — X
v' Decomposition of Unit-cell tensor
MDTRG is more accurate than Triad TRG, almost same accuracy of HOTRG

— MDTRG-Triad rep. is improved version of Triad TRG, which cost is O(qr3xd+3)

——- 1 T
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Unit-Cell
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* In 4D systems, it is Trade-off between accuracy and computation cost

HOTRG

[Xie et al, (2012).]

ATRG

[D. Adachi, T. Okubo,
and S. Todo, (2020).]

MDTRG Triad rep.
[K. Nakayama, (2023).]

O(x"™) & O(x") ()

O(qr*x™) s

free energy is not
as good in the 2D
cases.

cost
Accuracy @ @ ?
e Large cost, difficult | Large cost * |nvestigation is
to enlarge * The convergence of needed
Problem
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PROPOSAL

We aim for faster algorithms!

ATRG Triad-MDTRG

[D. Adachi, T. Okubo, [K. Nakayama, (2023).]
and S. Todo, (2020).]

Costin 4D O(Xg) O(QT3X7)

Bond-swapping Decomp. of Unit-
via RSVD cell tensor
Exact Contraction Triad

methods

3 isometry in the Internal line
contraction step oversampling
Contraction via
RSVD

Triad-ATRG ?
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Research
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 We consider triad representation of ATRG

* Consider HOSVD of unit cell tensorT' = AX oY D after the Bond swapping

e SVDof.AXo and oY D provides SVD of I"thanks to canonical form [S. Akiyama, phd, 2022.]
 Make triad representation in the same manner as MDTRG

* Triad legs are oversampled X — 7'X
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* However, in four dimensions, the order of computational cost does not change even if not
all tensors are converted into triad form. Therefore, we use a form with as few

decompositions as possible.
* We obtain 4 legs tensorsE. F. G, H € CX*X*X*"X and 3 legs tensors/, J, K, [ € CX*X*"X

(we call this form as triad rep.) oversampled

Applying the Triad network representation to four-dimensional ATRG method

JULY 29, 2024



TRIAD REPRESENTATION OF ATRG

* Computational cost of this procedureis O(y") (If we use RSVD,O(gry"))
* All decomposition in this procedure are SVD of the Unit-Cell Tensor
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* We derive squeezers in the same manner of ATRG [S. Akiyama, phd, 2022.]
* since I is not canonical form anymore, we must decompose ' ~ FFGHIT.JK L
 We can calculate separately by introducing theGramm-matrix of. ~ /' /.Jand G H K L

EFI1J EFIJN2 tEFLJ
UEFLT (GEFIN2 1

— @@

P=(GHKL)(GHKL)'
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MAKING SQUEEZERS

« Computational cost of this procedure is min(O(y"), O(r*y%))

* All decomposition in this procedure are SVDs of I'(n)['(n + /i) as in the improved ATRG
[S. Akiyama, phd, 2022.]
[S. lino, S. Morita, and N. Kawashima, (2019).]
[D. Adachi, T. Okubo, and S. Todo, (2022).]

UEFIJ (SEFIJ>2 U'}'EFIJ

N =

P=(GHKL)(GHKL)'
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CONTRACTION STEP

* Thanks to the Triad form, Computational cost is reduced to O(T2X7) , smaller than

ATRG (O(x”)) Bottleneck
* We do not use RSVD since we already used it once in the bond-swapping step
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SUMMARY OF COMPUTATIONAL COST

%1 Computational cost

Step ATRG Triad ATRG
Bond Swapping O(qTXG) O(QTX6)
i Make Triad None O(x7)
5 Squeezer O(x") | O(min(x7,r*x%))
3 1 Contraction < O(x?) O(r?x"
Bottleneck
T, o :Z(F o
O(qrx®) O(x") O 0(™x") O(r*x")

e L+ SRS ¢ SRS
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Numerical results on 4D Ising model
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* We investigate the convergence of free energy at 4D Ising model in r=7, L=1024,T=6.65035
* The results are in high agreement with ATRG HOTRG(D=13): T, = 6.650365(5)

A4 ' ' ' ' ] [S. Akiyama, Y. Kuramashi, T. Yamashita, and Y. Yoshimura, (2019).]
[ g'@’% O ATRG -
-4.9335 | vV Triad-ATRGr=7] ] X ATRG Triad-ATRG
_ i || 46 -4.9364809 -4.9364227
-4.934 -
' Yu 47 -4.9365041 -4.9364402
_ B v i - -
% 4.9345 | aﬁmﬁ 48 4.9365426 4.9364745
g i ¥ 49 -4.9365964 -4.9365523
o ~4935r . .
2 ﬁ“”u : 50 -4.9366373 -4.9365787
49355 | e : 51 -4.9366456 -4.9365820
v ]
l \Z 52 -4.9366769 -4.9366039
~4.936 | Eﬂﬁﬁ -
wﬁﬁg ] 53 -4.9366908 -4.9366297
~4.9365 |- EWEEBW{ 54 | -4.9367035 -4.9366392
10 15 20 25 30 35 40 45 50 55 IWDI erence |S Only 00019%
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COMPUTATIONAL TIME ON A CPU

* We investigate the computational time in r=7 using a single CPU calculation
» Scaling of the computational time is O(x")

10° . —— 7
F A
| o ATRG A O(X)
| A Triad-ATRG,r=7 '
9
X
7
X
'3'104:‘ .
(]
2
()
£
)
o)
()
w
o
o
W 403 =
1024—— :
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 We investigate the computational time in r=7 ,L=1024 by 2 GPU parallelized calculation
* Scaling of the computational time improved significantly

10° F— . . _ .
: v Tr9iad-ATRG,r=7 = O (X )
X | < O(X6) Triad-ATRG could I?e powerful tool
104} for GPU computations
E
3 We have used Tesla V100
] 16GB PCIEX?2
103 L
$ 95859y

https://www.elsa-jp.co.jp/wp-content/uploads/2019/03/nvidia_tesla_v100_3qtr.png
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To determine the transition point, we evaluate ';OAkT_RG(YD;B):hZ;cY: ?_~652§§5h(_5) 0191,
. Akiyama, Y. Kuramashi, T. Yamashita, and Y. Yoshimura, .
the following value at each coarse-graining step. [Z.—C.yGu and X.-G. Wen, (2009).]
(m) _ (TrA™)? n Al 7 (m)
X T Tr(A(m))27 wit kl T Z 111213kt11213l
If X=2, the system is in an ordered phase, and if X=1, it is in a disordered phase

26 o —&— T=6.671550 7 26 —&— T=6.67748 b
—8— T=6.671545 —&— T=6.67747

24 -

1 1 1 1 1 1 1
0 5 10 15 20 25 30 35 40 ! ! !
0 5 10 15 20 25 30 35 40

ATRG Triad ATRG
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PHASE TRANSITION POINT

6.682

6.68

6.678

6.676

6.674

6.672

0]

o)
©)

ATRG
Triad-ATRG r=7
Triad-ATRG =10

i

49

!
50 51

!
52

54

1 1
55 56

57

HOTRG(x=13): T.. = 6.650365(5)

[S. Akiyama, Y. Kuramashi, T. Yamashita, and Y. Yoshimura, (2019).]

Monte-Carlo: T,. = 6.6803069(58)

[P. H. Lundow and K. Markstrom, (2023).]

Difference from the ATRG results at
x=54 is ~0.1% for r=7, and ~0.04% for
r=10

*results of ATRG has not converged well

Further investigation for larger X is needed

JULY 29, 2024
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* The results of Triad-ATRG are highly consistent with the ATRG results

* Triad-ATRG significantly improves the computational cost on CPU and GPUs

Triad ATRG would be a powerful tool for 4D systems

Future works
* Investigate the accuracy of internal energy
 Calculate in more large x

* Apply to other 4D systems
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END
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The tensor network method was developed in condensed matter physics (Hamiltonian formalism)
For Quantum Field Theory, we use Lagrangian approach

Hamiltonian Lagrangian
Ta rget Many body system Path integral
Method Variational Renormalization
. Ground state Partial function
Phy5|cs Real time evolution Green function

We use TRG for higher dimensions
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ABOUT SUMMATION RULES

Tensor is multidimensional array!
We use convention of tensor network diagrams below.

, X
Az’jk — &
k
l p—
C
Cijki = Ko 7
j Summation rule

Tensor Network = Diagram representation of tensor contraction
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COARSE GRAINING AND SINGULAR VALUE DECOMPOSITION

Theorem Let m,n € N Any comprex matrix with rank », A € C™*" is decom-
posed by using singular value 01 > 09 > -+ > 0, > 0,
A=UxVT (1)

with U € C™*™, V € C"*"ig unitaly matrix, and

o (diag(al,...,ar) Oy s ) 2

Om—r,r Om—r,n—r

AAT = UX2UT, ATA=VX2V1
Singular values have important information of the matrix. (next page)
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BEST LOW RANK APPROXIMATION

Theorem The comprex matrix X € C™*™ which satisfies - 5
A= X|lp= min_||A~X'||pwith rank k <1 is 1A[lF = \ Z Z i
1=1 5=1
k
m=1
01 ’UI
e w) [ || ®
or) \ol

u and v is columns of U, V/ Truncated-SVD,(RSVD,Arnordi,...)

SVD is the best approximation for matrix
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[N. Halko, P.-G. Martinsson, and J. A. Tropp, (2010).]

Let A € C™*" be a target matrix, and let Q € C**! be a random matrix
with [ =y +p with a target rank y.
We compute () = qr(AS2). Then we iterate the following procedure for ¢ times:

Q= qr(A'Q)
Q = qr(AQ)

We obtain A ~ QQTA. Finally, by computing the SVD
QTA~TUZVT

we obtain the truncated SVD of A ~ QUXVT with ¥ € CX*X.
Total cost is O(gmny)

RSVD is powerful tool in the TRG calculations
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[M. Levin and C. P. Nave, (2007).]

Tensor Renormalization Group = Numerical Real space Renormalization Group
Partial function can be expressed in Tensor network form if interaction is

D Lol ol ol
N f,
4 = Z TijlemnokarstTopqr Tt = tTr(®gp:1T) — OTS OTk <>T,L- ol
iajakalama-“ T r T J g -
Approximate Z by Singular Value Decomposition (SVD) T T
r lr
7
_oL AT VD

Tensor Renormalization Group (TRG) method has no sign problems !
TRG is applicable for sign problem region, but has large cost at higher dimensions
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[M. Levin and C. P. Nave, (2007).]

Applying SVD, we decompose subnetwork, and contract inner bonds T € CX*X*XX*XX

=

O

Y

Q
~

O
~

Rotating the system, we get new network, but the number of tensors became 1/4

> Renormalization , total computational cost is v log V/
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[Z. Y. Xie, J. Chen, M. P. Qin, J. W. Zhu, L. P. Yang, and T. Xiang, (2012).]
For higher dimensions, HOTRG renormalize each direction separately.

We multiply truncated unitary matrix Uy, 2,0 € CX*X*X  from each side. UUT ~ T

|
5 Isometry
1—01; x LI
L " N [ contract TR
- — z — —O0—
—o— oL 2
R — * ~ A ~ A . . . . A
Til(n*)iz(n*)jl(n*)jz(n*) _ Uj1(n+i)j1(n)jl(n*)Tz'l(n+1)z'2(n+1)j1(n+1)j2(n+1)Tu(n)zz(n)al(n)az(n)Uil(n+1)i1(n)z’1(n*)

U is obtained by SVD of subnetwork 777" ; this is optimal for y direction.
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Renormalize each direction anisotropically
Applicable to 3d,4d systems

X

e Z= 2. TuwTonoy TirsTopar
B:J5k:Lms- Renormalize Renormalize

——0—0—0—0 90— X

600 6 o ~ Z i(jllzl ' Tfrsj"z()j'”

— — — — LIRS Renormalize

—® *~—

¢
B
)
=~

4

. ig.k,0,m,...

https://smorita.github.io/TN_animation/

 computational cost = x“ log V — Easy to take thermodynamic limit (MC — V?)
* No Sign Problem

* Easy to treat Fermion
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[Z.Y. Xie, J. Chen, M. P. Qin, J. W. Zhu, L. P. Yang, and T. Xiang, (2012).]
For 3d or higher dimensions, this procedure can be also done by separatory

3
We multiply truncated unitary matrices U(12E . Uggf;w from x and y axis. [ %
1
- A
AN contract TR

NNNS
N

TR _ 7@ WO r(2)

U is obtained by Eigen Value Decomposition of subnetwork 77T
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HOTRG

[Z.Y. Xie, J. Chen, M. P. Qin, J. W. Zhu, L. P. Yang, and T. Xiang, (2012).]

HOTRG can be applied to any dimensional systems, but it has large computational cost.
HOTRG has X4d_1 for contraction step, it is too large for 4d systems like QCD

bottleneck TR

EEE—— 74
4d—1

X
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Partial function can be expressed in Tensor network form if interaction is local

oo
Nontrivial?~ - l -
/—\b T ¢ .
/= g TfijlemnokarstTopqr Tt — k
1,7,k,l,m,... T T I

We can constract Tensor Network Representations of the spin system as follows.

Consider following Hamiltonian Ising model Won, onis] = —J0nOnin, Klow] = hon

Z:Z Hexp ZI/V[O'n,O'n_|_ﬂ]—I- Klo,]

7 v
On n v

hopping term on-site term
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SVD ¥ |
let X5, 5,,, = €XP (Wlon, ongpl) = Z UUnS’iu(n)V;nJraiu(n) > o—— = = ' e

a (n)
Z=> |llew | X Wion,onral+ Klowl || =D |11 Xowonss | exp(Klon)
o n ~ 7 g . o n W
B hopping term on-site term / |
& & &
o o
v v v T T
@ @ —D-i l- Py O O O O
X0 (& =
v v w T T
@ @ —D+¢—>D O O O O
a a a
& &
O S
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[D. Adachi, T. Okubo, and S. Todo, (2020).]
In d-dimensional system, The tensor "/’ has 2d legs, which results in high memory cost!

One way to reduce cost is the ATRG method. -Adachi et al (2020)
1. Decompose a fundamental tensor to d+1 legs. TT — ABCD
2. Decompose BC' — X oY with the bond swapping %ﬂ
3. Using isometry (called squeezer), make GH and next ABCD

6 legs

%/_ A A A A Gel—
| O(grx®) X o) X XO— O

T ¢ Y Y Yy

7>/_ D 7H

\_/

JULY 29, 2024 Applying the Triad network representation to four-dimensional ATRG method



[K. Nakayama, (2023).]

MDTRG-Triad rep. is improved version of Triad TRG, which cost is O(qrgxd+3)
Difference from Triad TRG is
v' Oversampling of internal linex — rx
v Using RSVD with QR iteration in contraction step (approximated SVD scheme)
v' Decomposition of Unit-cell tensor
— MDTRG is more accurate than Triad TRG, same accuracy of HOTRG

——- 1 T

T\ﬂ\ N
il
.
B
Y
?%
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* The numerical instability caused by RSVD is serious in four dimensions  [H. Oba, (2019) ]
* In ATRG, ¢ = O(D) is sufficient in Bond swapping step, total cost is O(x”)
* |If we takeq = O(D) in MDTRG, the cost is O(r*x®) , difficult to enlarge Xand r simultaneously

> Is there any efficient triad algorithms for 4D system ?
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COST REDUCTION FOR HIGHER DIMENSIONS -TRIAD TRG

[D. Kadoh and K. Nakayama, (2019).]
d+3 |

Cost of Triad TRG is. X
Two reason of cost reduction
v" Fundamental tensor has 3 legs

v" Using RSVD in contraction step

But Triad TRG is less accurate than HOTRG, due to the additional decomposion
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* We investigate the computational time in r=7 ,L=1024by 2 GPU parallelized calculation
* Scaling of the computational time improved significantly

105:'"'|""|""|""|"'
i 0O ATRG

V  Triad-ATRG,r=7
Dg

7 < O(X")

r5 10°
% We have used Tesla V100
4 16GB PCIEX?2
L 103[
‘_

30 35 40 45 50 55 https://www.elsa-jp.co.jp/wp-content/uploads/2019/03/nvidia_tesla_v100_3qtr.png
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HOTRG

HOTRG decomposes subnetwork 77 unlike original TRG, which decomposes T

10°F TRG

HOTRG has small error from the exact solution.
-Xie et al (2012)

HOSRG 1

Relative error of free energy

21 22 23 24 25
Temperature

FIG. 4. (Color online) Comparison of the relative errors of free
energy with respect to the exact results for the 2D Ising model
obtained by various methods with D = 24. The critical temperature

Decomposing large network reduces the systematic error!
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BEST LOW RANK APPROXIMATION

Defnition Let A € R™*™ The norm of A is defined by

|AllF = \ DD laiP (1)

i=1 j=1

This norm satisfies the following properties.

[A|I% = te[ATA] =) o7 (2)
1=1
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Consider Network (subnetwork)

Apply SVD for Tensor T € CX*X*XXX (y s called the bond dimension, often take 50~100)

2

X X X
B N trunrgated " o [1] 2]
ik = Z UiijymOmVikym = Z UlijymOm Viktym = Z S(z’j)ms(kl)m

Apply for another pair of indices, we can decompose T below
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BEST LOW RANK APPROXIMATION

SVD is the best approximation for matrix. It compress the necessary information of the matrix.

Singular Values of Random matrix

Singular Value

—_

oI
w
T

10—4 | | | | | | | | | |
0 10 20 30 40 50 60 70 80 90 100

id

Large singular values is dominant for the norm of the matrix
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SVD is the best approximation for matrix. It compress the necessary information of the matrix.

128 x 128 pixels

Original image

compressed image T T

u1Vvi Ug Ve

Using SVD for tensor contraction!
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Consider Network (subnetwork)

Apply SVD for Tensor T € CPXP*PXD (pjs called the bond dimension, often take 50~100)

D? D D
B ” truncated " o [1] 2]
Lijr = E U(z'j)mUmV(kl)m — E :U(’ij)ma-mv(kl)m - E :S(ij)ms(kl)m

Apply for another pair of indices, we can decompose T below
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Two reason of cost reduction [D. Adachi, T. Okubo, and S. Todo, (2020).]
v' Fundamental tensor has less legs
v' By doing bond swapping, the # of isometry is reduced to %
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