
● Model for electron-electron interaction on lattice [1] e.g. graphene
● Fermionic Hamiltonian:

● Lattice size:       spatial and      temporal points
● Parameters: Hopping 𝜅, on-site interaction 
● Integrate out fermions:

● Bosonic action:

● Parameters: Rescaled interaction strength    , fermion matrix 
● Symmetries:  

○ Action: Z2 & space-time translation
○ Fermion matrix: 2𝜋 translation
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Hubbard ModelIntroduction

● Flow from Gaussian distribution       to target distribution       

● Single layer    of Real NVP architecture

● Layer computation: alter only on part of

● Minimize: KL divergence for target distribution 

Normalizing Flows[2]

Equivariant Layers

● Potential barriers: Challenging to tunnel through 

● Solid lines: Strong-coupling limit, exact for      = 2 and      = 1
● Sampler: Hamiltonian Monte Carlo (HMC)
● Ergodicity problems: Alleviated with lower NMD 
● Downside: Decreased acceptance rate

Ergodicity Problems

   

● Method:
○ 20 equivariant & 20 non-equivariant models trained
○ Mean and standard deviation of acceptance rate shown

● Non-equivariant: Comparable acceptance rates after 500k training steps
● Equivariant layers: Computational overhead less than 10%

ComparisonResults
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Method

Not allowed to flow outside
“triangle”

hopping term on-site interaction

Embarrassingly parallel sampling with 
normalizing flows [2]

Lower NMD

Acceptance 
rate decreases

Non-equivariant
Acceptance rate: 75%

Training time: 25h
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Normalizing Flow

Equivariant layers speed up training![3]

Equivariant
Acceptance rate: 85%
Training time: 16min

Graphene sized lattices [4] 

Honeycomb lattices in 2+1D

Chemical potential

Various observables, e.g. correlators

Coupling 
layer  l

Tilted peaks: Action 
not invariant under 

periodicity symmetry

Reweighting Acceptance rate: 
87%

First time using normalizing flows for 
Hubbard Model

Speed up training with equivariant 
layers

Implementation of symmetries is 
advantage compared to HMC

High acceptance rates across large 
range of hyperparameters

  


