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Overview

2

• Scope: overview of landscape of hadron colliders, and smaller non-collider projects
– Challenges of projects; highlight current and potential future, contributions

• High-Luminosity LHC upgrade
– LHC status and timeline to High Luminosity era
– HL-LHC-UK accelerator community contributions

• UK contributions to confirmed global projects
• Potential new hadron colliders at CERN

– FCC-hh: technology challenges, resources and contributions
– HE-LHC, LHeC & FCC-he

• Proton drivers for neutrino & muon beams
• Physics beyond colliders programme

– Fixed target beamlines for NA61/SHINE & NA62/ Klever, SHiP
– Forward Physics Facility

14Laurie Nevay, IOP APP-HEPP 2023 5th April 2023

LHeC
• 50 GeV e- with LHC 7 TeV p

⁃ ~1.1 TeV c.o.m.

• Small addition to the CERN complex
• Use energy-recovery linac to achieve 

luminosity within power budget
⁃ allow larger e- beam size
⁃ after crossing e- beam gives up energy
⁃ new e- gain energy (efficiently!)

Parameter Value

E / beam 50 GeV (e-) / 7 TeV
(p)

Peak B 8 T

Particle e- p

Peak Lumi. 1 x 1034 cm-2s-1

Int. Lumi. Est. 50 fb-1 / year
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set R to infinity: linear colliders

high gradients:

SCRF structures,
drive beams or advanced 
accelerator concepts;

plasma wakefield / HALHF  6Laurie Nevay, IOP APP-HEPP 2023 5th April 2023

Synchrotron Radiation
Synchrotron radiation loss per turn

increase m, same R:<latexit sha1_base64="fE5d1sV2YlUILpS8I4Ww6kNAiGo=">AAACQ3icbVDJSgNBFOxxN25Rj14ag6CXMBNFvQjiAh5VTCJmktDTeZM09ix0vxHCMP/mxR/w5g948aCIV8HOgqixoKGoqsd7XV4shUbbfrLGxicmp6ZnZnNz8wuLS/nllYqOEsWhzCMZqWuPaZAihDIKlHAdK2CBJ6Hq3R73/OodKC2i8Aq7MdQD1g6FLzhDIzXzN+4JSGT0lB5Q11eMp9AoZem2C7EW0iSijLooAtDUleDj5iB0mqUBN0FXiXYHtxo736G+7WTpZdbMF+yi3QcdJc6QFMgQ5838o9uKeBJAiFwyrWuOHWM9ZQoFl5Dl3ERDzPgta0PN0JCZhfW030FGN4zSon6kzAuR9tWfEykLtO4GnkkGDDv6r9cT//NqCfr79VSEcYIQ8sEiP5EUI9orlLaEAo6yawjjSphbKe8w0wKa2nOmBOfvl0dJpVR0douli53C4dGwjhmyRtbJJnHIHjkkZ+SclAkn9+SZvJI368F6sd6tj0F0zBrOrJJfsD6/AKU2sWo=</latexit>

�E =
e2

3✏o
⇥
✓

E

mc2

◆4

⇥ 1

R

increase R (and B):
set R to infinity:
linear colliders

switch to higher 
lepton m

requires high-field 
magnets

high gradient SCRF 
structures, drive beams or 

advanced accelerator 
concepts

challenge is to produce, 
capture and cool beams of 

short-lived muons

reuse LEP tunnel with 
protons → LHC, HL-LHC

→ this talk

Future colliders: how to beat the synchrotron limit?

energy loss for the beam. In order to keep the beam energy constant, the energy lost
by synchrotron radiation needs to be constantly replaced by the accelerating cavities.

For relativistic particles of charge e and mass m under transverse acceleration the
total radiated power by synchrotron emission is

Ps =
e2c

6πε0
×

γ4

R2
. (5.16)

It can be seen that the dissipated power is inversely proportional to the square of the
local bending radius, R. This is one of the reasons why LEP had such a large radius.
More importantly, the emitted power is proportional to the fourth power of the rela-
tivistic γ factor for the emitting particles. Since γ = E/mc2 the rate of synchrotron ra-
diation emission increases drastically with the particle energy, as E4. At LEP, the beam
energy was increased every year from 1994 onwards (Table 1.3), in order to produce
and study W bosons and to search for the Higgs particle. When the centre-of-mass
energy reached 209 GeV, the accelerating cavities were no longer able to replace all the
energy lost by synchrotron radiation. Thus the energy reach of LEP was ultimately
limited by synchrotron radiation.

The energy lost by a beam particle per turn of the collider can be easily calculated:

∆Es =
∮

Ps dt = Ps tb = Ps
2πR

c
,

where tb is the time spent by the particle in the bending magnets during one revolution
of the collider2. Therefore

∆Es =
e2

3ε0
×

E4

(mc2)4
×

1

R
(5.17)

At LEP, the energy lost per particle per turn of the collider was in the range 100 MeV
– 2 GeV, depending on the beam energy. The power radiated by the whole beam, as well
as the energy lost per turn by the whole beam, can be calculated given the number of
particles per beam, or the beam current. At LEP, the power dissipated by each beam
was of the order of megawatts! (Even if the power dissipated per particle was just a few
apparently insignificant microwatts.)

The energy lost to synchrotron radiation is inversely proportional to the fourth
power of the rest mass of the beam particles. Therefore, if instead of electrons heav-
ier particles are used the synchrotron energy loss can be reduced. Namely, for proton
beams of the same energy, in the same ring, the energy loss is reduced by a factor

(me/mp)
4 = 18364 " 1013!

While synchrotron energy loss was the limiting factor in the energy reach of LEP, it
is a completely insignificant effect in hadron colliders. Hadron colliders, such as the
TeVatron and the LHC (discussed in Sections 1.2.5 and 1.2.6), have the advantage that
the beams can be accelerated to much higher energies than those achievable in circular
electron machines.

Finally, we note that another way of circumventing the synchrotron energy loss
problem is by having linear (R = ∞ !) rather than circular colliders. One such machine,

2Note that in colliders consisting of straight sections connected by several arcs of circle tb will be less
than the period of revolution of the collider.

90

Synchrotron radiation loss per turn

Increase m, same R:
reuse LEP tunnel with

 protons → LHC, HL-LHC

switch to higher lepton m

Challenge is to 
produce, capture 
and cool beams of 
short-lived muons

increase R (and B)

FCC-hh in 100 km tunnel 
requires high-field magnets

3

→ Chris’s talk

→ Richard’s talk

→ Phil’s talk
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LHC performance and future

4

• LHC performance has exceeded yearly targets in quest to 
measure Higgs Boson couplings and search for exotic physics.

• Recently reached 2024 target of 110 fb-1, with 3 weeks to go:

C. Bernius (SLAC), A. Gorišek (Ljubljana)

LHC: > 110 fb-1 delivered!!

2
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Timeline to High Luminosity LHC era

55

UK Phase I, £8M UK Phase II, £26MFP7 Design Study UK Phase III … ?
Potential Phase III 
for exploitation of 
UK investment

• EU strategy 2020 1A: The successful completion of the high-luminosity upgrade of the machine and 
detectors should remain the focal point of European particle physics … The full physics potential of the LHC 
and the HL-LHC, including the study of flavour physics and the quark-gluon plasma, should be exploited. 

HL-LHC UK contribution:
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Long Shutdown 3 Readiness Review, Sept 2024

6

• LHC LS3 start date and duration recently reviewed by coordination team:
– Provisional +9 months schedule considered, with feasibility and acceptability evaluated.
– Ion run in Sept 2026, start LS3 in October 2026, beam back in July 2030: to be confirmed

LS3
Readiness Review

Reference schedule

2024-09-11J.-Ph. Tock | LS3 RR Introduction | EDMS 3158003 9

And a revised timeline being considered

45 months beam to beam

42.5 months beam to beam

J.-Ph. Tock 

Close-out

2024-09-13 – LS3 Readiness Review EDMS 31nnnnn

LS3
Readiness Review
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High Luminosity – how?

7

• Lower beta* (~15 cm)
– New inner triplets - wide aperture Nb3Sn
– Large aperture NbTi separator magnets
– Novel optics solutions

• Crossing angle compensation
– Crab cavities
– Long-range beam-beam compensation

• Dealing with the regime
– Collision debris, high radiation

• Beam from injectors
– Major upgrade of complex (LIU)
– High bunch population, low emittance, 25 ns 

beam
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Major UK contributions to design & build HL-LHC: UK phase I (2016-2020)

8

FundingFunding

UK institutes on HL-LHC-UK
£8M CERN-STFC investment in UK

UK delivered crab cavity prototype to SPS

IR beam 
diagnostics

+ new injector 
diagnostics

Major simulation/design effort
UK built prototypes

Crab Cryomodule design and construction summary 

Complete thermal 
shield

Complete Crab Cavity Cryomodule installed 
on SPS

• The design, build and installation of the Double Quarter Wave SPS 
Demonstrator module is now complete.

• Work has began on the design of the RF Dipole Cryomodule which will be 
suitable for SPS and LHC installation. 

• Design of the tooling and infrastructure required for module build at the 
Daresbury Laboratory has also started. Oversight committee meeting, April 2018 7

from 2020
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CERN’s Linac2 replaced by Linac4 as main injector

9

• Linac4 is the main injector for LHC since connection to PSB in LS2 2019/20

• H- ions boosted to 160 MeV
– 3 MeV, 352MHz Radio-Frequency 

Quadrupole (RFQ)
– 50 MeV drift tube linacs (DTLs)
– 100 MeV coupled-cavity drift tube 

linacs (CCDTLs)
– 160 MeV Pi-mode structures 

(PIMS)

• Commissioned 160 MeV in 2016.
• Multi-turn H- charge exchange 

injection to PSB enables a more 
brilliant beam for HL-LHC.
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Demonstration of crabbed-bunch rotation

10

§ 2 DQW vertical crab cavities were installed in the SPS 
at the start of 2018, enabling first measurements of the 
proton-crab cavity interaction.

World’s first crabbing of proton beam – 12:55 on 
May 23rd 2018. Shown right is crabbing 
reconstruction from the headtail monitor. 

G. Burt et al
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HL-LHC-UK Phase II (2020 – 2025/26)

11

https://stfc.ukri.org/news/project-to-upgrade-the-large-hadron-collider-now-underway/

https://stfc.ukri.org/news/project-to-upgrade-the-large-hadron-collider-now-underway/
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Crab-Cavity Cryomodules delivered by UK team

12

• Components 

 News jjIssue 46j Topic: High-Luminosity LHC (HL-LHC)

UK delivers first state-of-the-
art cryomodule to CERN for the
High-Luminosity LHC upgrade
The first pre-series cryomodule equipped with superconducting Radio
Frequency Dipole (RFD) crab cavities was completed in October 2023 at
Science and Technology Facilities Council (STFC)’s Daresbury Laboratory
as a collaboration between HL-LHC-UK and CERN

9 JANUARY, 2024 | By , 
,  & 

Technicians Luke Bladen and Tom Hanley from the STFC Technology Department who supported the build of the cryomodule.

(Image credit: STFC Daresbury Laboratory)

The High-Luminosity Large Hadron Collider (HL-LHC) project will rely on a number of key

innovations that push accelerator technology well beyond its present limits. One of the key

components is compact superconducting “crab” cavities which will rotate the proton bunches

to provide head-on collisions in the two largest detectors: ATLAS and CMS. The United

Kingdom has been a key partner in the development of compact crab cavities for HL-LHC since

2011.

“Crab cavities allow bunches to be fully aligned at collision and this substantially increases the

luminosity reach, but HL-LHC will be the first to operate them with a proton beam.

Implementing these novel structures requires significant R&D to ensure their robust

performance when installed, so providing CERN with prototypes is essential.” said Prof

Graeme Burt, HL-LHC-UK project manager and Professor at Lancaster University.

Operating at 2 Kelvin, these cavities are housed in complex, state-of-the-art cryomodules

which provide precise alignment, mechanical support, cryogenic cooling, thermal and

magnetic shielding, tuning capability, vacuum isolation, radio frequency power, monitoring of

key parameters, and all other connections to the outside world.

A team comprising staff from the Cockcroft Institute and STFC’s Accelerator Science and

Technology Centre and Technology Department, has delivered the first prototype of these

cryomodules that uses the Radio Frequency Dipole (RFD) cavity design. It was designed by a

team at Old Dominion University, in the United States and developed by a team at CERN. The

cryomodule has taken almost two years of assembly work at Daresbury and contains around

10,000 components, of which over 5,000 are unique. The team has built upon existing

expertise in mechanical and RF engineering, cryogenics, instrumentation and controls,

vacuum science, survey and alignment, welding, and project management. This exceptionally

challenging project has also supported significant upskilling of staff with support from CERN,

and the building of substantial new infrastructure for cryomodule assembly at Daresbury

which will be used in future projects.

The teams from STFC, Lancaster University, and CERN who worked on the technology. (Image credit: STFC Daresbury

Laboratory)

"The RFD pre-series is the first module of its kind ever built. It was only possible because HL-

LHC-UK and CERN worked together at an unprecedented level to solve many complex

challenges to bring the design to reality. The know-how and the experience will be essential to

face the challenges ahead to complete Phase 2" said Dr Rama Calaga, HL-LHC WP4 Leader at

CERN.

“Building this state-of-the-art technology is a huge coup for the UK. After making several

design contributions to the cryomodule including the thermal screen, cold and warm

magnetic shields, the engineering team developed and delivered a suite assembly

infrastructure and tooling for the build. The team also delivered over 900 pages of detailed

procedures which form the build quality assurance. Every step from cleanroom assembly to

welding, cryostating and testing had to be developed and approved before execution. The

team overcame many complex challenges which developed and demonstrated their multi-

disciplinary skillsets and commitment. Truly great work!” said Niklas Templeton, Technical

Manager for the cryomodule build and Project & Mechanical Engineer in STFC’s Technology

Department.

The team at Daresbury said farewell to the cryomodule on 18 October 2023, where it then

undertook a three-day journey to CERN. To ensure safe transportation to CERN, STFC

developed a custom anti-shock transport frame. Before the cryomodule embarked on its

journey, the frame was successfully drop-tested with a dummy cryomodule, with results

showing up to 80% damping.

X

Arrival and transport of the RFD cryomodule in the SM18 hall at CERN. (Image credit: M. Brice/CERN)

“I’m incredibly proud of what the team has accomplished over the last two years” said Dr

Andrew Blackett-May, Senior Cryogenics Engineer in ASTeC and Task Manager for the

cryomodule build. “We have faced a myriad of technical and logistical challenges getting to

the point of successfully delivering the RFD cryomodule to CERN and huge credit is due to

everyone involved for working so effectively as a team and delivering their work to such a

consistently high standard. This really is a fantastic achievement for us at Daresbury

Laboratory, as well as for UKRI-STFC and for UK science and engineering more widely on this

world-class project. We’ll be continuing to work very closely with our colleagues at CERN as

they undertake the SM18 and SPS tests, and we look forward to sharing further news from

these in due over the coming months.”

Following the success of this first phase of the project, the team at Daresbury are moving on to

Phase 2 which will see the delivery of a further four cryomodules to be installed in the LHC,

this time using a Double Quarter Wave (DQW) cavity designed by colleagues from Brookhaven

National Laboratory in the US and developed at CERN. The testing of the RFD prototype

cryomodule in SPS will allow the team to better understand its behaviour when operating on

proton beams.

Andrew Blackett-May (STFC-ASTeC/Cockcroft Institute) Niklas
Templeton (STFC-TD) Graeme Burt (Lancaster University/Cockcroft Institute) Rama Calaga
(CERN)
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 News jjIssue 46j Topic: High-Luminosity LHC (HL-LHC)

UK delivers first state-of-the-
art cryomodule to CERN for the
High-Luminosity LHC upgrade
The first pre-series cryomodule equipped with superconducting Radio
Frequency Dipole (RFD) crab cavities was completed in October 2023 at
Science and Technology Facilities Council (STFC)’s Daresbury Laboratory
as a collaboration between HL-LHC-UK and CERN
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Technicians Luke Bladen and Tom Hanley from the STFC Technology Department who supported the build of the cryomodule.

(Image credit: STFC Daresbury Laboratory)

The High-Luminosity Large Hadron Collider (HL-LHC) project will rely on a number of key

innovations that push accelerator technology well beyond its present limits. One of the key

components is compact superconducting “crab” cavities which will rotate the proton bunches

to provide head-on collisions in the two largest detectors: ATLAS and CMS. The United

Kingdom has been a key partner in the development of compact crab cavities for HL-LHC since

2011.

“Crab cavities allow bunches to be fully aligned at collision and this substantially increases the

luminosity reach, but HL-LHC will be the first to operate them with a proton beam.

Implementing these novel structures requires significant R&D to ensure their robust

performance when installed, so providing CERN with prototypes is essential.” said Prof

Graeme Burt, HL-LHC-UK project manager and Professor at Lancaster University.

Operating at 2 Kelvin, these cavities are housed in complex, state-of-the-art cryomodules

which provide precise alignment, mechanical support, cryogenic cooling, thermal and

magnetic shielding, tuning capability, vacuum isolation, radio frequency power, monitoring of

key parameters, and all other connections to the outside world.

A team comprising staff from the Cockcroft Institute and STFC’s Accelerator Science and

Technology Centre and Technology Department, has delivered the first prototype of these

cryomodules that uses the Radio Frequency Dipole (RFD) cavity design. It was designed by a

team at Old Dominion University, in the United States and developed by a team at CERN. The

cryomodule has taken almost two years of assembly work at Daresbury and contains around

10,000 components, of which over 5,000 are unique. The team has built upon existing

expertise in mechanical and RF engineering, cryogenics, instrumentation and controls,

vacuum science, survey and alignment, welding, and project management. This exceptionally

challenging project has also supported significant upskilling of staff with support from CERN,

and the building of substantial new infrastructure for cryomodule assembly at Daresbury

which will be used in future projects.

The teams from STFC, Lancaster University, and CERN who worked on the technology. (Image credit: STFC Daresbury

Laboratory)

"The RFD pre-series is the first module of its kind ever built. It was only possible because HL-

LHC-UK and CERN worked together at an unprecedented level to solve many complex

challenges to bring the design to reality. The know-how and the experience will be essential to

face the challenges ahead to complete Phase 2" said Dr Rama Calaga, HL-LHC WP4 Leader at

CERN.

“Building this state-of-the-art technology is a huge coup for the UK. After making several

design contributions to the cryomodule including the thermal screen, cold and warm

magnetic shields, the engineering team developed and delivered a suite assembly

infrastructure and tooling for the build. The team also delivered over 900 pages of detailed

procedures which form the build quality assurance. Every step from cleanroom assembly to

welding, cryostating and testing had to be developed and approved before execution. The

team overcame many complex challenges which developed and demonstrated their multi-

disciplinary skillsets and commitment. Truly great work!” said Niklas Templeton, Technical

Manager for the cryomodule build and Project & Mechanical Engineer in STFC’s Technology

Department.

The team at Daresbury said farewell to the cryomodule on 18 October 2023, where it then

undertook a three-day journey to CERN. To ensure safe transportation to CERN, STFC

developed a custom anti-shock transport frame. Before the cryomodule embarked on its

journey, the frame was successfully drop-tested with a dummy cryomodule, with results

showing up to 80% damping.

X

Arrival and transport of the RFD cryomodule in the SM18 hall at CERN. (Image credit: M. Brice/CERN)

“I’m incredibly proud of what the team has accomplished over the last two years” said Dr

Andrew Blackett-May, Senior Cryogenics Engineer in ASTeC and Task Manager for the

cryomodule build. “We have faced a myriad of technical and logistical challenges getting to

the point of successfully delivering the RFD cryomodule to CERN and huge credit is due to

everyone involved for working so effectively as a team and delivering their work to such a

consistently high standard. This really is a fantastic achievement for us at Daresbury

Laboratory, as well as for UKRI-STFC and for UK science and engineering more widely on this

world-class project. We’ll be continuing to work very closely with our colleagues at CERN as

they undertake the SM18 and SPS tests, and we look forward to sharing further news from

these in due over the coming months.”

Following the success of this first phase of the project, the team at Daresbury are moving on to

Phase 2 which will see the delivery of a further four cryomodules to be installed in the LHC,

this time using a Double Quarter Wave (DQW) cavity designed by colleagues from Brookhaven

National Laboratory in the US and developed at CERN. The testing of the RFD prototype

cryomodule in SPS will allow the team to better understand its behaviour when operating on

proton beams.

Andrew Blackett-May (STFC-ASTeC/Cockcroft Institute) Niklas
Templeton (STFC-TD) Graeme Burt (Lancaster University/Cockcroft Institute) Rama Calaga
(CERN)
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SIGNAL PROCESSING ARCHITECTURE FOR THE HL-LHC
INTERACTION REGION BPMs

D. R. Bett⇤, University of Oxford, Oxford, UK
A. Boccardi, I. Degl’Innocenti, M. Krupa, CERN, Geneva, Switzerland

Abstract
In the HL-LHC era, the Interaction Regions around the

ATLAS and CMS experiments will be equipped with 24 new
Beam Position Monitors (BPM) measuring both counter-
propagating beams in a common vacuum chamber. Nu-
merical simulations proved that, despite using new high-
directivity stripline BPMs, the required measurement accu-
racy cannot be guaranteed without bunch-by-bunch disentan-
glement of the signals induced by both beams. This contri-
bution presents the proposed signal processing architecture,
based on direct digitisation of RF waveforms, which opti-
mises the necessary computing resources without a signifi-
cant reduction of the measurement accuracy. To minimise
the number of operations performed on a bunch-by-bunch
basis in the FPGA, some of the processing takes place in the
CPU using averaged data.

INTRODUCTION
The Large Hadron Collider (LHC) will undergo major

upgrades in the context of the High Luminosity LHC (HL-
LHC) project with the goal to deliver 3000 fb≠1 of integrated
luminosity over twelve years of operation from 2027 [1].
New Inner Triplets (IT) consisting of several high-gradient
focusing magnets around ATLAS and CMS experiments
will squeeze the proton beams to a 7.1 µm RMS beam size
at the collision point [2]. In order to reliably collide such
exceptionally small beams, each HL-LHC IT will feature six
Beam Position Monitors (BPM) of two di�erent types [3].
Since these BPMs will be installed in regions where both
proton beams circulate in a common vacuum chamber, they
must be able to clearly distinguish between the positions of
the two counter-propagating particle beams.

The longitudinal positions of the BPMs were optimised
to guarantee that the temporal separation between the two
beams at each BPM location will always be greater than
3.9 ns, which is approximately 3 times longer than the bunch
length. Nevertheless, using directional-coupler BPMs (also
known as stripline BPMs) is unavoidable to reduce the inter-
beam cross-talk. In such BPMs the passing beam couples to
four long stripline electrodes parallel to the beam axis. Each
electrode is connectorised on both ends but the beam couples
predominantly to the upstream port with only a relatively
small signal generated at the downstream port. This feature,
referred to as directivity, allows both beams to be measured
by a single array of electrodes. Figure 1 shows a 3D model
of one of the HL-LHC stripline BPMs. Most of the HL-LHC
IT BPMs incorporate four tungsten absorbers protecting the
superconducting magnets from the high-energy collision
⇤ douglas.bett@physics.ox.ac.uk

stripline
electrode

tungsten
absorber

cooling
capilary

Figure 1: Tungsten-shielded cryogenic directional coupler
BPM design for HL-LHC.

debris [4]. As the absorbers must be placed in the horizontal
and vertical plane, the BPM electrodes are installed at ±45°
and ±135° significantly increasing the measurement non-
linearity for large beam o�sets.

To cope with the very demanding requirements of precise
beam position measurements near the experiments, a new
state-of-the-art acquisition system for the HL-LHC IT BPMs
is under development. It will be based on nearly-direct digi-
tization by an RF System-on-Chip (RFSoC) [5]. This unique
family of integrated circuits combines a set of Analogue-to-
Digital Converters (ADC), Digital-to-Analogue Converters
(DAC), Programmable Logic (PL) and several embedded
CPUs, referred to as the Processing System (PS), on a single
die. Each of the 8 ports of each BPM will be connected to a
dedicated RFSoC 14 bit ADC channel sampling at 5 GSa s≠1.
The acquisition electronics and signal processing software
will use this raw data to compute the beam position applying
a correction algorithm to minimize the parasitic contribution
of the other beam as well as taking into account the BPM
rotation, non-linearity and scaling factors.

ACQUISITION ELECTRONICS
DESIGN CRITERIA

The final specification for the HL-LHC IT BPMs is not
yet available but some preliminary design criteria have been
set to guide the design of the future acquisition electronics.

The HL-LHC beam will consist of up to 2808 bunches
spaced by multiples of 25 ns with intensities spanning close
to two orders of magnitude from 5◊109 up to 2.2◊1011

charges. However, for most common operational scenar-
ios it is assumed that the intensity of bunches within the
same beam might vary by a factor of four, while the ratio of
bunch intensity between the two beams can reach a factor
of ten. HL-LHC bunches are not expected to be longer than
1.2 ns (4f) but for some special operational modes the BPM
system should be able to measure bunches as short as 0.5 ns.
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100 02 Beam Position Monitors

Novel Beam Diagnostics: Beam Gas Curtain; Electro-Optic BPM; Interaction Region BPMs

Collimation studies: Cold powering with 
superconducting links

Laser engineered surfaces: to mitigate e-cloud

treatment depth depends directly on the chosen laser 
fluence and number of pulses per spot. However, lowering 
of the laser fluence results in a smaller area to be effectively 
covered by the micro-structures and this can produce an 
increased SEY. The solution is to compensate this effect by 
varying the hatch distance. For each chosen fluence, there 
exists an optimal distance between the grooves. A too small 
hatch distance causes partial reflection of the laser beam by 
the already-treated surface that reduces the effective power 
deposited on the surface, whereas a too large hatch distance 
results in untreated areas in between the grooves that 
increases the SEY. Optimization of the process for the 
ALICE and LHCb beam screens is currently ongoing. 

 
Figure 3: Cross-section of LESS treated surface. 

In-situ Treatment 
Finally yet importantly, the in-situ treatment must be 

carried out in relatively long (up to 15 meters) and narrow 
pipes, which means that the laser light must be delivered 
over long distances in a very limited space. For the in-situ 
treatment of the LHC magnets, the access to the beam 
screens is limited to a 15-cm long entry slot created by 
dismantling part of removable interconnection unit called 
plug-in module. Additionally, the chosen pattern of 
grooves requires high precision in treatment head 
movement. All these requirements led to a sophisticated 
hardware and software development, namely the optical 
fibre with the beam delivery system, the robot that carries 
the fibre and provides the treatment inside the beam screen 
and the control system that manages the whole process. 

The optical fibre selected for a first-trial basis was a 6m-
long photonic crystal fibre with a mode-field diameter of 
14µm. The fibre loss at 532 nm wavelength is 250 dB/km. 
The laser beam was coupled into the fibre at approximately 
80% transmission efficiency via a bespoke Beam Delivery 
System (BDS) which allowed for the evacuation of the 
entire fibre in order to reduce transmission instabilities and 
optical nonlinearities. The fibre was terminated with a 
bespoke lens which allowed for a fully collimated beam to 
be utilised within the robot. This collimation lens, situated 
at the focal length from the fibre tip, was encased in a 
bespoke fibre head, designed to be installed within the 
robot. 

The LESS treatment robot is a novel solution designed 
and manufactured by an industrial contractor for the in-situ 
treatment of the LHC beam screens (Fig. 4). The 
dimensions of the robot are limited longitudinally by the 
interconnection entry slot and by the beam screen cross-
section shape. The robot moves along the beam screen 
using the inchworm movement principle, by means of a 
pneumatically-driven clamping system. The robot 
movement along the beam screen is disentangled from the 
treatment head movement that is carried out by an 
electrical motor coupled with a precision driving screw. 
During LESS structuring the robot remains rigidly clamped 
to the beam screen and only the rotating treatment head 
moves longitudinally engraving the spiral pattern in the 
beam screen.  

 
Figure 4: The LESS treatment robot. 

IN-SITU TREATMENT SET-UP 

The in-situ LESS set-up is composed of the laser, the 
BDS, the optical fibre and the robot. An integrated control 
system allows the enabling of the laser when the robot is 
clamped in stable position and provides the interlock ma-
trix to catch anomalies and avoid damages. 

The whole LESS treatment system was commissioned at 
the University of Dundee and a first trial treatment was per-
formed in the biggest of LHC beam screens, so called Type 
74, with the diameter of round parts of 70.65 mm and dis-
tance between the flat parts of 60.95 mm (Fig. 5). 

 
Figure 5: The first treatment of the LHC beam screen. 
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treatment depth depends directly on the chosen laser 
fluence and number of pulses per spot. However, lowering 
of the laser fluence results in a smaller area to be effectively 
covered by the micro-structures and this can produce an 
increased SEY. The solution is to compensate this effect by 
varying the hatch distance. For each chosen fluence, there 
exists an optimal distance between the grooves. A too small 
hatch distance causes partial reflection of the laser beam by 
the already-treated surface that reduces the effective power 
deposited on the surface, whereas a too large hatch distance 
results in untreated areas in between the grooves that 
increases the SEY. Optimization of the process for the 
ALICE and LHCb beam screens is currently ongoing. 

 
Figure 3: Cross-section of LESS treated surface. 

In-situ Treatment 
Finally yet importantly, the in-situ treatment must be 

carried out in relatively long (up to 15 meters) and narrow 
pipes, which means that the laser light must be delivered 
over long distances in a very limited space. For the in-situ 
treatment of the LHC magnets, the access to the beam 
screens is limited to a 15-cm long entry slot created by 
dismantling part of removable interconnection unit called 
plug-in module. Additionally, the chosen pattern of 
grooves requires high precision in treatment head 
movement. All these requirements led to a sophisticated 
hardware and software development, namely the optical 
fibre with the beam delivery system, the robot that carries 
the fibre and provides the treatment inside the beam screen 
and the control system that manages the whole process. 

The optical fibre selected for a first-trial basis was a 6m-
long photonic crystal fibre with a mode-field diameter of 
14µm. The fibre loss at 532 nm wavelength is 250 dB/km. 
The laser beam was coupled into the fibre at approximately 
80% transmission efficiency via a bespoke Beam Delivery 
System (BDS) which allowed for the evacuation of the 
entire fibre in order to reduce transmission instabilities and 
optical nonlinearities. The fibre was terminated with a 
bespoke lens which allowed for a fully collimated beam to 
be utilised within the robot. This collimation lens, situated 
at the focal length from the fibre tip, was encased in a 
bespoke fibre head, designed to be installed within the 
robot. 

The LESS treatment robot is a novel solution designed 
and manufactured by an industrial contractor for the in-situ 
treatment of the LHC beam screens (Fig. 4). The 
dimensions of the robot are limited longitudinally by the 
interconnection entry slot and by the beam screen cross-
section shape. The robot moves along the beam screen 
using the inchworm movement principle, by means of a 
pneumatically-driven clamping system. The robot 
movement along the beam screen is disentangled from the 
treatment head movement that is carried out by an 
electrical motor coupled with a precision driving screw. 
During LESS structuring the robot remains rigidly clamped 
to the beam screen and only the rotating treatment head 
moves longitudinally engraving the spiral pattern in the 
beam screen.  

 
Figure 4: The LESS treatment robot. 

IN-SITU TREATMENT SET-UP 

The in-situ LESS set-up is composed of the laser, the 
BDS, the optical fibre and the robot. An integrated control 
system allows the enabling of the laser when the robot is 
clamped in stable position and provides the interlock ma-
trix to catch anomalies and avoid damages. 

The whole LESS treatment system was commissioned at 
the University of Dundee and a first trial treatment was per-
formed in the biggest of LHC beam screens, so called Type 
74, with the diameter of round parts of 70.65 mm and dis-
tance between the flat parts of 60.95 mm (Fig. 5). 

 
Figure 5: The first treatment of the LHC beam screen. 
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to a high-purity RRR ≈ 300 bulk niobium ring by melting
their interfaces by e-beam, reliably achieving a UHV tight
seam. This is in turn e-beam welded to a bulk niobium
cylinder (RRR ≈ 40) which was previously brazed to
a 6” conflat stainless steel flange with a copper filler
[see Fig. 2(b)]. All weldings are performed after a chemical
etching of about 20 μm. The samples are then finished with
a standard surface chemical polishing treatment for copper,
removing about 150 μm. A similar surface treatment,
limited to 60 μm, was performed also prior to LESS2, in
order to erase the traces of LESS1.
Prior to the rf test, the surface of all samples except the

a-C-coated one has been rinsed with ultrapure water at 3 bar
in a clean room and kept in nitrogen atmosphere once dry,
as is standard practice for superconducting rf test devices
and components in order to remove any dust particles.
The a-C-coated sample has instead only been blown
with purified nanofiltered nitrogen, to avoid possible

degradations or peel-off of the film. It has been verified
on witness samples that the rinsing does not substantially
alter the surface of LESS, changing the maximum SEY of
less than 0.1 units, as illustrated in Fig. 3(a). Details of the
SEY measurement technique are discussed elsewhere [6].
The SEY of a typical Ti- or a-C-coated Cu sample is also
shown for reference in Fig. 3(a).

C. Laser treatment

The laser surface structuring was carried out using a
linearly polarized 10-ps pulsed laser with a wavelength of
532 nm at a repetition rate of 200 kHz. The laser beam had
a Gaussian intensity profile (M2 < 1.3) and was focused
onto the surface using a telecentric lens that allowed
for offsetting the off-axis deflection of the beam through
the focusing lens system. The diameter of the focused
spot—between the points where the intensity has fallen to
1=e2 of the central value—was measured to be ∼12 μm.
Throughout the experiments, an average laser pulse energy
of 5 μJ was used, leading to a laser energy fluence of
approximately 4.2 J cm−2 and a laser beam intensity of
∼0.4 TWcm−2 in the focus for the required laser surface
structuring. Using these laser beam parameters, a ring on
the QPR samples with an outer diameter of 62 mm and an
inner diameter of 22 mm, corresponding to the region
where >99% of the rf power is dissipated [21], was filled
with the required structures exhibiting low SEY. The
structures were created using a line pattern with the
distance between consecutive lines kept at approximately
24 μm. The surface was laser structured at the scanning
speed of 10 mm=s, leading to approximately 240 pulses
per spot being fired onto the target. All these values are
equivalent to what was used for earlier accelerator vali-
dation experiments [12,20], to which the reader is referred
for a detailed discussion of the laser parameter choices.
A scanning electron microscope (SEM) image of a typical
copper surface with LESS is shown in Fig. 3(b), where both
the deep grooves created by the laser scanning and the fine

FIG. 2. The four characterized sample surfaces. Cu_A or Cu_B,
pristine OFE copper; LESS1, copper with a radial laser pattern;
LESS2, copper with a circular laser pattern; a-C coating, copper
with an amorphous carbon coating.
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FIG. 3. (a) SEY measurement of LESS witness samples, before (blue line) and after water rinsing (black line), and of a typical a-C-
coated Cu sample (red line). (b) SEM image of a cross section of a LESS sample (reproduced from Ref. [20] with STM permissions).

SERGIO CALATRONI et al. PHYS. REV. ACCEL. BEAMS 22, 063101 (2019)

063101-4
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Work soon to start!
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713th September 2024LS3 Readiness Review – EPC Group Status | EDMS N°3137172 V.3

HL/LHC Activities EYETS 24-25

LS3

HL-LHC - Interaction Point Upgrade IT UR15, UR55

➢ New HL-LHC±60A35A [x4]
➢ New HL-LHC±600A [x16]
➢ New HL-LHC±2kA [x32]
➢ New HL-LHC14kA[x8]
➢ New HL-LHC18kA [x4]

RR13
RR17 HL-LHC Long Straight Sections RRs, ULs, USC55

➢ New R2E HL-LHC±120A [x124] 
➢ New R2E-HL-LHC±200A [x4]

UL16 UL14

Cell 12-22

Cell 12-22

Cell 12-22

Cell 12-22

Cell 12-22

RR53

RR57

RR77

RR73

HL-LHC Arcs Cells 12-22

➢ New R2E HL-LHC±60A [x144]

LHC RF Powering Cons B.SR4

➢ 18kV oil transformers replac. [x5]
➢ Step-up transformers, diode tanks, control Cons [x5] 

UR55

UL557

UR15

USC55

LHC Cons - SEQ2&SEQ8 SVC (TCR)
Control / Thyristor Controlled Reactor

SEQ2 Surface B.2254 
SEQ8 Surface B.2854

Surface 
2254

HL-LHC Harmonic Filters Powering
Surface Point 1 SEF1/B.9117
Surface Point5 SEF58/B.9500

Pt1 Surface

Class 0.5 upgrade main dipoles LHC

Pt5 Surface
SR4

LHC machine 
➢ LHC±120A removal [x112] RRs, ULs, USC55

➢ RD2 removal [x4] RR13,RR17, RR53, RR57

➢ ITs removal [x12] Pt1 and Pt5

➢ LHC60A removal [x144] Cells 12-22

➢ LHC600A removal [x28] ULs, USC55

➢ RD1 removal [x2 SATURN, 2x RPTG] 
Pt1/SR1 and Pt5 Surface/SR5

Surface 
2854

LHC Cons - RD34 Spare Pt 5 Surface/SR3, Pt7 surface/SR7

➢ RPTG conv removal [x2]
➢ New SATURN [x2]

SR3

SR3

Pt3 Surface

Pt7 Surface

LHC Beam Gas Monitoring UA43,UA47

➢ New POLARIS [x4]

FGC4 Candidate

SND Detector UA87

➢ LHC600A-10V [x2]
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Core UK expertise in accelerators & enabling technology
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The UK accelerator community has broad range of relevant expertise ready to deploy, 

including and not limited to:

• Beam dynamics simulations; optical lattice design & optimisation
• Novel collimation techniques: crystal, hollow electron lens.
• Machine detector interface & accelerator backgrounds
• Superconducting RF cavities, crab-cavities / cryomodules, high efficiency klystron development
• Beam diagnostics, including non-invasive profile & bunch instability monitoring
• Nanobeam control and fast feedback
• Cryogenic systems, cold powering.
• Vacuum systems & electron cloud mitigation
• Accelerator alignment systems
• Operational experience of low emittance electron storage rings & FEL test facilities…

ESPP2020 “Innovative accelerator technology underpins the physics reach of high-energy 
and high-intensity colliders. … The European particle physics community must intensify 
accelerator R&D and sustain it with adequate resources. 



Stephen Gibson – Introduction to Optics – CAS Beam Instrumentation, 6 June 2018 16Stephen Gibson – Hadron Colliders – ECFA–UK, Durham - 25.9.2024

Outside Europe: confirmed new Electron-Ion Collider
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Ecm = 20 GeV -141 GeV
High luminosity goal: L = 1034cm-2s-1

•  Design based on existing RHIC complex at Brookhaven

– RHIC is well maintained, operating at its peak
– RHIC accelerator chain will provide EIC hadrons

•  High luminosity interaction region(s)

– L = 1034cm-2s-1

•  Hadron Storage Ring (HSR: RHIC Rings) 40-275 GeV

– Supplied by AGS and booster Injectors
– Hadron cooling

•  Electron Storage Ring(ESR) 5–18 GeV

– Need to inject polarized bunches every second

•  Rapid Cycling Synchrotron (RCS)

– Designed to supply polarized bunches to the ESR every second

• Polarized e-source and pre-injector

UK contribution: detector + accelerator funding announced, £59M

https://www.ukri.org/news/major-research-and-innovation-infrastructure-investment-announced/
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Outside Europe: PIP-2 for LBNF & DUNE 
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• UK’s contributing SRF cryomodule expertise to the 
international Proton Improvement Plan II project
– Successful shipment test of cryomodule between Fermilab 

& STFC Daresbury
– STFC is investing £65 million as part of the $500 million 

international project

Sanford Underground Research Facility, South Dakota Fermi National Accelerator Laboratory, Illinois

Building an International Flagship  
Neutrino Experiment
An international team of over 1,400 scientists and engineers from more than 35 countries 
is building the most advanced neutrino experiment in the world. Hosted by the U.S. 
Department of Energy’s Fermilab with contributions from across the U.S. and around the 
globe, the Deep Underground Neutrino Experiment could change our understanding of  
the universe. Excavation of the caverns in South Dakota is more than 80% complete, and 
the UK, CERN and other partners are producing and testing detector components.

Contact 
Fermilab Office of  
Communication
+1 630 840-3351
fermilab@fnal.gov
lbnf-dune.fnal.gov

800 miles/1300 km

Deep Underground Neutrino Experiment 
(DUNE)

DUNE consists of two state-of-the-art 
particle detectors: a smaller one at Fermilab 
in Illinois and a much larger one to be 
constructed a mile beneath the surface at 
the Sanford Underground Research Facility 
in South Dakota. The South Dakota detector 
will be the largest of its type ever built.  
It will use 70,000 tons of liquid argon and 
advanced technology to record neutrino 
interactions with unprecedented precision. 
Collaborators in the UK have begun the 
mass production of components for the first 
of four huge particle detector modules  
for DUNE. Testing is taking place at CERN. 
DUNE collaborators also are working  
on components for the detector at Fermilab. 

Long-Baseline Neutrino Facility  
(LBNF)

LBNF will house the DUNE far detector in 
South Dakota, as well as the smaller  
near detector at Fermilab. About 800,000 
tons of rock is being moved from a mile 
underground at the Sanford Underground 
Research Facility. The excavation is more 
than 80% complete. The new space will be 
equipped with intricate cryogenic technology 
to keep the DUNE detector at its operating 
temperature of -300 degrees Fahrenheit. At 
Fermilab, a new beamline will be built to 
send the laboratory’s intense high-energy 
beam of neutrinos 800 miles through  
the earth from Illinois to South Dakota. The 
neutrinos will travel straight through earth, 
no tunnel needed. 

Proton Improvement Plan II  
(PIP-II)

The DUNE experiment requires the most 
particle-packed high-energy neutrino beam 
in the world, and that’s exactly what Fermilab 
will deliver. A new, 700-foot-long particle 
accelerator, built with major contributions 
from partners around the world, will power 
the intense neutrino beam. The accelerator 
will be built with the latest superconducting 
radio-frequency technology developed  
at Fermilab. Tests at the PIP-II Injector Test 
Facility successfully concluded in 2021, 
including the acceleration of protons through 
a superconducting section. The PIP-II 
cryoplant building was completed in 2022. 
Construction of the complex that will house 
the accelerator has begun.

OCTOBER 2023

PIP-II 650MHz cavity demonstrator
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What’s the future of the Large Hadron Collider?

18
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Future Circular Collider : CERN plans

Fabiola Gianotti, FCC week, San Francisco, June 10, 2024



Stephen Gibson – Introduction to Optics – CAS Beam Instrumentation, 6 June 2018 21Stephen Gibson – Hadron Colliders – ECFA–UK, Durham - 25.9.2024

FCC-hh: The Hadron Collider 781

Fig. 2. Left: 3D, not-to-scale schematic of the underground structures. Right: study bound-
ary (red polygon), showing the main topographical and geological structures, LHC (blue
line) and FCC tunnel trace (olive green line).

Civil engineering

The principal structure of the FCC-hh collider is a quasi-circular tunnel composed
of arc segments interleaved with straight sections with a diameter of 5.5m and a
circumference of 97.75 km. Approximately 8 km of bypass tunnels, 22 shafts, 14 large
caverns and 12 new surface sites are also planned. On the left Figure 2 shows a 3D,
not-to-scale schematic of the underground structures. The chosen layout satisfies the
requirements of the FCC-hh and the FCC-ee machines.

Many di↵erent considerations played a role in choosing a suitable position for
the machine. The underground structures should be located as much as possible in
the sedimentary rock of the Geneva basin, known as Molasse (which provides good
conditions for tunnelling) and avoid the limestone of the nearby Jura. Another aim
was to limit the depth of the tunnel and shafts to control the overburden pressure on
the underground structures and to limit the lengths of service infrastructure (cables,
ducts, pipes). These requirements, along with the need to connect to the existing
accelerator chain through new beam transfer lines, led to the definition of the study
boundary, within the Jura range to the north-west, the Vuache mountain to the
south-west and the Pre-Alps to the south-east and east. An additional boundary is
placed to the north due to the increasing depth of Lake Geneva (see Fig. 2 right).

In order to evaluate di↵erent layouts and positions within the boundary area,
a software tool incorporating a 3D geological model was developed and used. The
tunnel will be constructed with a slope of 0.2% in a single plane, partly to optimise
the geology intersected by the tunnel and the shaft depths, and partly to implement a
gravity drainage system. It is anticipated that the majority of the machine tunnel will
be constructed using tunnel boring machines. One sector passing through limestone
will be mined. Di↵erent lining designs have been developed corresponding to the
excavations’ rock conditions.

The study was based on geological data from previous projects and data available
from national services. Based on this information, the civil engineering project is
considered feasible, both in terms of technology and project risk control. Dedicated
ground and site investigations are required during the early stage of the preparatory
phase to confirm the findings, to provide a comprehensive technical basis for an
optimised placement and as preparation for project planning and implementation
processes.

FCC-hh - Future Circular Collider hadron-hadron

21

• 81 - 115 TeV pp collider with 90.7 km ring
• Re-use LHC as 3 TeV injector
• 14 - 20 T magnets
• 4 MW synch. rad. power
• 9 GJ stored energy / beam

23

22

22

22

10Laurie Nevay, IOP APP-HEPP 2023 5th April 2023

FCC-hh - Future Circular Collider hadron-hadron
• 100 TeV c.o.m. p-p collider with ~100km ring: 16 T magnets
• Re-use LHC as 3 TeV injector

Parameter Value

E / beam 50 TeV

Peak B 16 T

Particle proton-proton

Peak Lumi. 30 x 1034 cm-2s-1

Avg. Int. Lumi. / 
day

8 fb-1

SR Power / beam 2.5 MW (~30W / m in 
arc)

Power Usage Est. 560 MW 
(~100MW for cooling)

5L. Nevay, ECR Forum on Future Colliders 25th April 2022

FCC-hh - Future Circular Collider hadron-hadron
• 100 TeV c.o.m. p-p collider with ~100km ring: 16 T magnets
• Re-use LHC as 3 TeV injector

Parameter Value

E / beam 50 TeV

Peak B 16 T

Particle proton-proton

Peak Lumi 30 x 1034 cm-2s-1

Avg. Int. Lumi / day 8 fb-1

SR Power / beam 2.5 MW (~30W / m in arc)

Power Usage Est. 580 MW (~100MW for 
cooling)
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FCC-hh main parameters for pp and physics potential

22

10

Formidable challenges: 
q high-field superconducting magnets: 14 - 20 T
q power load in arcs from synchrotron radiation: 4 MW à cryogenics, vacuum
q stored beam energy: up to 9 GJ à machine protection
q pile-up in the detectors: ~1000 events/xing
q energy consumption: 4 TWh/year à R&D on cryo, HTS, beam current, … 

FCC-hh: summary of main machine parameters for pp and physics potential

If FCC-hh after FCC-ee: 
significantly more time for 
high-field magnet R&D aiming 
at highest possible energies
(HTS) and lowest electricity
consumption

Formidable physics reach, including:
q Direct discovery potential up to ~ 40 TeV
q Measurement of Higgs self to ~ 5% and ttH to ~ 1%
q High-precision and model-indep (with FCC-ee input) 

measurements of  rare Higgs decays (!!, Z!, µµ) 
q Final word about WIMP dark matter
q Insight into EW phase transition in early universe

14 (Nb3Sn) - 20 (HTS) 

F. Gianotti
FCC Week 2024
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Magnet limitations

2315Laurie Nevay, IOP APP-HEPP 2023 5th April 2023

Magnet Limitations
• Limits: Critical current, Critical B field, Critical 

temperature
⁃ remember: typically coil-dominated magnets

• Materials: NbTi (LHC current),  Nb3Sn (HL-LHC, 
FCC-hh)
⁃ Nb3Sn supports ~2x maximum B, but more costly
⁃ HTS is even more expensive than Nb3Sn

• Mechanical: length of magnet, stress, stored 
energy
⁃ quite a difference between a 1m and 14m magnet
⁃ superconductors are often extremely brittle

• For FCC-hh we need a leap in maximum current 
and active R&D is well underway for this
⁃ material chemistry for maximum current variety of  FCC-hh dipole designs15Laurie Nevay, IOP APP-HEPP 2023 5th April 2023

Magnet Limitations
• Limits: Critical current, Critical B field, Critical 

temperature
⁃ remember: typically coil-dominated magnets

• Materials: NbTi (LHC current),  Nb3Sn (HL-LHC, 
FCC-hh)
⁃ Nb3Sn supports ~2x maximum B, but more costly
⁃ HTS is even more expensive than Nb3Sn

• Mechanical: length of magnet, stress, stored 
energy
⁃ quite a difference between a 1m and 14m magnet
⁃ superconductors are often extremely brittle

• For FCC-hh we need a leap in maximum current 
and active R&D is well underway for this
⁃ material chemistry for maximum current variety of  FCC-hh dipole designs

15Laurie Nevay, IOP APP-HEPP 2023 5th April 2023

Magnet Limitations
• Limits: Critical current, Critical B field, Critical 

temperature
⁃ remember: typically coil-dominated magnets

• Materials: NbTi (LHC current),  Nb3Sn (HL-LHC, 
FCC-hh)
⁃ Nb3Sn supports ~2x maximum B, but more costly
⁃ HTS is even more expensive than Nb3Sn

• Mechanical: length of magnet, stress, stored 
energy
⁃ quite a difference between a 1m and 14m magnet
⁃ superconductors are often extremely brittle

• For FCC-hh we need a leap in maximum current 
and active R&D is well underway for this
⁃ material chemistry for maximum current variety of  FCC-hh dipole designs

15Laurie Nevay, IOP APP-HEPP 2023 5th April 2023

Magnet Limitations
• Limits: Critical current, Critical B field, Critical 

temperature
⁃ remember: typically coil-dominated magnets

• Materials: NbTi (LHC current),  Nb3Sn (HL-LHC, 
FCC-hh)
⁃ Nb3Sn supports ~2x maximum B, but more costly
⁃ HTS is even more expensive than Nb3Sn

• Mechanical: length of magnet, stress, stored 
energy
⁃ quite a difference between a 1m and 14m magnet
⁃ superconductors are often extremely brittle

• For FCC-hh we need a leap in maximum current 
and active R&D is well underway for this
⁃ material chemistry for maximum current variety of  FCC-hh dipole designs



Stephen Gibson – Introduction to Optics – CAS Beam Instrumentation, 6 June 2018 24

R&D on HTS high-field magnets
• High Temperature Superconductors: an enabling technology for high field (³

15 T) magnets - a sustainable opportunity for future accelerator technology
• Focus of the LDG Accelerator R&D Roadmap is presently on REBCO, but 

alternative options are also considered (IBS as in China)
• To exploit the potential, a rigorous R&D program is required
• R&D on conductor is essential for subsequent successful implementation in 

HTS magnets. This requires:
• reaching controlled, homogeneous and reproducible properties on industrially available 

conductor; 
• achieving long (~ 1 km) lengths of industrially available conductor;
• innovation via development of high-current cables;
• validation of the technology via a parallel programme of small demonstrator coils; this is 

needed to provide feedback to conductor R&D and to support/launch magnet design and 
development

Michael Benedikt and Frank Zimmermann, CERN
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Development of new, challenging technologies needed

25

11

Development of many new, challenging technologies needed

Formidable technical challenges à vigorous R&D efforts in many areas required for both FCC-ee and FCC-hh

Emphasis also on sustainability and on minimising environmental impact

Examples of areas where vigorous R&D work is needed

High-field superconducting magnets with empahsis on HTS (for both FCC-hh and FCC-ee)

SRF cavities with increased gradient performance and energy efficiency

High-power RF sources (klystrons, solid state amplifiers) aiming at improving efficiency by up to 40% compared to current technology

New materials for collimators, masks and dumps, with low impedance and high thermal shock resistance

Surface treatment and coating techniques for vacuum components

Optimised cooling architectures to maxime waste heat reuse (including heat storage system)

New cryogenic fluids and thermodynamic processes to improve energy efficiency of cooling plants

Fertilisation of tunnel excavation material for agricultural use

Robotics and AI-based operation algorithms

Detector technologies coping with machine luminosities and radiation levels, and with performance matching expected stat. uncertainties

Note: huge potential applications to society: medicine, fusion, large tunnel infrastructures, electricity transmission, industry, etc.   

F. Gianotti
FCC Week 2024
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FCC timeline

26

FCC timeline

“Realistic” schedule taking into account:
q past experience in building colliders at CERN
q the various steps of approval process: ESPP update, CERN Council decision
q HL-LHC will run until ~ 2041 
à ANY future collider at CERN cannot start physics operation before ~ 2045 (but construction will proceed in parallel to HL-LHC operation)

Care should be taken when comparing to other proposed facilities, for which in most cases only the (optimistic) technical schedule 
is shown. In particular, studies related to territorial implementation (surface sites, roads, connection to water and electricty, 
environmental impact, admin procedures, etc.), which for FCC are being carried out in the framework of the Feasibility Studies, take years.

1st stage collider FCC-ee: 
electron-positron collisions 90-360 GeV: 
electroweak and Higgs factory
2nd stage collider FCC-hh: 
proton-proton collisions at ~ 100 TeV

F. Gianotti
FCC Week 2024
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HE-LHC: The High-Energy Large Hadron Collider 1133

Fig. 4. Cross section of the LHC tunnel and main HE-LHC cryogenic components.

The lower cold-boxes, interconnecting lines and interconnection boxes are located
underground. A refrigeration plant comprises one helium refrigerator including two
1.8 K refrigeration units and one turbo-Brayton refrigerator for the e�cient produc-
tion of cooling capacity above 40K. The two 1.8K refrigeration units are located at
either side of the HE-LHC sectors and pump on a half-sector length, thus reducing
the pumping line diameter required. At each site, an interconnection box couples the
refrigeration equipment to the cryogenic distribution line and where possible, they
also provide redundancy between the refrigeration plants. To limit the environmental
impact as well as the pressure build-up during helium discharge in case of a sector
quench helium storage is provided at all 8 surface sites. The HL-LHC cryogenic plants
will be reused to cool the high-luminosity insertions.

Civil engineering

The existing civil engineering structures will be reused as much as possible to accom-
modate the equipment required for HE-LHC. Some new structures will be needed to
accommodate new components for cryogenics, electricity and ventilation systems.

New caverns are required for cryogenic equipment at points 3 and 7, and new
alcoves for electrical equipment to supply the cryogenic installations. Depending on
the power consumption and the reliability required from the existing electrical net-
work, additional upgrades might be needed at other locations. Additional space in
the underground caverns has been allocated for cooling equipment.

A new shaft is mandatory at LHC point 3.3, since the existing shaft PZ33 is only
used for personnel access and its diameter would not allow lowering of the 7 m long
cryogenics cylinders. A more detailed analysis remains to be performed for point 2
to confirm that existing caverns can be used to accommodate the new equipment. If
the space is not su�cient, a new cavern has to be constructed. Either the existing
PM25 and PMI2 shafts can be used to transport the new equipment into the tunnel
at point 2, or a new shaft needs to be created. Where new access shafts are needed,
head of shaft buildings will be added.

New noise insulated buildings to accommodate cryogenic and electrical equip-
ment are necessary at points 3 and 7. New turbo-Brayton refrigerators need to be
installed in existing or new buildings at points 1.8, 2, 4, 6 and 8. A refurbishment
of the existing tunnel ventilation and additional ventilation systems are necessary to
provide supply and extraction units for each sector. Hence, new surface buildings are

Other Options at CERN?

27

High Energy LHC:  what could be achieved with new dipole magnets in LHC tunnel?
• 27 TeV collider, 15 ab-1 data over 20 years operation
• 16 T dipole magnets, Nb3Sn
• 101 kW synch. rad. power

– Use beam-screen design of FCC-hh

• 1.3 GJ stored energy / beam
– Upgrade LHC collimation system

• (33 TeV with 20 T, HTS magnets)
• CDR in 2019

Eur. Phys. J. Special Topics 228, 1109–1382 (2019) 
https://doi.org/10.1140/epjst/e2019-900088-6 
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LHeC

28

14Laurie Nevay, IOP APP-HEPP 2023 5th April 2023

LHeC
• 50 GeV e- with LHC 7 TeV p

⁃ ~1.1 TeV c.o.m.

• Small addition to the CERN complex
• Use energy-recovery linac to achieve 

luminosity within power budget
⁃ allow larger e- beam size
⁃ after crossing e- beam gives up energy
⁃ new e- gain energy (efficiently!)

Parameter Value

E / beam 50 GeV (e-) / 7 TeV
(p)

Peak B 8 T

Particle e- p

Peak Lumi. 1 x 1034 cm-2s-1

Int. Lumi. Est. 50 fb-1 / year

15Laurie Nevay, IOP APP-HEPP 2023 5th April 2023

Magnet Limitations
• Limits: Critical current, Critical B field, Critical 

temperature
⁃ remember: typically coil-dominated magnets

• Materials: NbTi (LHC current),  Nb3Sn (HL-LHC, 
FCC-hh)
⁃ Nb3Sn supports ~2x maximum B, but more costly
⁃ HTS is even more expensive than Nb3Sn

• Mechanical: length of magnet, stress, stored 
energy
⁃ quite a difference between a 1m and 14m magnet
⁃ superconductors are often extremely brittle

• For FCC-hh we need a leap in maximum current 
and active R&D is well underway for this
⁃ material chemistry for maximum current variety of  FCC-hh dipole designs

Conclusions

• Remembering Max Klein
• Max was the r-ECFA UK delegate 

from 2021 until 2022
• He was passionate about his role in 

ECFA and contributed to make the 
UK delegation more cohesive and 
effective.

23 September  2024 ECFA UK Meeting on the ESPPU 18

Max Klein, led 
the LHeC study,

2008 to 2022
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Non-collider projects that use proton drivers at CERN:

29

• Several smaller projects that build on CERN’s existing infrastructure:
• New fixed target PP experiments with high intensity beams; such as hidden sector 

searches at SHiP:  400 MeV protons driver for production of charm mesons and photons:
• Physics beyond colliders and neutrino programme

CERN
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CERN’s future fixed-target beamlines

30

F. Stummer,
& L. Nevay

CERN North Area

K12 beamline
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Physics Beyond Colliders

31

G.L. D’Alessandro, 
F. Stummer,  + C. Mussolini (Ox)

NA62 / KLEVER
• NA62 at CERN to study rare charged Kaon decay

• Highly detailed model built by Gian Luigi D'Alessandro et al, 
•  Model now integral part of MC chain for experiment

https://doi.org/10.1088/1748-0221/12/05/P05025

muon distribution 
at various planes

2021 IPAC: WEPAB185, WEPAB186, THPAB214
2021 CERN seminar: https://indico.cern.ch/event/1091199/
2022 NIM B: https://doi.org/10.1016/j.nimb.2021.11.021

https://doi.org/10.1088/1748-0221/12/05/P05025
https://accelconf.web.cern.ch/ipac2021/papers/wepab185.pdf
https://accelconf.web.cern.ch/ipac2021/papers/wepab186.pdf
https://accelconf.web.cern.ch/ipac2021/papers/thpab214.pdf
https://indico.cern.ch/event/1091199/
https://doi.org/10.1016/j.nimb.2021.11.021
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A new low energy beamline for NA61/SHINE

32

C. A. Mussolini, 
N. Charitonidis

There is a lack of particle production data in the 1 – 13 GeV/c momentum range, results 

obtained by NA61/SHINE using this beamline could prove to be of great use in reducing 

the systematic uncertainties of many experiments [1]

NA61 ExperimentNew low energy beamline

[1] “NA61/SHINE at Low Energy” workshop, December 2020

Work on the beamline began in Summer 2020, and 

now we have selected:

• Targets
• Beamline optics

• Instrumentation 
Which satisfy the needs of NA61/SHINE. 

We are currently performing studies on the 

implementation of the beamline in CERN’s North Area

Secondary target
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nuStorm overview

33

Ken Long

Extraction from SPS 
through existing tunnel
Siting of storage ring:
Allows measurements 
to be made ‘on or off 
axis’
Preserves sterile-
neutrino search option

CERN-PBC-2019-003

New design for decay ring:
• Central momentum between 

1 GeV/c and 6 GeV/c;
• Momentum acceptance of 

up to ±16%

→ See Chris’s muon talk
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will play an important role in measuring the momentum and charge of muons produced by
neutrino interactions in the FLArE and FASER⌫2 detectors, the distance to the spectrometer
from these detectors should be minimized. For this reason the FORMOSA detector is placed
downstream of FASER2 in the baseline layout, as shown in Figure 7, where the detectors,
ordered from upstream to downstream, are (1) FLArE, (2) FASER⌫2, (3) FASER2, and
(4) FORMOSA.

An alternative option that has been considered is to place the FORMOSA detector
slightly below the LOS in a dedicated trench under the FASER2 decay volume (which is
empty space). This option is shown in Figure 8. It reduces the physics sensitivity of FOR-
MOSA slightly, but could be considered if more space is needed in the cavern along the
LOS.

Figure 7: Baseline layout of detectors in the FPF cavern.

Figure 8: Alternative layout of the detectors in the FPF cavern, with FORMOSA under the
FASER2 decay volume.

3.2 Detectors

Below, a short overview of the four detectors and related design solutions are presented. For
each detector, the relevant features e↵ecting the global facility design and large technical

11

Proposed Forward Physics Facility (FPF)
• Physics reach would benefit from larger detectors than can fit in the existing infrastructure.
• Dedicated forward physics facility

– New cavern behind UJ18
– Proposal at Snowmass 2022, recent Update 

of Facility Technical Studies for the FPF, 
CERN-PBC-Notes-2024-004

– + plans for FPF@FCC: arXiv:2409.02163v1 
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Model in BDSIM

35

beam line view from IP1 towards FPF

Geometry composited using pyg4ometry
Comp. Physics Com. 272, March 2022, 108228.
https://doi.org/10.1016/j.cpc.2021.108228

Accelerator models developed 
for HL-LHC applied to studies 
for FASER & FPF 

https://bitbucket.org/jairhul/pyg4ometry/src/develop/
https://doi.org/10.1016/j.cpc.2021.108228
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Summary

36

• Near term priority: LHC Run III & construction, commissioning and exploitation of HL-LHC.

– UK accelerator community contributions through HL-LHC-UK Phase I & II projects.

• UK expertise active in build of electron-ion collider and PIP-II upgrade for LBNF/DUNE.

• Which hadron collider in the long term? Depends on IPPP; Innovation, Physics, Price & Politics:

– FCC-hh: driven by R&D timeline for Nb3Sn / HTS magnets (FCC-ee -> see Phil’s talk!)
– Other options: HE-LHC, LHeC, FCC-he, + SppC

• UK well placed to lead aspects of nuStorm/Muon Collider, building on historic efforts.

• Physics Beyond Colliders: a rich and growing programme with many non-collider PP 

experiments to exploit CERN’s accelerator infrastructure + new forward physics facility.

Thank you! 
14Laurie Nevay, IOP APP-HEPP 2023 5th April 2023

LHeC
• 50 GeV e- with LHC 7 TeV p

⁃ ~1.1 TeV c.o.m.

• Small addition to the CERN complex
• Use energy-recovery linac to achieve 

luminosity within power budget
⁃ allow larger e- beam size
⁃ after crossing e- beam gives up energy
⁃ new e- gain energy (efficiently!)

Parameter Value

E / beam 50 GeV (e-) / 7 TeV
(p)

Peak B 8 T

Particle e- p

Peak Lumi. 1 x 1034 cm-2s-1

Int. Lumi. Est. 50 fb-1 / year
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Back up

37
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The Collider Landscape

38
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Key technologies for future accelerators

8 | European Strategy for Particle Physics | 9

High-priority future 
initiatives

A. An electron-positron Higgs factory is the highest-priority next collider. For the 
longer term, the European particle physics community has the ambition to operate a 
proton-proton collider at the highest achievable energy. Accomplishing these compelling 
goals will require innovation and cutting-edge technology: 
 
• the particle physics community should ramp up its R&D effort focused 
on advanced accelerator technologies, in particular that for high-field 
superconducting magnets, including high-temperature superconductors;  
 
• Europe, together with its international partners, should investigate the technical 
and financial feasibility of a future hadron collider at CERN with a centre-of-mass 
energy of at least 100 TeV and with an electron-positron Higgs and electroweak 
factory as a possible first stage. Such a feasibility study of the colliders and 
related infrastructure should be established as a global endeavour and be 
completed on the timescale of the next Strategy update. 
 
The timely realisation of the electron-positron International Linear Collider (ILC) 
in Japan would be compatible with this strategy and, in that case, the European 
particle physics community would wish to collaborate.  

B. Innovative accelerator technology underpins the physics reach of high-energy 
and high-intensity colliders. It is also a powerful driver for many accelerator-based 
fields of science and industry. The technologies under consideration include high-field 
magnets, high-temperature superconductors, plasma wakefield acceleration and other 
high-gradient accelerating structures, bright muon beams, energy recovery linacs. 
The European particle physics community must intensify accelerator R&D and 
sustain it with adequate resources. A roadmap should prioritise the technology, 
taking into account synergies with international partners and other communities 
such as photon and neutron sources, fusion energy and industry. Deliverables for 
this decade should be defined in a timely fashion and coordinated among CERN 
and national laboratories and institutes. 

A. The quest for dark matter and the exploration of flavour and fundamental 
symmetries are crucial components of the search for new physics. This search can 
be done in many ways, for example through precision measurements of flavour 
physics and electric or magnetic dipole moments, and searches for axions, dark sector 
candidates and feebly interacting particles. There are many options to address such 
physics topics including energy-frontier colliders, accelerator and non-accelerator 
experiments. A diverse programme that is complementary to the energy frontier is an 
essential part of the European particle physics Strategy. Experiments in such diverse 
areas that offer potential high-impact particle physics programmes at laboratories 
in Europe should be supported, as well as participation in such experiments in 
other regions of the world. 

B. Theoretical physics is an essential driver of particle physics that opens new, 
daring lines of research, motivates experimental searches and provides the tools 
needed to fully exploit experimental results. It also plays an important role in capturing 
the imagination of the public and inspiring young researchers. The success of the 
field depends on dedicated theoretical work and intense collaboration between the 
theoretical and experimental communities. Europe should continue to vigorously 
support a broad programme of theoretical research covering the full spectrum 
of particle physics from abstract to phenomenological topics. The pursuit of 
new research directions should be encouraged and links with fields such as 
cosmology, astroparticle physics, and nuclear physics fostered. Both exploratory 
research and theoretical research with direct impact on experiments should be 
supported, including recognition for the activity of providing and developing 
computational tools. 

C.  The success of particle physics experiments relies on innovative 
instrumentation and state-of-the-art infrastructures. To prepare and realise future 
experimental research programmes, the community must maintain a strong focus 
on instrumentation. Detector R&D programmes and associated infrastructures 
should be supported at CERN, national institutes, laboratories and universities. 
Synergies between the needs of different scientific fields and industry should 
be identified and exploited to boost efficiency in the development process and 
increase opportunities for more technology transfer benefiting society at large. 
Collaborative platforms and consortia must be adequately supported to provide 
coherence in these R&D activities. The community should define a global 
detector R&D roadmap that should be used to support proposals at the European 
and national levels.

Other essential scientific 
activities for particle physics
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High-priority future 
initiatives

A. An electron-positron Higgs factory is the highest-priority next collider. For the 
longer term, the European particle physics community has the ambition to operate a 
proton-proton collider at the highest achievable energy. Accomplishing these compelling 
goals will require innovation and cutting-edge technology: 
 
• the particle physics community should ramp up its R&D effort focused 
on advanced accelerator technologies, in particular that for high-field 
superconducting magnets, including high-temperature superconductors;  
 
• Europe, together with its international partners, should investigate the technical 
and financial feasibility of a future hadron collider at CERN with a centre-of-mass 
energy of at least 100 TeV and with an electron-positron Higgs and electroweak 
factory as a possible first stage. Such a feasibility study of the colliders and 
related infrastructure should be established as a global endeavour and be 
completed on the timescale of the next Strategy update. 
 
The timely realisation of the electron-positron International Linear Collider (ILC) 
in Japan would be compatible with this strategy and, in that case, the European 
particle physics community would wish to collaborate.  

B. Innovative accelerator technology underpins the physics reach of high-energy 
and high-intensity colliders. It is also a powerful driver for many accelerator-based 
fields of science and industry. The technologies under consideration include high-field 
magnets, high-temperature superconductors, plasma wakefield acceleration and other 
high-gradient accelerating structures, bright muon beams, energy recovery linacs. 
The European particle physics community must intensify accelerator R&D and 
sustain it with adequate resources. A roadmap should prioritise the technology, 
taking into account synergies with international partners and other communities 
such as photon and neutron sources, fusion energy and industry. Deliverables for 
this decade should be defined in a timely fashion and coordinated among CERN 
and national laboratories and institutes. 

A. The quest for dark matter and the exploration of flavour and fundamental 
symmetries are crucial components of the search for new physics. This search can 
be done in many ways, for example through precision measurements of flavour 
physics and electric or magnetic dipole moments, and searches for axions, dark sector 
candidates and feebly interacting particles. There are many options to address such 
physics topics including energy-frontier colliders, accelerator and non-accelerator 
experiments. A diverse programme that is complementary to the energy frontier is an 
essential part of the European particle physics Strategy. Experiments in such diverse 
areas that offer potential high-impact particle physics programmes at laboratories 
in Europe should be supported, as well as participation in such experiments in 
other regions of the world. 

B. Theoretical physics is an essential driver of particle physics that opens new, 
daring lines of research, motivates experimental searches and provides the tools 
needed to fully exploit experimental results. It also plays an important role in capturing 
the imagination of the public and inspiring young researchers. The success of the 
field depends on dedicated theoretical work and intense collaboration between the 
theoretical and experimental communities. Europe should continue to vigorously 
support a broad programme of theoretical research covering the full spectrum 
of particle physics from abstract to phenomenological topics. The pursuit of 
new research directions should be encouraged and links with fields such as 
cosmology, astroparticle physics, and nuclear physics fostered. Both exploratory 
research and theoretical research with direct impact on experiments should be 
supported, including recognition for the activity of providing and developing 
computational tools. 

C.  The success of particle physics experiments relies on innovative 
instrumentation and state-of-the-art infrastructures. To prepare and realise future 
experimental research programmes, the community must maintain a strong focus 
on instrumentation. Detector R&D programmes and associated infrastructures 
should be supported at CERN, national institutes, laboratories and universities. 
Synergies between the needs of different scientific fields and industry should 
be identified and exploited to boost efficiency in the development process and 
increase opportunities for more technology transfer benefiting society at large. 
Collaborative platforms and consortia must be adequately supported to provide 
coherence in these R&D activities. The community should define a global 
detector R&D roadmap that should be used to support proposals at the European 
and national levels.

Other essential scientific 
activities for particle physics

• Five technologies pillars were identified in the 2020 EU strategy 
and by CERN Council / SPC / LDG.

• 9th July 2021: Symposium on the 
Accelerator R&D Roadmap for the 
HEP community
– https://indico.cern.ch/event/1053889/

• High-field magnets
• High-gradient plasma 
           / laser acceleration
• High-gradient RF structures
• Muon beams
• Energy-recovery linacs
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1. Further development of high-field superconducting magnet technology.

2. Advanced technologies for superconducting and normal-conducting radio frequency (RF) acceler-
ating structures.

3. Development and exploitation of laser/plasma acceleration techniques.

4. Studies and development towards future bright muon beams and muon colliders.

5. Advancement and exploitation of energy-recovery linear accelerator technology.

Expert panels were convened to examine each of these areas, with membership drawn primarily
from European accelerator institutes, but with international representation. The overall structure set up
to deliver the Roadmap is shown in Fig. 1.1. An important additional issue in accelerator physics is the
attraction, training and career management of researchers. The issues in this area are very similar to those
for detector-focussed particle physicists; both have been considered in common by Task Force Nine of
the ECFA Detector R&D Roadmap, and the findings are documented there.

High-Field
Magnets

Plasma / Laser
Acceleration RF Structures

Muon Beams Energy recovery
Linacs

Laboratory Directors Group

CERN Council

Scienti!c Policy
Committee

Accelerator
R&D Community
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Related !elds
and

facilities

CERN Council

Expert Panels

Fig. 1.1: Roadmap panel structure.

The five study areas are of course not fully independent, with technological cross-links between
the ‘fundamental’ areas of acceleration and magnets, and the more ‘applied’ areas of muon beams and
energy-recovery linacs (ERLs). Neither are all the areas at equal stages of maturity. In the magnets
and RF areas, the Roadmap constitutes the next phase of planning in an ongoing and mature R&D
programme. For laser / plasma and ERLs, it attempts to capture specific particle physics requirements
and plans within ongoing R&D programmes of wider applicability. For muons, it documents the first
phase of a new European study. It is clearly understood that these five topics are only a subset of the
necessary R&D to deliver all the required new technologies for future facilities. Moreover, investment
into long-term R&D must sit alongside the need to complete existing projects and to conduct studies
and detailed planning for nearer-term new machines. The balance must be carefully struck, taking into
account both the short- and long-term requirements of the field.

3

• UK contributing to all five technology 
pillars
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