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The qumode lattice - interacting field theory in (1+1)
Interacting Hamiltonian Density:

In contrast, in the Hamiltonian lattice approach, even when VI is introduced, one

retains the full first-quantized lattice, which ensures that propagating modes are always

built out of excitations of the actual vacuum of the theory as defined by the full potential V .

In fact, every oscillator on the lattice retains all its local quantum mechanical information

about how the potential V modifies the spectrum of states. In principle, it is even possible

for a Hamiltonian lattice to incorporate potentials that destabilize the vacuum locally and

allow non-perturbative tunnelling processes.

The great advantage of the Hamiltonian lattice approach is that in principle one can

naturally simulate the real-time evolution of a QFT via the Schrödinger time-evolution

operator,

U(t) = e
�iHt

, (2.23)

which propagates an initial state of the entire lattice | (t = 0)i to the state | (t)i =

U(t)| (0)i at time t. Simulating real-time evolution in this manner avoids the sign problem

which is ubiquitous in the path-integral formalism [1–3].

Unfortunately, directly computing the evolution is typically infeasible for large times

because the evolution operator U becomes exponentially large and is, in general, dense. Be-

cause of this, one typically instead approximates the time-evolution operator by employing

Trotter-Suzuki decomposition [33, 34], such that

U(t) =

"
Y

i

e
�iHi�t

#
t/�t

+ O
�
�t

2
�

, (2.24)

where the Hamiltonian has been decomposed into a sum of non-commuting parts, H =P
i
Hi. This approximates the time-evolution operator U(t) up to an error of O

�
�t

2
�
, and

thus is a good approximation for �t ⌧ 1. We will refer to this process as Trotterisation

and it is the method that we will utilise here.

One of the benefits of Trotterisation in the context of QFT is that the Hamiltonian itself

is not dense due to the locality of the Hamiltonian density. Thus, as we shall see, Trotterised

evolution can in principle be easily implemented in a quantum circuit of qumodes that have

the correct corresponding couplings. We will describe the relevant circuits in Sec. 3.

2.2.1 General qumode lattice structure, and classical simulation

However, to build towards the quantum qumode circuit, we now note that the Trotterised

evolution is su�ciently simple that it can also be simulated using a lattice of coupled

“classical qumodes” with the Trotterised evolution being executed numerically. We briefly

develop that formalism for the remainder of this section because it will inform the quantum

circuit required for the quantum lattice. In particular, it will make manifest the advantage

of the full quantum lattice.

To implement a “classical lattice of qumodes”, consider the Hamiltonian density of

scalar QFT in the continuum in its most general form with an arbitrary interaction, VI ,

such that

H (x, t) =
1

2

⇣
⇡(x, t)2 + (r'(x, t))2 + !

2
'(x, t)2

⌘
+ VI('(x, t)) . (2.25)

– 7 –

where the potential  is no longer quadratic𝒱IFollowing the same discretisation procedure outlined above for the free field theory, on a

lattice of N sites the total Hamiltonian for this system becomes,

H = a

X

n

"
1

2

 
p̂n(t)2 +

✓
q̂

n+1(t) � q̂n(t)

a

◆2

+ !
2
q̂n(t)2

!
+ VI (q̂n( t))

#
. (2.26)

Expanding the terms within the Hamiltonian, we find three kinds of contribution in the

total Hamiltonian:

Ha
�1 =

X

n


1

2

�
p̂n(t)2 + !

2
q̂n(t)2

�
+ VI(q̂n)

�
�

1

a2

X

n

q̂
n+1q̂n , (2.27)

where VI acts as an e↵ective potential

VI =
1

a2
q̂
2
n + VI(q̂n) . (2.28)

We will henceforth absorb the overall factor of a
�1 into our definition of �t, which can,

therefore, be thought of as rescaling the time in lattice units. The first term in H is simply

the sum of the Gaussian SHO piece of every qumode. This piece is diagonal but does not

commute with the others because it contains p̂n. The term VI is the remaining diagonal

contribution coming from the non-Gaussian interactions, as well as the diagonal quadratic

term from the gradients in the Hamiltonian density. Meanwhile, the “hopping-terms”

provide the same nearest-neighbour interactions that we met previously in the free-field

theory and are the only pieces that make the lattice non-trivial.

Thus, Eq. (2.27) highlights a remarkable simplicity inherent in the qumode formulation

of QFT. Regardless of the potential VI , the Hamiltonian always ultimately reduces to a

direct sum of these three terms, namely the SHO, an arbitrary potential VI , and finally

a ring of “hopping-term” interactions. Consequently, to simulate the real-time evolution

of a scalar QFT, the crux of the problem is to implement these three stages of quantum-

mechanical time-evolution within each Trotter step.

For practical purposes, it is extremely useful to consider the first two diagonal stages

of the Trotter step in isolation. This is because, as we have already seen, the kinetic terms

cancel exactly when the qumodes are degenerate on the lattice. Thus, coherent oscillation

of the interacting theory is trivial, in the sense that it is isomorphic to the oscillation of

a single qumode with interaction VI = VI . This provides a useful physical situation for

testing the interacting theory where the hopping terms are guaranteed to be inert.

Focussing on these diagonal parts of the Trotter evolution for the moment, they act

on a single qumode (with quadrature variables q̂ and p̂) as follows:

Udiag(�t) = UR(��t) UV (�t) , (2.29)

where

UR(��t) = exp

✓
�i

1

2
(p̂2 + !

2
q̂
2)�t

◆
(2.30)

contains the SHO contribution, which in the language of continuous-variable quantum

computing would be called a “rotation gate”, and where

UV (��t) = exp (�iVI(q̂)�t) (2.31)

– 8 –

Qumode lattice Hamiltonian:
Making the same discretisation as the free theory 
and expanding terms

where

Following the same discretisation procedure outlined above for the free field theory, on a

lattice of N sites the total Hamiltonian for this system becomes,

H = a

X

n

"
1

2

 
p̂n(t)2 +

✓
q̂

n+1(t) � q̂n(t)

a

◆2

+ !
2
q̂n(t)2

!
+ VI (q̂n( t))

#
. (2.26)

Expanding the terms within the Hamiltonian, we find three kinds of contribution in the

total Hamiltonian:

Ha
�1 =

X

n


1

2

�
p̂n(t)2 + !

2
q̂n(t)2

�
+ VI(q̂n)

�
�

1

a2

X

n

q̂
n+1q̂n , (2.27)

where VI acts as an e↵ective potential

VI =
1

a2
q̂
2
n + VI(q̂n) . (2.28)

We will henceforth absorb the overall factor of a
�1 into our definition of �t, which can,

therefore, be thought of as rescaling the time in lattice units. The first term in H is simply

the sum of the Gaussian SHO piece of every qumode. This piece is diagonal but does not

commute with the others because it contains p̂n. The term VI is the remaining diagonal

contribution coming from the non-Gaussian interactions, as well as the diagonal quadratic

term from the gradients in the Hamiltonian density. Meanwhile, the “hopping-terms”

provide the same nearest-neighbour interactions that we met previously in the free-field

theory and are the only pieces that make the lattice non-trivial.

Thus, Eq. (2.27) highlights a remarkable simplicity inherent in the qumode formulation

of QFT. Regardless of the potential VI , the Hamiltonian always ultimately reduces to a

direct sum of these three terms, namely the SHO, an arbitrary potential VI , and finally

a ring of “hopping-term” interactions. Consequently, to simulate the real-time evolution

of a scalar QFT, the crux of the problem is to implement these three stages of quantum-

mechanical time-evolution within each Trotter step.

For practical purposes, it is extremely useful to consider the first two diagonal stages

of the Trotter step in isolation. This is because, as we have already seen, the kinetic terms

cancel exactly when the qumodes are degenerate on the lattice. Thus, coherent oscillation

of the interacting theory is trivial, in the sense that it is isomorphic to the oscillation of

a single qumode with interaction VI = VI . This provides a useful physical situation for

testing the interacting theory where the hopping terms are guaranteed to be inert.

Focussing on these diagonal parts of the Trotter evolution for the moment, they act

on a single qumode (with quadrature variables q̂ and p̂) as follows:

Udiag(�t) = UR(��t) UV (�t) , (2.29)

where

UR(��t) = exp

✓
�i

1

2
(p̂2 + !

2
q̂
2)�t

◆
(2.30)

contains the SHO contribution, which in the language of continuous-variable quantum

computing would be called a “rotation gate”, and where

UV (��t) = exp (�iVI(q̂)�t) (2.31)

– 8 –

Regardless of the potential, the formulation 
reduces to a sum of three terms:

1) The SHO Hamiltonian

2) An arbitrary potential  acting locally 
on each site

VI

3) A simple hopping term which connects 
nearest neighbour sites

Simulating these three steps will approximate the 
real-time evolution of the scalar QFT
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Quantum Computing - With a little help from my photons 
Photonic Quantum Devices
Quantum Computation via 
quantum optics

Gaussian operations:
Maps Gaussian states to Gaussian states - at most 
quadratic in quadrature variables  and ̂q ̂p

D(α) = exp [−i 2 (ℜ(α) ̂p − ℑ(α) ̂x)]

Universal computing:

S(z) = exp [ 1
2 (z*a2 − za†2)]

It is impossible to achieve universal computation 
with only Gaussian operations - “no-go” theorem

Non-Gaussian operations:

Maps Gaussian states to non-Gaussian states - 
greater than quadratic in quadrature variables  
and 

̂q
̂p

Optical non-linearities are too weak 
to introduce required non-
Gaussianity
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Real-time Simulation on CVQCs - single qumode evolution
The time-evolution of a single qumode is 
performed via the diagonal part of  H

Following the same discretisation procedure outlined above for the free field theory, on a

lattice of N sites the total Hamiltonian for this system becomes,

H = a

X

n

"
1

2

 
p̂n(t)2 +

✓
q̂

n+1(t) � q̂n(t)

a

◆2

+ !
2
q̂n(t)2

!
+ VI (q̂n( t))

#
. (2.26)

Expanding the terms within the Hamiltonian, we find three kinds of contribution in the

total Hamiltonian:

Ha
�1 =

X

n


1

2

�
p̂n(t)2 + !

2
q̂n(t)2

�
+ VI(q̂n)

�
�

1

a2

X

n

q̂
n+1q̂n , (2.27)

where VI acts as an e↵ective potential

VI =
1

a2
q̂
2
n + VI(q̂n) . (2.28)

We will henceforth absorb the overall factor of a
�1 into our definition of �t, which can,

therefore, be thought of as rescaling the time in lattice units. The first term in H is simply

the sum of the Gaussian SHO piece of every qumode. This piece is diagonal but does not

commute with the others because it contains p̂n. The term VI is the remaining diagonal

contribution coming from the non-Gaussian interactions, as well as the diagonal quadratic

term from the gradients in the Hamiltonian density. Meanwhile, the “hopping-terms”

provide the same nearest-neighbour interactions that we met previously in the free-field

theory and are the only pieces that make the lattice non-trivial.

Thus, Eq. (2.27) highlights a remarkable simplicity inherent in the qumode formulation

of QFT. Regardless of the potential VI , the Hamiltonian always ultimately reduces to a

direct sum of these three terms, namely the SHO, an arbitrary potential VI , and finally

a ring of “hopping-term” interactions. Consequently, to simulate the real-time evolution

of a scalar QFT, the crux of the problem is to implement these three stages of quantum-

mechanical time-evolution within each Trotter step.

For practical purposes, it is extremely useful to consider the first two diagonal stages

of the Trotter step in isolation. This is because, as we have already seen, the kinetic terms

cancel exactly when the qumodes are degenerate on the lattice. Thus, coherent oscillation

of the interacting theory is trivial, in the sense that it is isomorphic to the oscillation of

a single qumode with interaction VI = VI . This provides a useful physical situation for

testing the interacting theory where the hopping terms are guaranteed to be inert.

Focussing on these diagonal parts of the Trotter evolution for the moment, they act

on a single qumode (with quadrature variables q̂ and p̂) as follows:

Udiag(�t) = UR(��t) UV (�t) , (2.29)

where

UR(��t) = exp

✓
�i

1

2
(p̂2 + !

2
q̂
2)�t

◆
(2.30)

contains the SHO contribution, which in the language of continuous-variable quantum

computing would be called a “rotation gate”, and where

UV (��t) = exp (�iVI(q̂)�t) (2.31)

– 8 –

On a CVQC device this is performed by the 
“evolver-gadget”

The SHO contribution to the 
Hamiltonian corresponds directly to an  
gate on the CVQC, however one must 
construct a non-Gaussian gate 
operation to implement 

R
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Real-time Simulation on CVQCs
The extension to a full QFT simulation is simply 
achieved by performing nearest neighbour 
hopping terms:

�3 �2 �1 0 1 2 3 4 5
q

�0.4

�0.2

0.0

0.2

0.4

0.6

0.8

1.0

|�
(q

)|
2

t = 100

t = 200

t = 300

t = 400

Figure 1: Trotterised evolution of a single qumode under the potential in Eq. (2.38) (solid

lines) versus the wave-function evolved using Qibo [35] (dotted). The Trotter time-step is

�t = 0.01. Thus, the evolution represents (1 � 4) ⇥ 104 Trotter steps, respectively, for the

four plots.

Finally, we come to the non-diagonal contribution to the QFT evolution which arises

from the hopping term; namely we are required to also consider the Hubbard-like evolution

operator

Uhop =
NY

n=1

e
ia

�2
q̂ n+1 q̂n �t (2.39)

acting on the lattice.

In the classical simulation, incorporating this operator is non-trivial and requires some

care about the kinds of approximations we are making, because the operator will entangle

the qumodes, and this entanglement will itself propagate through the lattice. We should

stress at this point that this di�culty is entirely a consequence of the classical evolution

that we are using to simulate the lattice, and as we shall see, it is at this point that the

real quantum lattice will show its great advantage.

To see how to proceed in the classical simulation, let us consider the starting state

of the lattice a bit more carefully, in particular the nature of the vacuum in QFT. As we

already mentioned, it is convenient to assume that the wavefunctions of the qumodes are

not initially entangled, so that they can be written as a product of wavefunctions over the

qumodes. If the initial state is a perturbation of the vacuum in which every qumode is in

its SHO groundstate, then in the quadrature basis the vacuum is

hq|0i =
NY

n=1

hqn|0!i , (2.40)

– 10 –

The form of the hopping term corresponds directly 
to a  gate on the CVQC deviceCz

Combined, the quantum qumode lattice can simulate 
the real-time dynamics without the need of 
entanglement truncation or field 
digitisation
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Scattering in  - initial state preparation φ4

To validate the method, we consider scattering in  with the 
potential:

φ4

Combined with our evolver gadget, the real-time evolution of scalar QFT through a single

Trotter step can be implemented directly on a photonic device. A full schematic of the

quantum circuit is shown in Fig. 3.

4 Real-time evolution of (1+1)-dimensional �'4 theory

To test the qumode formulation of scalar quantum field theory (QFT) outlined in Sec. 3,

we consider the real-time evolution of field theory in (1+1)-dimensions with interaction

potential

VI(') = �'
4

. (4.1)

where � is the coupling. Following the prescription outlined above, the lattice Hamiltonian

has a corresponding e↵ective potential,

H1 =
1

a2
q̂
2
n +

�

4!
q̂
4
n , (4.2)

In most of this section we shall be emulating the quantum device using the framework

outlined in Sec. 2, in which we work with a lattice of classical qumodes. As we shall see

this allows for the e�cient simulation of hundreds of qumodes. We will then discuss how

the same study would be implemented on a full quantum lattice.

4.1 The two-point function

An important building block for QFTs is the propagator, which encapsulates how particles

propagate through spacetime, e↵ectively describing the evolution of quantum states from

one point in spacetime to another. Therefore, as a simple initial test of our Hamiltonian

qumode lattice formulation, we begin by simulating the time evolution of the free field in

order to reproduce the propagator.

We set � = 0, and as we are performing real-time evolution wish to compare our results

with the retarded propagator for the scalar theory whose familiar form in momentum space

is (in the i✏ prescription)

eDR =
i

p2 � m2 + i✏p0
, (4.3)

where m
2 = !

2 in the free case. It is a standard but nontrivial exercise to Fourier transform

the propagator to position space. In (1+1)-dimensions this yields the closed-form solution

in terms of ⌧
2 = (t � t

0)2 � (x � x
0)2:

DR(t � t
0
, x � x

0) =
1

2
⇥(t � t

0) ⇥(⌧2)J0(m⌧) , (4.4)

where J0 is the Bessel function of order zero, and ⇥ is the Heaviside function. Fig. 4a,

shows the function DR(t � t
0
, x � x

0).

In order to probe the two point function we can examine the response of the qumode

lattice to a perturbation of the field � at (x = 0, t = 0) with a delta function. That is we

impose an initial condition on the field and its time derivative at t = 0:

�(x, 0) = �(x), @t�(x, 0) = 0. (4.5)
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Such that the effective lattice potential is:
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Figure 6: Scattering wavepackets simulated on the lattice. The left panel shows the initial

state Gaussian wavepackets, the middle shows the wavepackets as they collide and the right

panel shows the post-collision wave packets.

the lattice spacing a. However, away from the light-cone in the deep time-like region the

evolution on the lattice shows good agreement with the analytic result. Overall, Figs. 4

and 5 demonstrate the CVQC framework’s ability to e�ciently capture physical e↵ects

with a very simple implementation. Having calculated the propagator, let us now turn to

scattering wave packets on the lattice.

4.2 Initial state preparation on the classical qumode lattice

To perform scattering experiments, it is essential to prepare well-defined initial states. As

discussed in Sec. 2, preparing specific field configurations of the QFT is non-trivial, and has

been shown to be a QMA-complete problem for local Hamiltonians [40]. To validate our

framework, we wish to simulate a scattering process classically using the method outlined

in Sec. 2, constructing two wavepackets and simulating the real-time evolution under the

scalar QFT Hamiltonian from Eq. (2.27). As per Eq. (2.48) and the discussion in Sec. 2,

these will be constructed from momentum excitations of the vacuum by modes that are

non-relativistic in order to obtain a good approximation of the QFT whilst remaining in

the qumode basis. Thus, we may build a Gaussian wavepacket centred at position x̄ with

momentum k̄ and with a spread in the momentum of � [41]. We will maintain a non-

relativistic approximation by imposing both k̄ ⌧ ! and � ⌧ !. Therefore, utilising the

direct identification of field operator with quadrature variable given in Eq. (2.19), we may

take

| ni =

 
A

0 +
N�1X

↵=0

1p
N↵

exp

✓
�

(k↵ � k̄)2

2�2

◆
exp (ik↵(xn � x̄)) â

†
n

!
|0i , (4.7)

where k↵ is defined in Eq. (2.16), and xn = an, and where N↵ is the normalisation factor

for the field components, while the amplitude of the zeroth Fock mode of the qumodes, A
0,
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We restrict to non-relativistic approximation by imposing  and k̄ ≪ ω σ ≪ ω

We normalise the wavepackets by 
adjusting the zeroth Fock amplitude:

is adjusted to normalise them:

N↵ = 2!↵N

|A
0
|
2 = 1 �

N�1X

↵=0

1
p

N↵

e
� 4⇡2↵2

L2�2 . (4.8)

In the classical simulation we can of course simply initiate the lattice with the Fock am-

plitudes of each qumode set to have the requisite amplitudes. This is also possible by

using the ‘Fock backend’ within available simulators such as Strawberryfields [32, 42].

Figure 6 shows an illustrative example of such wavepackets prepared in the qumode basis,

and shows how they evolve over time, where here and henceforth we set a = 1

4.3 Scattering in (1+1)-dimensional '
4
theory

We present the results from '
4 theory scattering experiments in (1+1)-dimensions, focusing

on the interaction dynamics of field configurations and energy densities. Using the classical

emulation of a CVQC device outlined in Sec. 2, we simulate the real-time evolution of

wavepackets under various parameters, including di↵erent mass and coupling strengths.

The system we will consider comprises 500 qumodes, corresponding to a lattice of 500

sites. The quadrature variable for each qumode has been discretised as in Eq. (2.32),

where a discretisation of M = 200 has been chosen.

To carry out the scattering simulations, we initialise the system with two Gaussian

wavepackets of the form shown in Eq. (4.7) centred around positions x = 150 and x = 350,

with a spread of � = 0.09. Each wavepacket is initialised with an initial momentum

of k↵ = 0.3 to respect the non-relativistic requirement of the classical emulation, thus

retaining a good approximation of the QFT. The Trotterised real-time evolution has been

simulated for a total simulation time of T = 350 in lattice units with a time step of

�t = 0.01. The method is shown in Fig. 1 to be resilient to Trotter error up to equivalent

times for the evolution of a single qumode. Therefore, we expect the full QFT simulation

to be similarly resilient, with Trotter errors remaining small up to time T .

We performed two sets of simulations to test the framework. The first reveals the

e↵ects of changing the mass of the particles in the scattering process. Figure 7 shows how

the dynamics of the process change for di↵erent masses, ! = 0.6, 0.8 and 1.0, with a fixed

coupling of � = 0.2, close to the free theory. The top row in the figure shows the field

value and the bottom row shows the energy density of the system. One can observe that

increasing the mass slows the propagation of the wavepackets and shifts the interaction

vertex in time, delaying the interaction. Furthermore, we see that the wavepackets become

more localised as the mass increases, and the oscillations reduced in the field value.

The second scattering experiment examines the e↵ect of increasing the coupling. For

this scenario, we fix mass to ! = 0.6 and increase the coupling for values of � = 0.0, 0.4

and 0.8. From the results shown in Fig. 8, we see that the interaction vertex is once again

shifted in time, with larger couplings slowing the interaction. This is consistent with what

one expects from a repulsive theory such as �'
4 with � > 0. Furthermore, the simulations

indicate that larger � values lead to significant non-linearities in the field dynamics. These
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We simulate scattering in 
 theory, initialising the 

wavepackets with , 
 and a Trotter time 

step of 

φ4

σ = 0.09
kα = 0.3

δt = 0.01

The lattice is constructed 
from 500 qumodes each 
of which is discretised with 

 M = 200

The coupling is fixed at 
 and the masses are 

varied
λ = 0.2
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We simulate scattering in 
 theory, initialising the 

wavepackets with , 
 and a Trotter time 

step of 

φ4

σ = 0.09
kα = 0.3

δt = 0.01

The lattice is constructed 
from 500 qumodes each 
of which is discretised with 

 M = 200

The mass is fixed at 
 and the couplings 

are varied
ω = 0.6
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False Vacuum Decay in (1+1)-Dimensional Scalar QFT

It is possible to consider potentials that destabilise 
the vacuum locally and allow non-
perturbative tunnelling processes

Subcritical bubbles: Pöschl-Teller
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Figure 8: The SHO groundstate versus the “false
vacuum ground state” for the double tanhω4 well
potential of Eq. (24), with ε = 12.

Figure 9: The double Pöschl-Teller potential of
Eq. (26) with ωtv = →ωfv = 2, ϑ = 1, ϖ = 2 and ϱ = 0.5.

Moreover, they are of interest in the present context
because the field theories that they will give rise to are
also non-renormalisable. Therefore, we will also consider
the potential

V (ω) =
ϑ2ϖ(ϖ + 1)

2
tanh2(ϑ(ω→ ωfv)) (26)

+

(
ϑ2ϖ(ϖ + 1)

2
+ ϱ

)
sech2(ϑ(ω→ ωtv)) .

For analytical purposes, this potential, which is
essentially a double PT potential-well, can be very
well approximated using the analytic methods that are
applicable to the single PT potential because the two
separate minima can be exponentially well separated.

Consider starting the qumode sitting in the ground
state of the single PT potential,

VPT(ω) =
ϑ2ϖ(ϖ + 1)

2
tanh2(ϑ(ω→ ωfv)) . (27)

The energy eigenstates can be solved exactly by the
method of ladder-operators, with the normalised ground

state wavefunction being given by

ς(0)
n

(qn) = ↑qn|0↓→ = N0 sechω(ϑ(qn → ωfv)) (28)

with energy given by

E
→
0 =

ϑ2

2
ϖ , (29)

and with normalisation constant

N0 =

√
ϑ
↔
φ

!
(
ϖ + 1

2

)

!(ϖ)
. (30)

The entire tower of states can be written more generally
in terms of associated Legendre polynomials of the form

ς(ε)
n

(qn) = ↑qn|↼↓ = N
ω→ε

ω
P ω→ε

ω
(tanh(ϑ(qn → ωfv))) ,

(31)

where N
m

ϑ
=

√
mϑ (ϑ→m)!

(ϑ+m)! , with ↼ = 0 . . . ϖ → 1, and
energy

E
→
ε

=
ϑ2

2

(
ϖ(ϖ + 1)→ (ϖ → ↼)2

)
. (32)

Note that in the limit ϑ ↗ 0 the vacuum energy
becomes the simple harmonic oscillator (SHO) vacuum
energy of 1/2 (which is one way to show that
limϖ↑0

[
sech1/ϖ

2

(ϑqn)
]
↘ e→q

2
n/2).

The same method can be applied to wavefunctions
localised around the single PT well that approximates
the true minimum at qn ≃ ωtv with its prefactor(

ϖ
2
ω(ω+1)
2 + ϱ

)
. There is an interesting choice of ϱ for

this potential, namely ϱ = ϑ2(ϖ + 1). For this choice the
prefactor becomes ϖ

2(ω+1)(ω+2)
2 , and the energies in the

PT well around the true minimum become

E
+
ε

=
ϑ2

2

(
(ϖ + 1)(ϖ + 2)→ (ϖ + 1→ ↼)2

)
→ ϱ

=
ϑ2

2

(
ϖ(ϖ + 1)→ (ϖ + 1→ ↼)2

)
. (33)

We thus find that E
→
0 = E

+
1 for this choice of ϱ, so that

the metastable ground state around the minimum at qn =
ωfv has the same energy as the first excited state around
the true minimum at qn = ωtv. In such a situation, the
ground state of the PT well at ω = ωfv is actually a
superposition of just the two true energy eigenstates of
the whole system that have nearly degenerate energies.
If we denote the towers of states in each potential well as
|↼↓±, then we can identify these first two excited energy
eigenstates (up to irrelevant phases) as

|E1↓ = cos ↽|0↓→ + sin ↽|1↓+
|E

↓
1↓ = → sin ↽|0↓→ + cos ↽|1↓+ , (34)

where E
↓
1 ↭ E1 ≃ E

→
0 = E

+
1 , for some angle ↽. (As the

potential is not symmetric we cannot use parity to fix

with , ,  and φtv = − φfv = 2 α = 1 γ = 3/2 ε = 0.25
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It is possible to consider potentials that destabilise 
the vacuum locally and allow non-
perturbative tunnelling processes
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Figure 8: The SHO groundstate versus the “false
vacuum ground state” for the double tanhω4 well
potential of Eq. (24), with ε = 12.

Figure 9: The double Pöschl-Teller potential of
Eq. (26) with ωtv = →ωfv = 2, ϑ = 1, ϖ = 2 and ϱ = 0.5.
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Figure 6: As in Fig. 3 but for a ‘stuck’ single qumode
with ω = 4.

Figure 7: The double tanhεω potential of Eq. (24)
with εtv = →εfv = 2, ϑ = 4 and ϖ = 0.2. Potentials such
as this one with ϑ > 2 give rise to “massless” QFTs.

C. Non-renormalisable theories: the double

tanh(ωω) well potential

It is interesting to consider alternatives to the quartic
theories of Eq. (3). Potentials with flat barriers are of
interest because they can lead to homogeneous decay
processes that are not described by the usual Callan-
Coleman instanton (see for example [66] for a review

and references thereof). Such theories can, for example,
undergo tunnelling through the Fubini instanton (in four
dimensions), or can tunnel preferentially via thermal or
stochastic processes. They can also give rise to long lived
oscillations known as “oscillons” ([67, 68] – see Ref. [69]
for a recent review of the phenomenon).

A nice example of this is the following potential:

V (ε) =
ω

ϑ!
tanh(µ→ω(ε→ εfv)

ω) (24)

+

(
ω

ϑ!
+ ϖ

)(
tanh(µ→ω(ε→ εtv)

ω)→ 1
)
,

which we show in Fig. 7 for ϑ = 4, µ = 1 and ω = 12.
(Note that we add the µ coe!cients for dimensions.)

These potentials would rise to non-renormalisable
QFTs in four space-time dimensions, that is, QFTs that
have terms of order higher than ε4 in their potentials.
(Ultimately we have four dimensional space-time in mind
despite the fact that for the current study we will limit
our discussion to (1+1)-dimensional QFTs). Indeed
expanding the hyperbolic functions, we see that the
potential around the false minimum is approximated by

V (ε) =
ω

ϑ!
(ε→ εfv)

ω
→

ω

3ϑ!
(ε→ εfv)

3ω + . . . (25)

We thus see another interesting aspect of such potentials
which is that they encompass massless theories, that is,
theories that have no ε2 term in the potential. For
example, the renormalisable terms in the ϑ = 4 example
define a pure ωε4 theory which is corrected by non-
renormalisable terms only at very high order, ε12. One
expects such “flat potential” theories to behave quite
di"erently from generic massive scalar theories.

The correct “false vacuum ground state” can be
determined adiabatically as described above, regardless
of the fact that the theory is massless. Indeed applying
a lift potential Vlift(q̂n) in such theories is much simpler
because one can choose a Vlift which simply removes the
second term (which corresponds to the global minimum)
from V . We show an example in Fig. 8 for the ϑ = 4
theory. In this massless case, there is obviously no
preferred mass for the initial SHO potential, and one can
simply choose its value so that the initial SHO ground
state energy is comparable to that of the final ground
state energy to minimise the constraint in Eq. (21).

D. Solvable non-renormalizable qumodes: the

Pöschl-Teller potential

It is also interesting to consider theories based on the
Pöschl-Teller (PT) potential, shown in Fig. 9. These
theories are outliers in quantum mechanics because
they display unusual phenomena (see [70] for a review),
and they are solvable. This means that in classical
simulations one can initialise the qumodes analytically,
avoiding the need for any kind of adiabatic initialisation
process described above for the quartic potentials.

with , ,  and φtv = − φfv = 2 λ = 1 l = 2 ε = 0.1

13

(a) Subcritical bubble (b) Supercritical bubble

Figure 12: In 13a we show a collapsing subcritical bubble in the Pöschl-Teller potential of Eq. (26) with
ωtv = →ωfv = 2, ε = 1, ϑ = 3/2 and ϖ = 0.25. Fig. 13b shows an expanding bubble in the potential of Eq. (24) with
ωtv = →ωfv = 2, ϱ = 1, and ϖ = 0.1, which shows the bubble walls following a hyperbolic trajectory that reaches a
terminal speed of 0.72. Note that we do not impose periodic boundary conditions, and the bubble walls “bounce” o!
the sides of the lattice elastically.

friction on the walls. Here, however, we see that such
emission (together with momentum conservation) is a
necessary component of bubble collapse. This is because
in one space-dimension there is no surface tension acting
to collapse the bubble. In other words in one space-
dimension the energy contained within the bubble walls
is independent of the size of the bubble. The second
interesting aspect of Fig. 13a is related. It is the fact that
the final moments of collapse, in which the whole bubble
“flops” back to the false vacuum, would correspond to
super-luminal wall velocity. This in turn implies that
the entanglement on the qumode lattice must spread over
distances of at least the radius of the collapsing bubble at
that instant in time, in order for the collapse to happen.

Figure 13b shows the expansion of a bubble in the
potential from Eq. (24) with ωtv = →ωfv = 2, ϱ = 1
and ϖ = 0.1. In contrast with Fig. 13a, this bubble is
supercritical and we observe the phenomena outlined in
Sec. III A. As the bubble’s radius is greater than the
critical bubble radius, the walls expand. The bubble
expansion is entirely driven by internal pressure caused
by the energy gain from increasing the volume of the
true vacuum. This acceleration is relatively local, and
long-range entanglement plays very little roll in the
behaviour. As a result, the walls accelerate along
hyperbolic trajectories which asymptote to a constant
terminal velocity. However the terminal velocity is
subluminal (vterm ↑ 0.72), due to the friction mentioned
above.

Note that we do not impose periodic boundary
conditions and this results in the bubble wall colliding
elastically with the sides of the lattice. We can in
principle use this phenomenon to measure the mass of the
bubble walls. We observe that after the bounce the walls

are projected a distance of dbounce ↑ 20 into the bulk of
the lattice before being repelled back by the pressure, ϖ.
(This relatively short distance also tells us that friction
has indeed resulted in a terminal subluminal speed.) We
may make an rough estimate for the mass of the wall
by neglecting the e!ect of friction after the bounce and
taking a non-relativistic approximation. Equating the
initial kinetic energy with the maximum potential energy
due to the pressure gives

mwall ↑
2ϖdbounce
v2term

↑ 7.7 . (56)

Performing the integral in Eq. (54) numerically we find
that the actual wall mass should be mwall = S1 ↑ 2.74
for this set of parameters, so this estimate is in the right
ball-park. It could potentially be improved by taking into
account friction.

2. Phase transitions

Now let us turn to phase transitions in the system
as a whole. In Fig. 13 we show two examples of
phase transitions that were produced with the lattice
initialised in the random sampling approximation to the
QFT false vacuum that was discussed in Sec. II F. The
potential used for these examples is the tanh qω function
of Eq. (24) with ς = 2. The true minimum for these
examples was chosen to be at ωtv = 0.5 in order to
allow for relatively rapid transitions. The figures show
the production of bubbles which coalesce to complete
the phase transition. The first example with ϖ = 0.5
is very rapid because the instanton is very small (with
rc ↑ 2). The second example has ϖ = 0.4 and the

Bubble wall mass:

where  and .  Same order of 
magnitude of analytical calculations : 

d ≈ 20 v2 ≈ 0.72
m ≈ 2.74
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Critical bubbles:

7

Figure 6: As in Fig. 3 but for a ‘stuck’ single qumode
with ω = 4.

Figure 7: The double tanhεω potential of Eq. (24)
with εtv = →εfv = 2, ϑ = 4 and ϖ = 0.2. Potentials such
as this one with ϑ > 2 give rise to “massless” QFTs.

C. Non-renormalisable theories: the double

tanh(ωω) well potential

It is interesting to consider alternatives to the quartic
theories of Eq. (3). Potentials with flat barriers are of
interest because they can lead to homogeneous decay
processes that are not described by the usual Callan-
Coleman instanton (see for example [66] for a review

and references thereof). Such theories can, for example,
undergo tunnelling through the Fubini instanton (in four
dimensions), or can tunnel preferentially via thermal or
stochastic processes. They can also give rise to long lived
oscillations known as “oscillons” ([67, 68] – see Ref. [69]
for a recent review of the phenomenon).

A nice example of this is the following potential:

V (ε) =
ω

ϑ!
tanh(µ→ω(ε→ εfv)

ω) (24)

+

(
ω

ϑ!
+ ϖ

)(
tanh(µ→ω(ε→ εtv)

ω)→ 1
)
,

which we show in Fig. 7 for ϑ = 4, µ = 1 and ω = 12.
(Note that we add the µ coe!cients for dimensions.)

These potentials would rise to non-renormalisable
QFTs in four space-time dimensions, that is, QFTs that
have terms of order higher than ε4 in their potentials.
(Ultimately we have four dimensional space-time in mind
despite the fact that for the current study we will limit
our discussion to (1+1)-dimensional QFTs). Indeed
expanding the hyperbolic functions, we see that the
potential around the false minimum is approximated by

V (ε) =
ω

ϑ!
(ε→ εfv)

ω
→

ω

3ϑ!
(ε→ εfv)

3ω + . . . (25)

We thus see another interesting aspect of such potentials
which is that they encompass massless theories, that is,
theories that have no ε2 term in the potential. For
example, the renormalisable terms in the ϑ = 4 example
define a pure ωε4 theory which is corrected by non-
renormalisable terms only at very high order, ε12. One
expects such “flat potential” theories to behave quite
di"erently from generic massive scalar theories.

The correct “false vacuum ground state” can be
determined adiabatically as described above, regardless
of the fact that the theory is massless. Indeed applying
a lift potential Vlift(q̂n) in such theories is much simpler
because one can choose a Vlift which simply removes the
second term (which corresponds to the global minimum)
from V . We show an example in Fig. 8 for the ϑ = 4
theory. In this massless case, there is obviously no
preferred mass for the initial SHO potential, and one can
simply choose its value so that the initial SHO ground
state energy is comparable to that of the final ground
state energy to minimise the constraint in Eq. (21).

D. Solvable non-renormalizable qumodes: the

Pöschl-Teller potential

It is also interesting to consider theories based on the
Pöschl-Teller (PT) potential, shown in Fig. 9. These
theories are outliers in quantum mechanics because
they display unusual phenomena (see [70] for a review),
and they are solvable. This means that in classical
simulations one can initialise the qumodes analytically,
avoiding the need for any kind of adiabatic initialisation
process described above for the quartic potentials.
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friction on the walls. Here, however, we see that such
emission (together with momentum conservation) is a
necessary component of bubble collapse. This is because
in one space-dimension there is no surface tension acting
to collapse the bubble. In other words in one space-
dimension the energy contained within the bubble walls
is independent of the size of the bubble. The second
interesting aspect of Fig. 13a is related. It is the fact that
the final moments of collapse, in which the whole bubble
“flops” back to the false vacuum, would correspond to
super-luminal wall velocity. This in turn implies that
the entanglement on the qumode lattice must spread over
distances of at least the radius of the collapsing bubble at
that instant in time, in order for the collapse to happen.

Figure 13b shows the expansion of a bubble in the
potential from Eq. (24) with ωtv = →ωfv = 2, ϱ = 1
and ϖ = 0.1. In contrast with Fig. 13a, this bubble is
supercritical and we observe the phenomena outlined in
Sec. III A. As the bubble’s radius is greater than the
critical bubble radius, the walls expand. The bubble
expansion is entirely driven by internal pressure caused
by the energy gain from increasing the volume of the
true vacuum. This acceleration is relatively local, and
long-range entanglement plays very little roll in the
behaviour. As a result, the walls accelerate along
hyperbolic trajectories which asymptote to a constant
terminal velocity. However the terminal velocity is
subluminal (vterm ↑ 0.72), due to the friction mentioned
above.

Note that we do not impose periodic boundary
conditions and this results in the bubble wall colliding
elastically with the sides of the lattice. We can in
principle use this phenomenon to measure the mass of the
bubble walls. We observe that after the bounce the walls

are projected a distance of dbounce ↑ 20 into the bulk of
the lattice before being repelled back by the pressure, ϖ.
(This relatively short distance also tells us that friction
has indeed resulted in a terminal subluminal speed.) We
may make an rough estimate for the mass of the wall
by neglecting the e!ect of friction after the bounce and
taking a non-relativistic approximation. Equating the
initial kinetic energy with the maximum potential energy
due to the pressure gives

mwall ↑
2ϖdbounce
v2term

↑ 7.7 . (56)

Performing the integral in Eq. (54) numerically we find
that the actual wall mass should be mwall = S1 ↑ 2.74
for this set of parameters, so this estimate is in the right
ball-park. It could potentially be improved by taking into
account friction.

2. Phase transitions

Now let us turn to phase transitions in the system
as a whole. In Fig. 13 we show two examples of
phase transitions that were produced with the lattice
initialised in the random sampling approximation to the
QFT false vacuum that was discussed in Sec. II F. The
potential used for these examples is the tanh qω function
of Eq. (24) with ς = 2. The true minimum for these
examples was chosen to be at ωtv = 0.5 in order to
allow for relatively rapid transitions. The figures show
the production of bubbles which coalesce to complete
the phase transition. The first example with ϖ = 0.5
is very rapid because the instanton is very small (with
rc ↑ 2). The second example has ϖ = 0.4 and the

Bubble wall mass:

where  and .  Same order of 
magnitude of analytical calculations : 

d ≈ 20 v2 ≈ 0.72
m ≈ 2.74
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Phase transitions in (1+1)D
We now consider phase transitions in the system as 
a whole using the  potential with , 
approximating the QFT background with a 
sampling method

tanh φl φtv = 0.5

The upper plot is produced with  leading to a 
critical bubble radius of 

ε = 0.4
rc ≈ 5

The lower plot is produced with  leading to a 
critical bubble radius of , considerably speeding 
up the phase transition

ε = 0.5
rc ≈ 2

Individual bubbles coalesce to complete the 
whole phase transition in the system. 
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The qumode lattice does not require the field value to be 
digitised at each lattice site and thus reduced the quantum 
resources required to simulate QFTs on quantum hardware

The method has been validated by capturing the underlying physics 
of scattering configurations and false vacuum decay in 
(1+1)-dimensional scalar field theories

Advancements in photonic hardware will be pivotal in unlocking the 
potential of this approach, enabling the study of increasingly 
complex and computationally demanding quantum 
systems

The qumode lattice can be efficiently simulated using the 
qumode tensor network framework, allowing for large 
scale simulations of (1+1)-dimensional QFTs. 


