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2.2.1.1 Gluon fusion

In this section we document cross section predictions for a standard model Higgs boson produced through
gluon fusion in 27 TeV pp collisions. To derive predictions we include contributions based on pertur-
bative computations of scattering cross sections as studied in Ref. [47]. We include perturbative QCD
corrections through next-to-next-to-next-to-leading order (N3LO), electroweak (EW) and approximated
mixed QCD-electroweak corrections as well as effects of finite quark masses. The only modification
with respect to YR4 [45] is that we now include the exact N3LO heavy top effective theory cross section
of Ref. [48] instead of its previous approximation. The result of this modification is only a small change
in the central values and uncertainties. To derive theoretical uncertainties we follow the prescriptions
outlined in Ref. [47]. We use the following inputs:

ECM 27 TeV
mt(mt) 162.7 GeV
mb(mb) 4.18 GeV

mc(3 GeV) 0.986 GeV
↵S(mZ) 0.118

PDF PDF4LHC15_nnlo_100 [49]

(5)

All quark masses are treated in the MS scheme. To derive numerical predictions we use the program
iHixs [50].

Sources of uncertainty for the inclusive Higgs boson production cross section have been assessed
recently in refs. [47, 51, 52, 45]. Several sources of theoretical uncertainties were identified.
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Fig. 1: The figure shows the linear sum of the different sources of relative uncertainties as a function
of the collider energy. Each coloured band represents the size of one particular source of uncertainty as
described in the text. The component �(PDF+↵S) corresponds to the uncertainties due to our imprecise
knowledge of the strong coupling constant and of parton distribution functions combined in quadrature.

– Missing higher-order effects of QCD corrections beyond N3LO (�(scale)).
– Missing higher-order effects of electroweak and mixed QCD-electroweak corrections at and be-

yond O(↵S↵) (�(EW)).
– Effects due to finite quark masses neglected in QCD corrections beyond NLO (�(t,b,c) and �(1/mt)).
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• strong coupling 𝝰s is least 
known coupling constant;

• δ𝝰s/𝝰s = 𝓞(1%)
• enters into the calculation of 

every process that involves the 
strong interaction
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Figure 3: Precision electroweak and strong interaction coupling determinations with the LHeC. Left: Total experimental
uncertainty of the vector and axial-vector NC down-quark couplings from the LHeC (red ellipse) compared to present determi-
nations from HERA, Tevatron and LEP; Right: Extrapolation of the coupling constants (1/�) within SUSY (CMSSM40.2.5) [4]
to the Planck scale. The width of the red line is the uncertainty of the world average of �s, which is dominated by the lattice
QCD calculation chosen for the PDG average. The black band is the LHeC projected experimental uncertainty [1].

LHeC �s measurement is not just a single experiment but represents a whole programme, which renews
the physics of DIS and revisits the scale uncertainties in pQCD at the next-to-next-to-next-to leading order
level. The LHeC itself provides the necessary basis for such a programme, mainly with a complete set of
high precision PDF measurements, including for example the prospect to measure the charm mass to 3MeV
as compared to 30MeV at HERA (from F cc

2 ), and with the identification of the limits of applicability of
DGLAP QCD by discovering or rejecting saturation of the gluon density.

3.3 Low x Physics

The parton densities extracted from HERA data exhibit a strong rise towards low x at fixed Q2. The
low x regime of proton structure is a largely unexplored territory whose dynamics are those of a densely
packed, gluon dominated, partonic system. It o�ers unique insights into the gluon field which confines quarks
within hadrons and is responsible for the generation of most of the mass of hadrons. Understanding low x
proton structure is also important for the precision study of cosmic ray air showers and ultra-high energy
neutrinos and may be related to the string theory of gravity. The most pressing issue in low x physics is
the need for a mechanism to tame the growth of the partons, which, from very general considerations, is
expected to be modified in the region of LHeC sensitivity. There is a wide, though non-universal, consensus,
that non-linear contributions to parton evolution (for example via gluon recombinations gg � g) eventually
become relevant and the parton densities ‘saturate’. The LHeC o�ers the unique possibility of observing
these non-perturbative dynamics at su⇤ciently large Q2 values for weak coupling theoretical methods to
be applied, suggesting the exciting possibility of a parton-level understanding of the collective properties of
QCD. A two-pronged approach to mapping out the newly accessed LHeC low x region is proposed in [1].
On the one hand, the density of partons can be increased by overlapping many nucleons in eA scattering
(see next section). On the other hand, the density of a single nucleon source can be increased by probing at
lower x in ep scattering. Many observables are considered in [1], from which two illustrative examples are
chosen here.
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PDG24: 𝝰s = 0.1180 ± 0.009 

• uncertainties on 𝝰s: 
• non-negligible uncertainty on many 

observables, EG. precision SM and 
Higgs measurements, BRs, …

Higgs

Motivation

theory uncertainties
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• jet measurements provide direct constraints on 𝝰s  

https://arxiv.org/abs/1902.00134


3

existing 𝝰s determinations at NNLO using jet data
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PDFs from µ0 to µF (using µ0 = 90GeV and µF = µR).
The technical fit parameter of ↵s(mZ) in each interval is
evolved to the appropriate scale value ↵s(µR) as needed
for the computation of the NNLO prediction. The advan-
tage of a single fit to determine multiple ↵s(mZ) values at
a time, in comparison to an alternative approach where
each value is determined in a separate fit [23, 28], is that
the inference benefits from constraints on the correlated
experimental uncertainties, as well as on the PDF uncer-
tainties. In addition, the uncertainties in the resulting
↵s(mZ) values have known correlations and these values
can therefore be used in further analyses. It has to be
noted, that the lowest µR interval needs to be consid-
ered with some care, since these data are below the 2mb

threshold, and thus our computations in the five flavor
number scheme are at the edge of their validity. However,
it is found that these data do not impact other data in
the fit, which is also seen from the resulting weak correla-
tions, and thus this result can be neglected also at a later
stage. The result at µR = 7.4GeV is therefore reported
here for completeness as in previous analyses [23, 41].

The results from this single fit are presented in Ta-
ble III and the related correlations of the (fit,PDF) un-
certainty are listed in Appendix E. The results are com-
pared to the expectation from the QCD RGE in Fig. 2,
where in the lower panel the results of the 20 fit param-
eters for ↵s(mZ) are displayed, while the upper panel
shows the respective values for ↵s(µR). The ↵s(mZ) val-
ues are evolved to the central value of each µR interval,
illustrating the running of the strong coupling. Overall,
excellent agreement with the expectation from the RGE
running (when using the world average value for ↵s(mZ))
is observed over the entire range from about 7GeV up to
7TeV. At scales of about a few hundred GeV, the size of
the experimental and theoretical uncertainties are of sim-
ilar size (about ±0.0015), while in the TeV regime the ex-
perimental uncertainties dominate. In Fig. 3 our results
are further compared to ↵s extractions from inclusive jet
and dijet data by the H1 and ZEUS collaborations at
HERA [23, 43], event shape observables at the PETRA
or LEP e+e� colliders [46–49], a result from a global
electroweak fit [6] and measurements of energy–energy
correlations in pp collisions by ATLAS at the LHC [28].
Our results exhibit significantly smaller uncertainties and
cover a significantly larger range in scale than any previ-
ous determination of ↵s(µR).

VI. Summary We have determined the strong cou-
pling ↵s(mZ) from dijet data for the first time based on
complete NNLO pQCD predictions. Using LHC data col-
lected by the ATLAS and CMS collaborations at center-
of-mass energies of 7, 8, and 13 TeV the strong coupling
is determined to be

↵s(mZ) = 0.1178 (22)(tot) ,

where experimental, PDF, and scale uncertainties are all
of similar size. This value is consistent with the world
average.
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FIG. 3. Left: Running of the strong coupling as a function
of the chosen renormalization scale. The inner error bars in-
dicate the (fit,PDF) uncertainty, and the outer error bars the
total uncertainty. The upper panel displays the values ↵s(µR)
and the lower panel displays the respective ↵s(mZ) value and
the world average value [6]. The shaded area indicates the
value of ↵s(mZ) from LHC dijet data and its running as a
function of µR.

Including dijet cross sections measured in electron–
proton collisions at the HERA collider, makes this one
of the most comprehensive and precise tests of the QCD
renormalization group running of ↵s(µ) to date. The
running is probed by a fit to individual mjj ranges, and
excellent agreement is found with the running predicted
by QCD. Through the inclusion of both HERA and LHC
data, the behavior of the strong coupling as a function of
energy is tested over an unprecedented range, from about
7GeV to 7TeV. The presented results significantly im-
prove our knowledge of the strong coupling in the TeV
regime compared to previous determinations.

Note added Recently, the CMS Collaboration has re-
leased a determination of ↵s and its running in the range
103GeV < µR < 1600GeV using inclusive jet data at the
LHC at various

p
s [50] in addition to HERA DIS data.

Their determination make use of NNLO pQCD predic-
tions in the leading-color approximation. Their results
are in agreement with ours.
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the world average value [6]. The shaded area indicates the
value of ↵s(mZ) from LHC dijet data and its running as a
function of µR.

Including dijet cross sections measured in electron–
proton collisions at the HERA collider, makes this one
of the most comprehensive and precise tests of the QCD
renormalization group running of ↵s(µ) to date. The
running is probed by a fit to individual mjj ranges, and
excellent agreement is found with the running predicted
by QCD. Through the inclusion of both HERA and LHC
data, the behavior of the strong coupling as a function of
energy is tested over an unprecedented range, from about
7GeV to 7TeV. The presented results significantly im-
prove our knowledge of the strong coupling in the TeV
regime compared to previous determinations.

Note added Recently, the CMS Collaboration has re-
leased a determination of ↵s and its running in the range
103GeV < µR < 1600GeV using inclusive jet data at the
LHC at various

p
s [50] in addition to HERA DIS data.

Their determination make use of NNLO pQCD predic-
tions in the leading-color approximation. Their results
are in agreement with ours.

Acknowledgments This research was supported in
part by the German Federal Ministry of Education and
Research (BMBF) under grant number 05H21VKCCA,
by the UK Science and Technology Facilities Coun-
cil, by the Swiss National Science Foundation (SNF)
under contracts 200021-197130 and 200020-204200, by
the National Science Foundation of China (grant
No.12475085 and No.12321005), by the Research Exec-

• previous NNLO extractions using HERA        
and LHC inclusive jet or dijet data

• HERA – 𝝰s(MZ)
• HERA inclusive jets and dijets (arXiv:2112.01120)

• LHC – 𝝰s(MZ)
• CMS inclusive jets (arXiv:2111.10431)
• CMS dijets (arXiv: 2207.13735 , 2312.16669)
• and at aN3LO using LHC jets (MSHT, arXiv:2404.02964)

• running of 𝝰s also probed:
• HERA: H1 inclusive and dijets (arXiv:1709.07251), 

HERA (1906.05303) and ZEUS (2309.02889) 
inclusive jets 

• LHC: CMS inclusive jets at √s=2.76, 7, 8 and 13 TeV, 
covering energy scales between 100 and 1600 GeV 
(arXiv:2412.16665) (not shown opposite)

• as well as in e+e– at LEP; and using transverse 
energy-energy correlations at ATLAS, probing 
scales up to 4.2 TeV (arXiv:2301.09351)

• this work – new 𝝰s extraction:

• incorporating multiple LHC dijet data sets 
from ATLAS and CMS, supplemented with 

HERA dijets, extending precision and range
• full NNLO QCD theory (with full colour 

contributions) for the first time 

arXiv:2412.21165

https://arxiv.org/abs/2112.01120
https://arxiv.org/abs/2111.10431
https://arxiv.org/abs/2207.13735
https://arxiv.org/abs/2312.16669
https://arxiv.org/abs/2404.02964
https://arxiv.org/abs/1709.07251
https://arxiv.org/abs/1906.05303
https://arxiv.org/abs/2309.02889
https://arxiv.org/abs/2412.16665
https://arxiv.org/abs/2301.09351
https://arxiv.org/abs/2412.21165


4

LHC dijet data
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Figure 5. Dijet double-differential cross-sections for anti-kt jets with radius parameter R = 0.4
and R = 0.6, shown as a function of dijet mass in different ranges of y⇤. To aid visibility, the cross-
sections are multiplied by the factors indicated in the legend. The error bars indicate the statistical
uncertainty on the measurement, and the dark shaded band indicates the sum in quadrature of the
experimental systematic uncertainties. For comparison, the NLO QCD predictions of NLOJet++
using the CT10 PDF set, corrected for non-perturbative and electroweak effects, are included. The
renormalization and factorization scale choice µ is as described in section 6. The hatched band
shows the uncertainty associated with the theory predictions. Because of the logarithmic scale on
the vertical axis, the experimental and theoretical uncertainties are only visible at high dijet mass,
where they are largest.
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Figure 6: The triple-differential dijet cross section in six bins of y⇤ and yb. The data are indicated
by different markers for each bin. The theoretical predictions, obtained with NLOJET++ and
NNPDF 3.0, and complemented with EW and NP corrections, are depicted by solid lines. Apart
from the boosted region, the data are well described by the predictions at NLO accuracy over
many orders of magnitude.
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9 Comparison to theory

An overview of the unfolded cross sections obtained for the 2D and 3D measurements and the
corresponding fixed-order theoretical predictions at NNLO, complemented by NP and elec-
troweak corrections, is presented in Fig. 8. For a more detailed comparison, ratios of the mea-
sured cross sections to the theoretical predictions are shown in Figs. 9 and 10.

The theoretical predictions are obtained using recent NNLO PDF sets available via the LHAPDF [53]
library (version 6.3.0), namely ABMP16 [54], CT18 [55], MSHT20 [56], and NNPDF3.1 [57]. All
PDF sets are derived in global fits to data from multiple experiments while fixing the value
of the strong coupling constant aS(mZ) to 0.118, except for ABMP16, where aS(mZ) = 0.1147
is determined in the fit together with all other parameters. The uncertainties in the cross sec-
tion predictions due to the PDFs are calculated as 68% confidence intervals following the pre-
scriptions given in the respective references. The PDF uncertainty bands shown in Fig. 10 are
obtained using the CT18 PDF set and do not account for the finite precision of aS(mZ).

The predictions for different PDFs are generally in agreement with each other within the PDF
uncertainties, except for the AMBP16 PDF, for which the predicted cross sections are generally
smaller than those for other PDFs. At large m1,2 or hpTi1,2, the predictions obtained for the
different PDF sets show a diverging trend, while still remaining compatible within the PDF
uncertainties.

The level of agreement between the theoretical predictions and the data is observed to be good
in most phase space regions, with some deviations at the lower ends of the spectra and in
the outer rapidity regions. In general, the theoretical predictions for R = 0.8 are observed
to provide a better description of the data than for R = 0.4, which is consistent with past
observations [42, 58–61].
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HERA dijet data

all HERA dijet measurements have been used 
in previous NLO and/or NNLO 𝝰s extractions; 
well understood data and theory

9

addition, data from the ZEUS collaboration recorded at
p
s = 320GeV and for Q2 > 125GeV2 are also included,

similar to Refs. [42, 43]. All five data sets, summarized
in Tab. IV, employ the kt jet algorithm with R = 1.0
and represent double-di↵erential cross sections as a func-
tion of Q2 and hpTi1,2. The ZEUS data are restricted

Data set
p
s [GeV] Cuts

H1 300 GeV high-Q2 [15] 300 –
H1 HERA-I low-Q2 [16] 320 µ > 2mb

H1 HERA-II low-Q2 [19] 320 µ > 2mb

H1 HERA-II high-Q2 [18] 320 –
ZEUS HERA-I+II high-Q2 [17] 320 hpTi1,2 > 15GeV

TABLE IV. Summary of the HERA data sets for dijet produc-
tion with the kt jet algorithm with jet size parameter R = 1.0.

to hpTi1,2 > 15GeV to exclude infrared sensitive data
points [45]. At lower Q2, data points with a typical scale
smaller than twice the bottom quark mass (µ < 2mb)
are excluded in the nominal fit, since the predictions
are performed with nf = 5 [23]. The correlations be-
tween data sets are described in Refs. [23, 42]. The scales
are identified with µ2

R
= µ2

F
= Q2 + hpTi21,2. From fits

to individual data sets, consistent results are obtained
for �2/ndof and ↵s(mZ) for the H1 data as in Ref. [23].
For the ZEUS data a value of �2/ndof = 11.8/15 is ob-
tained with ↵s(mZ) = 0.1164 (33)(fit,PDF) (20)(µR,µF)

. A
fit to all HERA dijet data result in a value ↵s(mZ) =
0.1177 (14)(fit,PDF) (1)(µ0)

(33)(µR,µF)
with �2/ndof =

92.8/118. As expected, these results are very similar to
those reported from H1 data alone [23], as the ZEUS dijet
data add only modestly to the sensitivity. These results
represent the first determination of ↵s(mZ) at NNLO us-
ing only DIS dijet production, including data from H1
and ZEUS. The value of ↵s(mZ) as determined in a sin-
gle fit to HERA and LHC dijet data taken together was
reported in Table II (cf. Sec. D). This analysis benefits
from theory predictions for dijet production at NNLO
and from independent, and thus fully uncorrelated, ex-

perimental setups. When the triple-di↵erential data from
CMS at 13TeV are used instead of the double-di↵erential
variants in that fit, a value of ↵s(mZ) of

0.1177 (10)(fit,PDF) (0)(µ0)
(27)(µR,µF)

is obtained with �2/ndof of 0.95 for 520 individual data
points. This result is in good agreement with that ob-
tained using the double-di↵erential data instead.

Appendix E. Resulting correlations The resulting
correlations of the (fit,PDF) uncertainty in the combined
fit of 20 parameters to the HERA and LHC dijet data are
listed in Table V. These correlations originate from the
combined determination of 20 fit parameters and from
correlated uncertainties between individual cross section
values. In the region where HERA or LHC data are im-
portant, µR smaller or larger 100GeV respectively, the
µR

Correlations
[GeV]

7.4 � 56 29 21 19 22 15 17 16 12 2 1 -1 -2 -3 -3 -3 -3 -1 0

10.1 56 � 65 50 49 50 37 38 36 23 9 8 5 2 0 -2 -3 -3 -2 0

13.3 29 65 � 58 52 54 40 45 39 23 11 11 9 7 5 2 1 0 0 1

17.2 21 50 58 � 48 52 39 44 41 24 9 9 8 7 5 3 2 1 1 1

20.1 19 49 52 48 � 52 39 38 41 24 9 9 9 8 7 5 4 2 1 1

24.5 22 50 54 52 52 � 55 49 53 36 10 11 11 10 9 7 5 3 2 1

29.3 15 37 40 39 39 55 � 41 44 33 6 8 9 10 9 8 7 5 3 1

36.0 17 38 45 44 38 49 41 � 39 28 5 6 8 8 8 8 7 5 3 1

49.0 16 36 39 41 41 53 44 39 � 31 4 5 6 7 8 7 6 5 3 1

77.5 12 23 23 24 24 36 33 28 31 � 1 2 2 3 4 4 3 2 1

250 2 9 11 9 9 10 6 5 4 0 � 90 87 83 78 71 64 54 36 9

370 1 8 11 9 9 11 8 6 5 1 90 � 95 91 87 80 72 61 40 10

550 -1 5 9 8 9 11 9 8 6 2 87 95 � 97 93 88 80 67 45 11

810 -2 2 7 7 8 10 10 8 7 2 83 91 97 � 97 93 86 74 49 12

1175 -3 0 5 5 7 9 9 8 8 3 78 87 93 97 � 97 92 80 55 14

1760 -3 -2 2 3 5 7 8 8 7 4 71 80 88 93 97 � 96 87 62 17

2545 -3 -3 1 2 4 5 7 7 6 4 64 72 80 86 92 96 � 92 70 21

3490 -3 -3 0 1 2 3 5 5 5 3 54 61 67 74 80 87 92 � 78 27

4880 -1 -2 0 1 1 2 3 3 3 2 36 40 45 49 55 62 70 78 � 30

7040 0 0 1 1 1 1 1 1 1 1 9 10 11 12 14 17 21 27 30 �

TABLE V. Correlations of the (fit,PDF) uncertainty from the
fit of 20 ↵s(mZ) parameters to HERA and LHC dijet data.

correlations originate predominantly from correlated ex-
perimental systematic uncertainties. Hence, correlations
are found to be positive. Correlations between low and
high scales, respectively between HERA and LHC data,
originate from PDF uncertainties.
The additional (µ0) and (µR, µF) uncertainties are

fully correlated.
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Figure 9: The dijet cross section as a function of the average transverse jet energy in the Breit
frame in different regions of Q2 for the inclusive k⊥ algorithm (top left), the Aachen algo-
rithm (top right), the exclusive k⊥ algorithm (bottom left) and the Cambridge algorithm (bottom
right). The data are compared to the perturbative QCD prediction in NLO with (dashed line)
and without (solid line) hadronization corrections included.
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Figure 4: Double differential 2-jet cross sections as a function of Q2 and 〈PT 〉, compared with
NLO QCD predictions corrected for hadronisation. Other details are given in the caption to
Fig. 2.
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1 Introduction
Jet production in neutral current (NC) deep-inelastic scattering (DIS) at HERA is an important
process to test perturbative calculations based on the theory of strong interactions, which is
described by Quantum Chromodynamics (QCD) [2–6]. In contrast to inclusive DIS, where
QCD is probed by means of scaling violations, jet production in the Breit frame [7, 8] is a
process which always involves at least one strong vertex even at Born level and thus more
directly probes QCD.

In the Breit frame, where the virtual photon and the proton collide head on, the Born level
contribution to DIS (figure 1(a)) generates no transverse momentum. Significant transverse
momentum of the outgoing partons, PT, can however be produced at leading order (LO) in the
strong coupling ↵s by the photon-gluon-fusion process (figure 1(b)) and the QCD Compton
process (figure 1(c)). Photon-gluon fusion dominates jet production for the range of photon
virtualities Q2 accessible in this analysis and provides direct sensitivity to the gluon density
function of the proton [9]. One of the diagrams of the next-to-leading order contribution is
displayed in figure 1(d), which also illustrates one of the leading-order diagrams of the trijet
perturbative QCD (pQCD) calculation.
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Figure 1: Deep-inelastic ep scattering at di↵erent orders in ↵s: (a) Born contribution to inclusive NC
DIS (O(↵2

em)), (b) photon-gluon fusion (O(↵2
em↵s)), (c) QCD Compton scattering (O(↵2

em↵s)) and (d) a
trijet process O(↵2

em↵
2
s).

About 25 years after next-to-leading order corrections to jet production cross sections in DIS
have been studied for the first time [10, 11], complete predictions at next-to-next-to-leading
order in the strong coupling are now available for inclusive jet and dijet production in DIS [12,
13] and in hadron-hadron collisions [14]. These new theoretical developments together with
precise measurements and greater kinematic reach of the data allow the use of DIS jet cross
sections for precise studies of QCD.

Measurements of jet production in NC DIS at HERA were performed by the H1 Collabora-
tion [9, 15–27] and the ZEUS Collaboration [28–36]. In this paper new double-di↵erential
measurements of inclusive jet, dijet and trijet cross sections are presented, extending the kine-
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variations in the Monte Carlo event generators [61–64]
used to derive cNP,i. Such variations are considered by
the collaborations in the assignment of uncertainties.

Appendix B. Fit algorithm and uncertainties

The objective function used in the fitting algorithm to
determine the value of ↵s(mZ) is derived from normally
distributed relative uncertainties and defined as [18]

�2 =
X

i,j

log
&i
�i

(Vexp + VNP + VNNLOstat + VPDF)
�1

ij log
&j
�j

,

where the double-sum runs over all data points, &i de-
notes the measured cross section, �i denotes the theory
prediction. The �2 is minimized using TMinuit’s Migrad
algorithm [65, 66]. The covariance matrices Vexp, VNP,
VNNLOstat, and VPDF represent the relative experimen-
tal, NP, NNLO statistical, and PDF uncertainties, re-
spectively. The experimental uncertainties are reported
by the experimental collaborations and account for many
systematic sources as well as statistical components in-
cluding correlations from unfolding. Correlations be-
tween the experimental uncertainties of individual data
sets are not provided and hence are assumed to be un-
correlated, which is certainly correct for the statistical
components. A recent report from CMS [26] using in-
clusive jet data at di↵erent

p
s indicates that the dom-

inating uncertainty from jet energy calibration and res-
olution may be considered as uncorrelated between such
data sets, supporting that the omission of correlations
is justified. The non-perturbative correction uncertain-
ties (cf. Sec. A) are considered to have a bin-to-bin cor-
relation of 0.5. This approximated correlation model
accounts for varying multiple model parameters, di↵er-
ent models, and potential statistical components. The
NNLO statistical uncertainties originate from the Monte
Carlo integration in NNLOJET and are typically at the
percent level or below. The PDF uncertainties are ob-
tained from the respective PDF set in the LHAPDF for-
mat [67], and evaluated at µ0. By considering them as
a covariance matrix in �2, the PDF uncertainties are
further constrained by the jet data. The PDFs carry
further uncertainties due to di↵ering theoretical assump-
tions, data selections, and inference methods imposed
by the PDF fitting groups. In the PDF4LHC21 PDF
set, however, such di↵erences are already included in the
uncertainty representation [37] and represent di↵erences
between the MSHT [68], NNPDF3.1 [69] and CT18 [70]
PDFs. Dedicated fits using these di↵erent PDF sets con-
firm that the PDF uncertainty indeed covers such di↵er-
ences. Results when using yet di↵erent PDFs, such as
ABMP [71], NNPDF4.0 [72], or HERAPDF2.0 [73], are
typically found to be well within 2� of the PDF uncer-
tainty.

Appendix C. Fits using CMS 13TeV triple-

di↵erential data The CMS Collaboration reported
dijet cross sections at

p
s = 13TeV also in triple-

di↵erential variants as a function of y⇤, yb, and mjj or

hpTi1,2 [14]. Besides observables and di↵erent binnings,
the analyzed data and experimental methods are equiva-
lent in these three variants, and therefore these data sets
cannot be used in a fit together because of their exper-
imental correlations. This section discusses the triple-
di↵erential measurement d

3�
dmjjdy⇤dyb

for a determination

of ↵s(mZ) instead of their double-di↵erential variant (cf.
Tab. I) When restricting the data to y⇤ < 2.0 and yb <
1.0, similar to the fits in Sec. II, the fit to these data re-
sults in a value of �2/ndof of 1.23 for 113 data points and
provides ↵s(mZ) = 0.1181 (20)(fit,PDF) (1)(µ0)

(15)(µR,µF)
.

Using the triple-di↵erential data as an alternative to the
double-di↵erential variant in the combined fit, the value

↵s(mZ) = 0.1172 (14)(fit,PDF) (0)(µ0)
(14)(µR,µF)

is derived with �2/ndof of 0.99. The result is in good
agreement with that obtained when using the double-
di↵erential data. For the main analysis presented in this
letter, the double-di↵erential CMS data is chosen rather
than the triple-di↵erential cross sections, as the sensi-
tivity to the PDF parameters is lower, and the double-
di↵erential data reaches higher values of mjj, while the
sensitivity of the data to ↵s(mZ) is similar.

Appendix D. Including HERA dijet data We ex-
tend our analysis by further including data for inclusive
dijet production in neutral-current deep-inelastic scat-
tering (NC DIS) reported by the H1 [15, 16, 18, 19]
and ZEUS [17] collaborations, together with complete
NNLO pQCD predictions [40, 43, 44]. These data have
already been used for ↵s determinations at NNLO accu-
racy [23, 41, 42], and thus, the method and data selec-
tion from H1 [23] is closely followed: four data sets at
p
s = 300 and 320GeV at lower or higher photon vir-

tualities Q2 being considered, and the fit methodology
di↵ering only in the choices for the PDF and µ0. In
addition, data from the ZEUS collaboration recorded at
p
s = 320GeV and for Q2 > 125GeV2 are also included,

similar to Refs. [41, 42]. All five data sets, summarized
in Tab. IV, employ the kt jet algorithm with R = 1.0
and represent double-di↵erential cross sections as a func-
tion of Q2 and hpTi1,2. The ZEUS data are restricted

Data set
p
s [GeV] Cuts

H1 300 GeV high-Q2 [15] 300 –
H1 HERA-I low-Q2 [16] 320 µ > 2mb

H1 HERA-II low-Q2 [19] 320 µ > 2mb

H1 HERA-II high-Q2 [18] 320 –
ZEUS HERA-I+II high-Q2 [17] 320 hpTi1,2 > 15GeV

TABLE IV. Summary of the HERA data sets for dijet produc-
tion with the kt jet algorithm with jet size parameter R = 1.0.

to hpTi1,2 > 15GeV to exclude infrared sensitive data
points [44]. At lower Q2, data points with a typical scale
smaller than twice the bottom quark mass (µ < 2mb)
are excluded in the nominal fit, since the predictions

methodology as used in: 
arXiv:1709.07251
arXiv:1906.05303

• 𝝰s  determined in X2 minimisation (MIGRAD)

• 𝝰s(MZ) is a free parameter to NNLO theory calculation σi 
ζi    LHC or HERA jet data
σi    NNLO theory
V    covariance matrices

• 𝝰s dependence of the pdfs accounted for by fixing x-dependence at a start scale of 
μ0 (pdf≡fμ0) and evolving using DGLAP 

• PDF4LHC21 used for nominal fit
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B. Page, M. Rüfenacht, M. Schönherr, and G. Watt, Eur.
Phys. J. C 75, 132 (2015), arXiv:1412.7420.

[69] S. Bailey, T. Cridge, L. A. Harland-Lang, A. D. Mar-
tin, and R. S. Thorne, Eur. Phys. J. C 81, 341 (2021),
arXiv:2012.04684.

[70] R. D. Ball et al. (NNPDF), Eur. Phys. J. C 77, 663
(2017), arXiv:1706.00428.

[71] T.-J. Hou et al., Phys. Rev. D 103, 014013 (2021),
arXiv:1912.10053.
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Appendix

Appendix A. Theory predictions The pQCD cross
section for the process with two initial-state hadrons is
obtained from the factorization formula as the convolu-
tion of the PDFs of the incoming protons and the hard
scattering cross section

d� =
X

a,b

Z
dx1

x1

dx2

x2

fa(x1, µF)fb(x2, µF)d�̂ab(µR, µF) ,

where fa(x, µF) denotes the density of the partons of type
a in the incoming proton at the factorization scale µF

carrying the longitudinal momentum fraction x. Both
contributions are sensitive to the value of ↵s, as

d�̂ab(µ) ⌘ d�̂ab(µ,↵s(µ)) and (A1)

fa(x, µ) ⌘ fa(x, µ,↵s(µ)) . (A2)

The ↵s dependence in the partonic cross section is ex-
plicit through the perturbative expansion, which for dijet
production up to NNLO reads

d�̂ab(↵s) =
⇣

↵s(µ)
2⇡

⌘2

d�̂ab,LO +
⇣

↵s(µ)
2⇡

⌘3

d�̂ab,NLO

+
⇣

↵s(µ)
2⇡

⌘4

d�̂ab,NNLO +O(↵5

s
(µ)) . (A3)

The value of ↵s(µ) is obtained from ↵s(mZ) from the
renormalization group running in the modified minimal

subtraction (MS) scheme, i.e. ↵s(µ) = ↵(5)

s,MS
(µ,↵s(mZ)),

in three-loop order [51, 52] as implemented in CRun-
Dec [53]. The evolution is performed with with nf = 5
active flavors throughout, in particular also beyond the
top-quark mass threshold. This is consistent with the
perturbative calculation that does not include top-quark

e↵ects and thus e↵ectively treats the top quark in the de-
coupling limit. The evolution of the PDFs with respect
to a scale µ is governed by the DGLAP equations, whose
splitting kernels P depend on ↵s(µ),

µ2 df
dµ2 = P(↵s)⌦ f . (A4)

The x-dependence of the PDFs can be fixed at a starting
scale µ0 with value fµ0 , and subsequently evolved to a
scale µ using the DGLAP evolution

fa(x, µ,↵s) = (�(P, µ, µ0,↵s)⌦ fµ0)a , (A5)

where � denotes the DGLAP kernels which are eval-
uated at three-loop order [54, 55] using the program
Apfel++ [56, 57]. We set the scale µ0 of the evolu-
tion to 90GeV and the x-dependence of fµ0,x is taken
from PDF4LHC21 [38]. The NNLO cross section is ob-
tained by integrating the dijet parton level predictions
(Eq.(A3)) over the bin-dependent kinematic region ⌦i,
�NNLO,i =

R
⌦i

d�, using the dijet parton level matrix ele-
ments and phase-space integration routines implemented
in NNLOJET. Our fit algorithm requires recalculating
the predictions for di↵erent values of ↵s(mZ) and corre-
sponding PDFs. To streamline this, NNLOJET is inter-
faced with the APPLfast library [24, 41] which integrates
the grid tools APPLgrid [58, 59] and fastNLO [60, 61].
The resulting interpolation grids for the dijet data sets
typically have sub-permille accuracy. The NNLO predic-
tion is supplemented with additional correction factors
to account for non-perturbative e↵ects (NP) and higher-
order electroweak (EW) contributions [39], cNP and cEW:

�i = cNP,i · cEW,i · �NNLO,i . (A6)

• QCD cross section sensitive to 𝝰s 

pdfs

where both the pdfs and ME depend on 𝝰s :
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[62] T. Sjöstrand, S. Mrenna, and P. Z. Skands, JHEP 2006,
026, arXiv:hep-ph/0603175.

[63] T. Sjostrand, S. Mrenna, and P. Z. Skands, Comput.
Phys. Commun. 178, 852 (2008), arXiv:0710.3820.

[64] M. Bahr et al., Eur. Phys. J. C 58, 639 (2008),
arXiv:0803.0883.

[65] J. Bellm et al., Eur. Phys. J. C 76, 196 (2016),
arXiv:1512.01178.

[66] F. James and M. Roos, Comput. Phys. Commun. 10, 343
(1975).

[67] R. Brun and F. Rademakers, Nucl. Instrum. Meth.
A389, 81 (1997).

[68] A. Buckley, J. Ferrando, S. Lloyd, K. Nordström,
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active flavors throughout, in particular also beyond the
top-quark mass threshold. This is consistent with the
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where � denotes the DGLAP kernels which are eval-
uated at three-loop order [54, 55] using the program
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tion to 90GeV and the x-dependence of fµ0,x is taken
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tion is supplemented with additional correction factors
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in three-loop order [51, 52] as implemented in CRun-
Dec [53]. The evolution is performed with with nf = 5
active flavors throughout, in particular also beyond the
top-quark mass threshold. This is consistent with the
perturbative calculation that does not include top-quark

e↵ects and thus e↵ectively treats the top quark in the de-
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The x-dependence of the PDFs can be fixed at a starting
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where � denotes the DGLAP kernels which are eval-
uated at three-loop order [54, 55] using the program
Apfel++ [56, 57]. We set the scale µ0 of the evolu-
tion to 90GeV and the x-dependence of fµ0,x is taken
from PDF4LHC21 [38]. The NNLO cross section is ob-
tained by integrating the dijet parton level predictions
(Eq.(A3)) over the bin-dependent kinematic region ⌦i,
�NNLO,i =
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d�, using the dijet parton level matrix ele-
ments and phase-space integration routines implemented
in NNLOJET. Our fit algorithm requires recalculating
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Appendix

Appendix A. Theory predictions The pQCD cross
section for the process with two initial-state hadrons is
obtained from the factorization formula as the convolu-
tion of the PDFs of the incoming protons and the hard
scattering cross section

d� =
X

a,b

Z
dx1

x1

dx2

x2

fa(x1, µF)fb(x2, µF)d�̂ab(µR, µF) ,

where fa(x, µF) denotes the density of the partons of type
a in the incoming proton at the factorization scale µF

carrying the longitudinal momentum fraction x. Both
contributions are sensitive to the value of ↵s, as

d�̂ab(µ) ⌘ d�̂ab(µ,↵s(µ)) and (A1)

fa(x, µ) ⌘ fa(x, µ,↵s(µ)) . (A2)

The ↵s dependence in the partonic cross section is ex-
plicit through the perturbative expansion, which for dijet
production up to NNLO reads

d�̂ab(↵s) =
⇣

↵s(µ)
2⇡

⌘2

d�̂ab,LO +
⇣

↵s(µ)
2⇡

⌘3

d�̂ab,NLO

+
⇣

↵s(µ)
2⇡

⌘4

d�̂ab,NNLO +O(↵5

s
(µ)) . (A3)

The value of ↵s(µ) is obtained from ↵s(mZ) from the
renormalization group running in the modified minimal

subtraction (MS) scheme, i.e. ↵s(µ) = ↵(5)

s,MS
(µ,↵s(mZ)),

in three-loop order [51, 52] as implemented in CRun-
Dec [53]. The evolution is performed with with nf = 5
active flavors throughout, in particular also beyond the
top-quark mass threshold. This is consistent with the
perturbative calculation that does not include top-quark

e↵ects and thus e↵ectively treats the top quark in the de-
coupling limit. The evolution of the PDFs with respect
to a scale µ is governed by the DGLAP equations, whose
splitting kernels P depend on ↵s(µ),

µ2 df
dµ2 = P(↵s)⌦ f . (A4)

The x-dependence of the PDFs can be fixed at a starting
scale µ0 with value fµ0 , and subsequently evolved to a
scale µ using the DGLAP evolution

fa(x, µ,↵s) = (�(P, µ, µ0,↵s)⌦ fµ0)a , (A5)

where � denotes the DGLAP kernels which are eval-
uated at three-loop order [54, 55] using the program
Apfel++ [56, 57]. We set the scale µ0 of the evolu-
tion to 90GeV and the x-dependence of fµ0,x is taken
from PDF4LHC21 [38]. The NNLO cross section is ob-
tained by integrating the dijet parton level predictions
(Eq.(A3)) over the bin-dependent kinematic region ⌦i,
�NNLO,i =

R
⌦i

d�, using the dijet parton level matrix ele-
ments and phase-space integration routines implemented
in NNLOJET. Our fit algorithm requires recalculating
the predictions for di↵erent values of ↵s(mZ) and corre-
sponding PDFs. To streamline this, NNLOJET is inter-
faced with the APPLfast library [24, 41] which integrates
the grid tools APPLgrid [58, 59] and fastNLO [60, 61].
The resulting interpolation grids for the dijet data sets
typically have sub-permille accuracy. The NNLO predic-
tion is supplemented with additional correction factors
to account for non-perturbative e↵ects (NP) and higher-
order electroweak (EW) contributions [39], cNP and cEW:

�i = cNP,i · cEW,i · �NNLO,i . (A6)

non-pertubative (NP) and 
electroweak (EW) correction 
factors

matrix element (ME) / partonic cross section
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Figure 10. Comparison of LC (blue) and FC (red) predictions of the dijet cross section as function
of mjj for all the considered y

⇤ slices, normalized to the FC prediction. Left: NNLO cross section,
right: NNLO coe�cient.

It is interesting to note that at low y
⇤ and small mjj , the FC predictions are larger than the

LC predictions, and that this ordering is reversed at larger y⇤. Taking account of the overall

sign of the NNLO contributions, this implies that inclusion of the SLC contributions leads

to a decrease of the magnitude of the NNLO corrections throughout the full kinematical

range.

The relative magnitude of the SLC e↵ects in the NNLO coe�cient d��NNLO is shown

in the right frame of Figure 10. The large numerical errors and fluctuations in several of

the bins arise from the fact that the FC coe�cient (which is used as normalization) is close

to zero and changing its sign. In the kinematical regions with manifestly non-vanishing FC

coe�cient, we observe SLC contributions of about �20% throughout, thereby confirming

the initial observation of diminishing magnitude of the NNLO corrections from LC to FC.

5 Triple di↵erential dijet cross section

Lastly, we perform a full colour NNLO calculation of the dijet production cross section

triply di↵erential in the average transverse momentum of the two leading jets pT,avg =

(pT,j1 + pT,j2)/2, rapidity separation y
⇤ = |yj1 � yj2 |/2 and dijet system boost yb = |yj1 +

– 16 –

Figure 13. NNLO LC (blue) and FC (red) predictions of the triple di↵erential dijet distributions
normalized to the FC prediction.

and leads to a substantial reduction of theory uncertainties to a residual level of ±5% on

most distributions. The non-perturbative e↵ects are most pronounced at low pT,avg, while

electroweak e↵ects increase towards high pT,avg.

Figure 13 compares the FC and LC predictions at NNLO. As before, the LO and NLO

coe�cients are included in full colour, such that the truncation applies only to the NNLO

coe�cient. In contrast to the single jet inclusive and dijet double di↵erential cross sections,

discussed in Sections 3 and 4 above, the SLC contributions are sizable and non-uniform.

They typically enhance the LC predictions by about 5% at low pT,avg, their numerical

contribution decreases towards larger values of pT,avg. For central yb (upper row), the SLC

corrections change sign, such that the FC predictions are below the LC predictions for the

highest pT,avg bins. The LC and FC predictions are only marginally consistent with each

other within the NNLO scale uncertainty.

The substantial SLC e↵ect on the NNLO coe�cient d��NNLO is quantified in Fig-

ure 14, which compares the LC and FC predictions for this coe�cient. The e↵ect is most

pronounced at low pT,avg, where LC represents only 40% of the FC result in in the lowest

y
⇤ bins, and typically around 60–70% in the other bins. With increasing pT,avg the LC/FC

– 20 –
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NNLO calculations

• NNLO parton level cross section obtained from NNLOJET 
• (pp) arXiv:1905.09047, 1705.10271, 1801.06415; (ep) arXiv:1703.05977, 1606.03991 )
• includes sub-leading colour contributions (arXiv:1907.12911, 2204.10173, 2208.02115); 

used in this work for the first time in 𝝰s determination with LHC jet data 

ATLAS 7 TeV and CMS 8TeV (triple differential) dijet cross section phase space (arXiv:2204.10173)

https://arxiv.org/abs/1905.09047
https://arxiv.org/abs/1705.10271
https://arxiv.org/abs/1801.06415
https://arxiv.org/abs/1703.05977
https://arxiv.org/abs/1606.03991
https://arxiv.org/abs/1907.12911
https://arxiv.org/abs/2204.10173
https://arxiv.org/abs/2208.02115
https://arxiv.org/abs/2204.10173
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APPLfast

• 𝝰s fit algorithm requires (re-)calculation of cross section predictions multiple times 
with different values of 𝝰s(MZ)  (and corresponding pdfs)

• NNLOJET interfaced to APPLfast library (arXiv:1906.05303, 2207.13735) for fast 
reproduction of cross section calculations with different 𝝰s(MZ) and pdfs

• APPLfast: generic interface between NNLOJET and both APPLGRID (EPJC66 (2010) 503) and 
fastNLO (arXiv:1208.3641) 

• → NNLO pQCD coefficients stored on “interpolation grids”, independently of 𝝰s(MZ) and pdfs

17

ploughshare.web.cern.ch

• repository for download and, as a registered user, upload of grids (APPLgrid and fastNLO)

ploughshare.web.cern.ch

12C. Gwenlan - Recent developments with APPLfast - NNLO

      The XXVII International Workshop on DIS, Torino, Italy, April 2019

• all interpolation grids will be made 
available on Ploughshare (in both 

APPLGRID or fastNLO format)

• resulting interpolation grids for the HERA 
and LHC dijet datasets have typically 
sub-permille accuracy in reproducing 
full calculation

ploughshare.web.cern.ch

https://arxiv.org/abs/1906.05303
https://arxiv.org/abs/2207.13735
https://link.springer.com/article/10.1140/epjc/s10052-010-1255-0
https://arxiv.org/abs/1208.3641
http://ploughshare.web.cern.ch/ploughshare/
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𝝰s fit uncertainties

• scale uncertainties: 

• renormalisation (μR) and factorisation scale (μF) varied independently by factors of 0.5, 1 or 2, 
7-point scale variation ( omits variations (0.5,2) and (2,0.5) )

• nominal scales: LHC: μR= μF=mjj ; HERA: μR= μF= √ Q2 + <pT>21,2
• scale variations for LHC and HERA considered uncorrelated (uncerts added in quadrature for HERA+LHC fits)

3

tors of 0.5 or 2 as an uncertainty (denoted as “(µ0)”).
An additional scale uncertainty accounts for missing

higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the di↵erence between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
�2/ndof = 0.92 and the value of ↵s(mZ) is determined to
be

↵s(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0)
(17)(µR,µF)

.

Fits of ↵s(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].
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FIG. 1. Comparison of ↵s(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The ↵s(mZ) values are consistent with the

Data set �2/ndof ↵s(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (0) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (0) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (0) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (0) (22)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (0) (24)

TABLE II. Results of ↵s(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of ↵s(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-di↵erential (2D) or triple-di↵erential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

world average value. It is observed that the determina-
tion of ↵s(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to
any individual data set. An additional variant of the
nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)
taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 42, 43] using the complete NNLO pQCD pre-
dictions [41, 44, 45]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.
In the combined fit to HERA plus LHC data, alto-

gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (0)(µ0)
(29)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO

• starting scale of pdf evolution: 

• varied by factors of 0.5 and 2 about the nominal of μ0=90 GeV
• also covers uncertainty arising from an 𝝰s(MZ) variation in the original pdf

3

tors of 0.5 or 2 as an uncertainty (denoted as “(µ0)”).
An additional scale uncertainty accounts for missing

higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the di↵erence between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
�2/ndof = 0.92 and the value of ↵s(mZ) is determined to
be

↵s(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0)
(17)(µR,µF)

.

Fits of ↵s(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].
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FIG. 1. Comparison of ↵s(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The ↵s(mZ) values are consistent with the

Data set �2/ndof ↵s(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (0) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (0) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (0) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (0) (22)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (0) (24)

TABLE II. Results of ↵s(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of ↵s(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-di↵erential (2D) or triple-di↵erential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

world average value. It is observed that the determina-
tion of ↵s(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to
any individual data set. An additional variant of the
nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)
taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 42, 43] using the complete NNLO pQCD pre-
dictions [41, 44, 45]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.
In the combined fit to HERA plus LHC data, alto-

gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (0)(µ0)
(29)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO

• 𝝰s(MZ) fit uncertainties: 

• encoded in covariance matrices V, and consist of:

• experimental (exp), including statistical and systematic correlations as reported by the experiment collaborations

• non-perturbative (NP), provided by the experimental collaborations (evaluated using different MC models)

• NNLO statistical, arising from the MC integration in NNLOJET (typically at the percent level or less)

• pdf uncertainties, obtained from the relevant pdf set and evaluated at μ0

3

tors of 0.5 or 2 as an uncertainty (denoted as “(µ0)”).
An additional scale uncertainty accounts for missing

higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the di↵erence between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
�2/ndof = 0.92 and the value of ↵s(mZ) is determined to
be

↵s(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0)
(17)(µR,µF)

.

Fits of ↵s(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].
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FIG. 1. Comparison of ↵s(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The ↵s(mZ) values are consistent with the

Data set �2/ndof ↵s(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (0) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (0) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (0) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (0) (22)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (0) (24)

TABLE II. Results of ↵s(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of ↵s(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-di↵erential (2D) or triple-di↵erential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

world average value. It is observed that the determina-
tion of ↵s(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to
any individual data set. An additional variant of the
nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)
taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 42, 43] using the complete NNLO pQCD pre-
dictions [41, 44, 45]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.
In the combined fit to HERA plus LHC data, alto-

gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (0)(µ0)
(29)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO
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variations in the Monte Carlo event generators [61–64]
used to derive cNP,i. Such variations are considered by
the collaborations in the assignment of uncertainties.

Appendix B. Fit algorithm and uncertainties

The objective function used in the fitting algorithm to
determine the value of ↵s(mZ) is derived from normally
distributed relative uncertainties and defined as [18]

�2 =
X

i,j

log
&i
�i

(Vexp + VNP + VNNLOstat + VPDF)
�1

ij log
&j
�j

,

where the double-sum runs over all data points, &i de-
notes the measured cross section, �i denotes the theory
prediction. The �2 is minimized using TMinuit’s Migrad
algorithm [65, 66]. The covariance matrices Vexp, VNP,
VNNLOstat, and VPDF represent the relative experimen-
tal, NP, NNLO statistical, and PDF uncertainties, re-
spectively. The experimental uncertainties are reported
by the experimental collaborations and account for many
systematic sources as well as statistical components in-
cluding correlations from unfolding. Correlations be-
tween the experimental uncertainties of individual data
sets are not provided and hence are assumed to be un-
correlated, which is certainly correct for the statistical
components. A recent report from CMS [26] using in-
clusive jet data at di↵erent

p
s indicates that the dom-

inating uncertainty from jet energy calibration and res-
olution may be considered as uncorrelated between such
data sets, supporting that the omission of correlations
is justified. The non-perturbative correction uncertain-
ties (cf. Sec. A) are considered to have a bin-to-bin cor-
relation of 0.5. This approximated correlation model
accounts for varying multiple model parameters, di↵er-
ent models, and potential statistical components. The
NNLO statistical uncertainties originate from the Monte
Carlo integration in NNLOJET and are typically at the
percent level or below. The PDF uncertainties are ob-
tained from the respective PDF set in the LHAPDF for-
mat [67], and evaluated at µ0. By considering them as
a covariance matrix in �2, the PDF uncertainties are
further constrained by the jet data. The PDFs carry
further uncertainties due to di↵ering theoretical assump-
tions, data selections, and inference methods imposed
by the PDF fitting groups. In the PDF4LHC21 PDF
set, however, such di↵erences are already included in the
uncertainty representation [37] and represent di↵erences
between the MSHT [68], NNPDF3.1 [69] and CT18 [70]
PDFs. Dedicated fits using these di↵erent PDF sets con-
firm that the PDF uncertainty indeed covers such di↵er-
ences. Results when using yet di↵erent PDFs, such as
ABMP [71], NNPDF4.0 [72], or HERAPDF2.0 [73], are
typically found to be well within 2� of the PDF uncer-
tainty.

Appendix C. Fits using CMS 13TeV triple-

di↵erential data The CMS Collaboration reported
dijet cross sections at

p
s = 13TeV also in triple-

di↵erential variants as a function of y⇤, yb, and mjj or

hpTi1,2 [14]. Besides observables and di↵erent binnings,
the analyzed data and experimental methods are equiva-
lent in these three variants, and therefore these data sets
cannot be used in a fit together because of their exper-
imental correlations. This section discusses the triple-
di↵erential measurement d

3�
dmjjdy⇤dyb

for a determination

of ↵s(mZ) instead of their double-di↵erential variant (cf.
Tab. I) When restricting the data to y⇤ < 2.0 and yb <
1.0, similar to the fits in Sec. II, the fit to these data re-
sults in a value of �2/ndof of 1.23 for 113 data points and
provides ↵s(mZ) = 0.1181 (20)(fit,PDF) (1)(µ0)

(15)(µR,µF)
.

Using the triple-di↵erential data as an alternative to the
double-di↵erential variant in the combined fit, the value

↵s(mZ) = 0.1172 (14)(fit,PDF) (0)(µ0)
(14)(µR,µF)

is derived with �2/ndof of 0.99. The result is in good
agreement with that obtained when using the double-
di↵erential data. For the main analysis presented in this
letter, the double-di↵erential CMS data is chosen rather
than the triple-di↵erential cross sections, as the sensi-
tivity to the PDF parameters is lower, and the double-
di↵erential data reaches higher values of mjj, while the
sensitivity of the data to ↵s(mZ) is similar.

Appendix D. Including HERA dijet data We ex-
tend our analysis by further including data for inclusive
dijet production in neutral-current deep-inelastic scat-
tering (NC DIS) reported by the H1 [15, 16, 18, 19]
and ZEUS [17] collaborations, together with complete
NNLO pQCD predictions [40, 43, 44]. These data have
already been used for ↵s determinations at NNLO accu-
racy [23, 41, 42], and thus, the method and data selec-
tion from H1 [23] is closely followed: four data sets at
p
s = 300 and 320GeV at lower or higher photon vir-

tualities Q2 being considered, and the fit methodology
di↵ering only in the choices for the PDF and µ0. In
addition, data from the ZEUS collaboration recorded at
p
s = 320GeV and for Q2 > 125GeV2 are also included,

similar to Refs. [41, 42]. All five data sets, summarized
in Tab. IV, employ the kt jet algorithm with R = 1.0
and represent double-di↵erential cross sections as a func-
tion of Q2 and hpTi1,2. The ZEUS data are restricted

Data set
p
s [GeV] Cuts

H1 300 GeV high-Q2 [15] 300 –
H1 HERA-I low-Q2 [16] 320 µ > 2mb

H1 HERA-II low-Q2 [19] 320 µ > 2mb

H1 HERA-II high-Q2 [18] 320 –
ZEUS HERA-I+II high-Q2 [17] 320 hpTi1,2 > 15GeV

TABLE IV. Summary of the HERA data sets for dijet produc-
tion with the kt jet algorithm with jet size parameter R = 1.0.

to hpTi1,2 > 15GeV to exclude infrared sensitive data
points [44]. At lower Q2, data points with a typical scale
smaller than twice the bottom quark mass (µ < 2mb)
are excluded in the nominal fit, since the predictions
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Supplementary material

1. Consistency study

Before determining the value of ↵s(mZ) from dijet cross section measurements, we perform a study to investigate
the agreement between the NNLO pQCD predictions and the data, and to test the self-consistency of the individual
data sets, as well as the consistency of multiple data sets together.

a. Individual data sets

Determinations of ↵s are performed for individual y⇤, yb, ymax bins of the individual data sets. Each double-
di↵erential data sets has five or six y⇤ (yb, ymax) ranges, and these are studied separately in the following. For
the triple-di↵erential CMS 8TeV cross sections we study the six (y⇤,yb)-bins separately. For the triple-di↵erential
CMS 13TeV data, three studies are performed for individual y⇤, yb, or ymax ranges. We consider the PDF sets
PDF4LHC21 [38], CT18 [71], MSHT [69], NNPDF3.1 [70], NNPDF4.0 [73], ABMP [72], and HERAPDF2.0 [74]. In
addition, we study fits, where the PDF uncertainties are not considerd in the �2 calculus (denoted as Excl. �(PDF)).
The resulting values of �2/ndof of these fits with a variety of PDF sets are displayed in FIG. 4.
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FIG. 4. Post-fit �2/ndof values of ↵s(mZ)-fits to individual y⇤ or yb-ranges of each data set, and values from fits to entire
single data sets (denoted as All). The top row shows dijet cross sections from ATLAS and CMS at 7TeV, CMS at 8TeV,
and ATLAS at 13TeV. The bottom row shows the �2/ndof values for the double-di↵erential data from CMS at 13TeV (left),
and three studies of the triple-di↵erential CMS 13TeV data for individual y⇤, yb, or ymax ranges. The color coding indicates
di↵erent PDF sets, as specified in the Panel. The colored markers are vertically displaced for better visibility. The open markers
indicate post-fit values, where VPDF is not included in the �2-calculus, for each of the PDF set studied. The black triangle
indicates the pre-fit value of the nominal NNLO pQCD predictions, when using the PDF4LHC21 PDF set. The shaded area
indicates ranges, which are not included in the nominal combined fits (for the CMS 13TeV triple-di↵erential data, there is
some ambiguity due to the second y cut, y⇤ or yb, respectively).

It is observed that the pre-fits yield reasonable �2 values, indicating an initial good agreement between the NNLO
predictions and the data. Significant exceptions are only observed for very large values of y⇤, yb, or ymax, which may
be related to the increased PDF dependence in these kinematic regions, and either poorly determined PDFs or too
tight PDF uncertainities. It is further observed that the post-fit values of �2/ndof yield reasonable values ranging
from 0.29 to 2.5, while most of the values are around unity, i.e. in the range between 0.6 to 1.3. The �2/ndof values for
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the di↵erent PDF sets are reasonably consistent. The values for ABMP and HERAPDF2.0 are slightly higher, which
is expected, since these PDFs include few or no data from the LHC experiments. The PDF4LHC21 PDF set shows
good agreement with the data in all fits, and this PDF set has often one of the smallest �2/ndof values of all PDF
variants, which supports the choice of PDF4LHC21 for our main result. In several fits, the �2/ndof values without
PDF uncertainty are somewhat larger than those with PDF uncertainties included, which indicates the importance
of the PDF uncertainty in these bins. The �2/ndof values of the fits to all data of a single data set (All) also yield
reasonable values with �2/ndof value ranging from 0.8 to 1.6. However, for some data sets, these �2/ndof values are
somewhat larger than the ones obtained for individual y ranges. This may indicate some slight tension in these data
and originate from the assumptions of the correlation model of the data systematic uncertainties, or from PDFs.

In conclusion, we observe, that the NNLO predictions provide an overall good description of the data and are
suitable for an unbiased determination of ↵s(mZ). For our nominal fits, we impose cuts on y⇤ < 2.0 and yb < 1.0 to
reduce the PDF sensitivity and reduce some moderate tensions within certain data sets.

b. Multiple data sets analysed together

To assess the consistency between the individual data sets, ↵s fits are performed considering data points from all
data sets. Since the CMS 13TeV data are provided in both double- and triple-di↵erential forms, but only one of the
two data sets can be included in this combined study due to their statistical correlations, we perform the study twice,
once for each data set.

The various data sets are provided for distinct y⇤ or |y|
max

ranges, and we define three intervals in the following:
0  y⇤ < 1, 1  y⇤ < 2, y⇤ � 2 (the |y|

max
-ranges from Ref. [12] are interpreted as y⇤ for this particular study).
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FIG. 5. Left: Post-fit values of �2/ndof of ↵s-fits in three distinct y⇤-ranges (0  y⇤ < 1, 1  y⇤ < 2, y⇤ � 2). More details,
see Fig. 4. Right: Post-fit values of �2/ndof of ↵s-fits in nine distinct mjj-ranges. Excellent consistency of the four data sets,
and the data and NNLO predictions is observed. The leftmost entries show the �2/ndof values of the nominal combined fit to
all dijet data.

The resulting �2/ndof values are displayed in Fig. 5 (left) and excellent �2/ndof values around unity are obtained
for all three y⇤ ranges and for di↵erent PDF sets. It is also observed that including PDF uncertainties in �2 alters
the �2/ndof values only slightly, which indicates an excellent agreement of the PDFs with the data, as well as small
PDF uncertainties. However, a fit to all three y⇤ ranges at a time yields a somewhat increased �2/ndof value and
thus indicating a slight tension between all data. In order to avoid a possible bias from that, and to reduce further
the PDF dependence, we drop the data with y⇤ > 2 (or ymax > 2, respectively) in the nominal fit. This restriction

all LHC datasets:

• pre- and post-fit X2 reasonable; 
exceptions only at very large   
y*, yb or ymax

• y*,(max) < 2, yb < 1 in nominal fits
• X2 using different pdfs 

reasonably consistent • overall, the NNLO calculations provide good description 

• 𝝰s determined in individual bins of datasets:
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tors of 0.5 or 2 as an uncertainty (denoted as “(µ0)”).
An additional scale uncertainty accounts for missing

higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the di↵erence between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
�2/ndof = 0.92 and the value of ↵s(mZ) is determined to
be

↵s(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0)
(17)(µR,µF)

.

Fits of ↵s(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].
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FIG. 1. Comparison of ↵s(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The ↵s(mZ) values are consistent with the

Data set �2/ndof ↵s(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (0) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (1) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (0) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (0) (22)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (0) (24)

TABLE II. Results of ↵s(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of ↵s(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-di↵erential (2D) or triple-di↵erential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

world average value. It is observed that the determina-
tion of ↵s(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to
any individual data set. An additional variant of the
nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)
taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 41, 42] using the complete NNLO pQCD pre-
dictions [37, 43, 44]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.
In the combined fit to HERA plus LHC data, alto-

gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (0)(µ0)
(22)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO
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tors of 0.5 or 2 as an uncertainty (denoted as “(µ0)”).
An additional scale uncertainty accounts for missing

higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the di↵erence between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
�2/ndof = 0.92 and the value of ↵s(mZ) is determined to
be

↵s(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0)
(17)(µR,µF)

.

Fits of ↵s(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].
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FIG. 1. Comparison of ↵s(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The ↵s(mZ) values are consistent with the

Data set �2/ndof ↵s(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (1) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (1) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (1) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (1) (22)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (1) (24)

TABLE II. Results of ↵s(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of ↵s(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-di↵erential (2D) or triple-di↵erential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

world average value. It is observed that the determina-
tion of ↵s(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to
any individual data set. An additional variant of the
nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)
taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 41, 42] using the complete NNLO pQCD pre-
dictions [37, 43, 44]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.
In the combined fit to HERA plus LHC data, alto-

gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (1)(µ0)
(22)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO

• 𝝰s  including HERA+LHC 
• good consistency between HERA and LHC
• further reduced experimental uncertainty
• scale uncertainty dominates as HERA data 

sit at lower energy scales
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𝝰s fit results

• perform fits to:

• each individual LHC dijet data set

• all LHC dijet data sets (with either CMS 2D or 3D)

• 𝝰s from individual data sets: 
• all fits with good X2

• experimental uncert: 0.0020 – 0.0039
• data sets with larger integrated luminosities or higher CM energies yield smaller uncertainties

• 𝝰s  determination using all 5 LHC dijet data sets yields reduced experimental uncertainties 
(benefits from independent measurements, extended kinematic ranges and multiple CM energies)

3

uncertainties. In order to represent these two theoretical
uncertainty components, we report half of the di↵erence
between two fits with µ0 varied by factors of 0.5 or 2 as
an uncertainty (denoted as “(µ0)” or PDFµ0).

Further uncertainties due to additional uncertainties in
the predictions are derived as follows. The starting scale
of the PDF evolution, µ0, can be arbitrarily chosen, and
is thus associated with an uncertainty. We repeat the fit
with µ0 varied by factors of 0.5 or 2 and report half of
the di↵erence between these two fit results as an uncer-
tainty (denoted as “(µ0)” or PDFµ0). In addition, also
the value of ↵s(mZ) as used in the PDF determination
needs to be considered as uncertain. However, such an
uncertainty in the PDFs is closely related to the choice of
the starting scale µ0 in the PDF evolution, and is e↵ec-
tively covered by its variation, and therefore is not con-
sidered separately. Dedicated fits with PDFs that were
determined with di↵erent values of ↵s(mZ) support this
statement and we observe that the PDFµ0 uncertainty
corresponds approximately to a variation of ±0.001 of
↵s(mZ) in the PDF set.

An additional scale uncertainty accounts for missing
higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the di↵erence between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
�2/ndof = 0.92 and the value of ↵s(mZ) is determined to
be

↵s(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0)
(17)(µR,µF)

.

Fits of ↵s(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The ↵s(mZ) values are consistent with the
world average value. It is observed that the determina-
tion of ↵s(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to
any individual data set. An additional variant of the
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FIG. 1. Comparison of ↵s(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

Data set �2/ndof ↵s(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (0) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (0) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (0) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (0) (22)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (0) (24)

TABLE II. Results of ↵s(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of ↵s(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-di↵erential (2D) or triple-di↵erential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)

3

uncertainties. In order to represent these two theoretical
uncertainty components, we report half of the di↵erence
between two fits with µ0 varied by factors of 0.5 or 2 as
an uncertainty (denoted as “(µ0)” or PDFµ0).

Further uncertainties due to additional uncertainties in
the predictions are derived as follows. The starting scale
of the PDF evolution, µ0, can be arbitrarily chosen, and
is thus associated with an uncertainty. We repeat the fit
with µ0 varied by factors of 0.5 or 2 and report half of
the di↵erence between these two fit results as an uncer-
tainty (denoted as “(µ0)” or PDFµ0). In addition, also
the value of ↵s(mZ) as used in the PDF determination
needs to be considered as uncertain. However, such an
uncertainty in the PDFs is closely related to the choice of
the starting scale µ0 in the PDF evolution, and is e↵ec-
tively covered by its variation, and therefore is not con-
sidered separately. Dedicated fits with PDFs that were
determined with di↵erent values of ↵s(mZ) support this
statement and we observe that the PDFµ0 uncertainty
corresponds approximately to a variation of ±0.001 of
↵s(mZ) in the PDF set.

An additional scale uncertainty accounts for missing
higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the di↵erence between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
�2/ndof = 0.92 and the value of ↵s(mZ) is determined to
be

↵s(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0)
(17)(µR,µF)

.

Fits of ↵s(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The ↵s(mZ) values are consistent with the
world average value. It is observed that the determina-
tion of ↵s(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to
any individual data set. An additional variant of the
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FIG. 1. Comparison of ↵s(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

Data set �2/ndof ↵s(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (0) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (0) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (0) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (0) (22)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (0) (24)

TABLE II. Results of ↵s(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of ↵s(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-di↵erential (2D) or triple-di↵erential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)

3

tors of 0.5 or 2 as an uncertainty (denoted as “(µ0)”).
An additional scale uncertainty accounts for missing

higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the di↵erence between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
�2/ndof = 0.92 and the value of ↵s(mZ) is determined to
be

↵s(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0)
(17)(µR,µF)

.

Fits of ↵s(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].
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FIG. 1. Comparison of ↵s(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The ↵s(mZ) values are consistent with the

Data set �2/ndof ↵s(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (0) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (0) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (0) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (0) (22)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (0) (24)

TABLE II. Results of ↵s(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of ↵s(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-di↵erential (2D) or triple-di↵erential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

world average value. It is observed that the determina-
tion of ↵s(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to
any individual data set. An additional variant of the
nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)
taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 42, 43] using the complete NNLO pQCD pre-
dictions [41, 44, 45]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.
In the combined fit to HERA plus LHC data, alto-

gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (0)(µ0)
(29)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO

3

tors of 0.5 or 2 as an uncertainty (denoted as “(µ0)”).
An additional scale uncertainty accounts for missing

higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the di↵erence between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
�2/ndof = 0.92 and the value of ↵s(mZ) is determined to
be

↵s(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0)
(17)(µR,µF)

.

Fits of ↵s(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].
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FIG. 1. Comparison of ↵s(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The ↵s(mZ) values are consistent with the

Data set �2/ndof ↵s(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (0) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (0) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (0) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (0) (22)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (0) (24)

TABLE II. Results of ↵s(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of ↵s(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-di↵erential (2D) or triple-di↵erential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

world average value. It is observed that the determina-
tion of ↵s(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to
any individual data set. An additional variant of the
nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)
taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 42, 43] using the complete NNLO pQCD pre-
dictions [41, 44, 45]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.
In the combined fit to HERA plus LHC data, alto-

gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (0)(µ0)
(29)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO

3

tors of 0.5 or 2 as an uncertainty (denoted as “(µ0)”).
An additional scale uncertainty accounts for missing

higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the di↵erence between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
�2/ndof = 0.92 and the value of ↵s(mZ) is determined to
be

↵s(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0)
(17)(µR,µF)

.

Fits of ↵s(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].
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FIG. 1. Comparison of ↵s(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The ↵s(mZ) values are consistent with the

Data set �2/ndof ↵s(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (0) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (0) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (0) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (0) (22)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (0) (24)

TABLE II. Results of ↵s(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of ↵s(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-di↵erential (2D) or triple-di↵erential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

world average value. It is observed that the determina-
tion of ↵s(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to
any individual data set. An additional variant of the
nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)
taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 42, 43] using the complete NNLO pQCD pre-
dictions [41, 44, 45]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.
In the combined fit to HERA plus LHC data, alto-

gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (0)(µ0)
(29)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO

3

tors of 0.5 or 2 as an uncertainty (denoted as “(µ0)”).
An additional scale uncertainty accounts for missing

higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the di↵erence between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
�2/ndof = 0.92 and the value of ↵s(mZ) is determined to
be

↵s(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0)
(17)(µR,µF)

.

Fits of ↵s(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].
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FIG. 1. Comparison of ↵s(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The ↵s(mZ) values are consistent with the

Data set �2/ndof ↵s(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (0) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (0) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (0) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (0) (22)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (0) (24)

TABLE II. Results of ↵s(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of ↵s(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-di↵erential (2D) or triple-di↵erential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

world average value. It is observed that the determina-
tion of ↵s(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to
any individual data set. An additional variant of the
nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)
taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 42, 43] using the complete NNLO pQCD pre-
dictions [41, 44, 45]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.
In the combined fit to HERA plus LHC data, alto-

gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (0)(µ0)
(29)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO

3

tors of 0.5 or 2 as an uncertainty (denoted as “(µ0)”).
An additional scale uncertainty accounts for missing

higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the di↵erence between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
�2/ndof = 0.92 and the value of ↵s(mZ) is determined to
be

↵s(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0)
(17)(µR,µF)

.

Fits of ↵s(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].
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FIG. 1. Comparison of ↵s(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The ↵s(mZ) values are consistent with the

Data set �2/ndof ↵s(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (1) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (1) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (1) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (1) (22)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (1) (24)

TABLE II. Results of ↵s(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of ↵s(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-di↵erential (2D) or triple-di↵erential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

world average value. It is observed that the determina-
tion of ↵s(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to
any individual data set. An additional variant of the
nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)
taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 41, 42] using the complete NNLO pQCD pre-
dictions [37, 43, 44]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.
In the combined fit to HERA plus LHC data, alto-

gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (1)(µ0)
(22)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO
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tors of 0.5 or 2 as an uncertainty (denoted as “(µ0)”).
An additional scale uncertainty accounts for missing

higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the di↵erence between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
�2/ndof = 0.92 and the value of ↵s(mZ) is determined to
be

↵s(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0)
(17)(µR,µF)

.

Fits of ↵s(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].
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FIG. 1. Comparison of ↵s(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The ↵s(mZ) values are consistent with the

Data set �2/ndof ↵s(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (1) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (1) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (1) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (1) (22)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (1) (24)

TABLE II. Results of ↵s(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of ↵s(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-di↵erential (2D) or triple-di↵erential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

world average value. It is observed that the determina-
tion of ↵s(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to
any individual data set. An additional variant of the
nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)
taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 41, 42] using the complete NNLO pQCD pre-
dictions [37, 43, 44]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.
In the combined fit to HERA plus LHC data, alto-

gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (1)(µ0)
(22)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO

• 𝝰s  using HERA dijets represents first NNLO 
determination using only DIS dijet production 
from both H1 and ZEUS

• 𝝰s  determination including HERA+LHC
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uncertainties. In order to represent these two theoretical
uncertainty components, we report half of the di↵erence
between two fits with µ0 varied by factors of 0.5 or 2 as
an uncertainty (denoted as “(µ0)” or PDFµ0).

Further uncertainties due to additional uncertainties in
the predictions are derived as follows. The starting scale
of the PDF evolution, µ0, can be arbitrarily chosen, and
is thus associated with an uncertainty. We repeat the fit
with µ0 varied by factors of 0.5 or 2 and report half of
the di↵erence between these two fit results as an uncer-
tainty (denoted as “(µ0)” or PDFµ0). In addition, also
the value of ↵s(mZ) as used in the PDF determination
needs to be considered as uncertain. However, such an
uncertainty in the PDFs is closely related to the choice of
the starting scale µ0 in the PDF evolution, and is e↵ec-
tively covered by its variation, and therefore is not con-
sidered separately. Dedicated fits with PDFs that were
determined with di↵erent values of ↵s(mZ) support this
statement and we observe that the PDFµ0 uncertainty
corresponds approximately to a variation of ±0.001 of
↵s(mZ) in the PDF set.

An additional scale uncertainty accounts for missing
higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the di↵erence between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
�2/ndof = 0.92 and the value of ↵s(mZ) is determined to
be

↵s(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0)
(17)(µR,µF)

.

Fits of ↵s(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The ↵s(mZ) values are consistent with the
world average value. It is observed that the determina-
tion of ↵s(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to
any individual data set. An additional variant of the

0.110 0.120
)Z(msα

JE
T

N
N
LO

 a
nd

 
A
PP
Lf
as
t

[PDG23] World average

HERA+LHC dijet data
HERA dijet data

[NNLO]Global dijet data 

LHC dijet data

(R=0.8)TeV 3D  CMS 13
(R=0.8)TeV 2D  CMS 13

(R=0.4)TeV  ATLAS 13
(R=0.7)TeV  CMS 8
(R=0.7)TeV  CMS 7

(R=0.6)TeV  ATLAS 7
[NNLO]LHC dijet data 

 from Dijet Cross Sections in NNLOsα

FIG. 1. Comparison of ↵s(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

Data set �2/ndof ↵s(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (0) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (0) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (0) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (0) (22)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (0) (24)

TABLE II. Results of ↵s(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of ↵s(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-di↵erential (2D) or triple-di↵erential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)

𝝰s at the scale of MZ

• excellent consistency with world average:

• 𝝰s  main result (“LHC dijet”): 

• uses all 5 LHC dijet datasets 
• with CMS 2D (smaller sensitivity to pdf parameters, 

and reaches higher values of mjj c.f. 3D)
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tors of 0.5 or 2 as an uncertainty (denoted as “(µ0)”).
An additional scale uncertainty accounts for missing

higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the di↵erence between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
�2/ndof = 0.92 and the value of ↵s(mZ) is determined to
be

↵s(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0)
(17)(µR,µF)

.

Fits of ↵s(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].
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FIG. 1. Comparison of ↵s(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The ↵s(mZ) values are consistent with the

Data set �2/ndof ↵s(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (0) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (0) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (0) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (0) (22)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (0) (24)

TABLE II. Results of ↵s(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of ↵s(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-di↵erential (2D) or triple-di↵erential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

world average value. It is observed that the determina-
tion of ↵s(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to
any individual data set. An additional variant of the
nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)
taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 42, 43] using the complete NNLO pQCD pre-
dictions [41, 44, 45]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.
In the combined fit to HERA plus LHC data, alto-

gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (0)(µ0)
(29)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO
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µavg
R [GeV] ↵s(mZ) ↵s(µR)

7.4 0.1214 (28) (1) (69) 0.2013 (82) (4) (196)
10.1 0.1207 (15) (1) (56) 0.1840 (37) (2) (130)
13.3 0.1171 (15) (0) (41) 0.1654 (31) (0) (77)
17.2 0.1151 (20) (0) (29) 0.1530 (36) (1) (47)
20.1 0.1160 (20) (1) (31) 0.1498 (34) (1) (46)
24.5 0.1159 (18) (0) (27) 0.1442 (29) (1) (37)
29.3 0.1175 (23) (0) (24) 0.1418 (33) (0) (32)
36.0 0.1171 (26) (0) (25) 0.1362 (35) (1) (33)
49.0 0.1157 (26) (1) (17) 0.1275 (31) (1) (20)
77.5 0.1105 (37) (3) ( 8) 0.1131 (39) (3) (12)
250 0.1180 (15) (1) (14) 0.1025 (11) (1) (11)
370 0.1181 (15) (1) (16) 0.0975 (10) (1) (11)
550 0.1174 (15) (1) (19) 0.0925 ( 9) (1) (12)
810 0.1173 (15) (2) (20) 0.0885 ( 9) (1) (11)

1175 0.1171 (16) (2) (22) 0.0848 ( 8) (1) (12)
1760 0.1171 (17) (2) (24) 0.0813 ( 8) (1) (12)
2545 0.1171 (18) (2) (26) 0.0783 ( 8) (1) (12)
3490 0.1171 (20) (2) (28) 0.0760 ( 8) (1) (12)
4880 0.1185 (31) (3) (34) 0.0742 (12) (1) (13)
7040 0.1232 (128) (12) (37) 0.0734 (43) (4) (30)

TABLE III. Results for the running of the strong cou-
pling. The values are reported for di↵erent µR intervals. The
columns show the central µR value, the resulting value of
↵s(mZ), and the corresponding value of ↵s(µR). The brackets
denote the (fit,PDF), the (µ0) and the (µR, µF) uncertainty.

taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 42, 43] using the complete NNLO pQCD pre-
dictions [41, 44, 45]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.

In the combined fit to HERA plus LHC data, alto-
gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (0)(µ0)
(29)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO
pQCD predictions. The ↵s value is found to be in excel-
lent agreement with the world average value of ↵s(mZ)
of 0.1180 (10) [6]. As expected, the experimental uncer-
tainties are reduced in the combined fit as compared to
the fits to HERA or LHC data alone. However, the scale
uncertainty is found to be the dominant uncertainty and
is significantly larger than in the fit to LHC data alone.
This is due to the HERA data, which reside at lower
energy scales and thus exhibit larger scale uncertainties.
In this context, the scale variations of the dijet predic-
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FIG. 2. Running of the strong coupling as a function of the
chosen renormalization scale. The inner error bars indicate
the (fit,PDF) uncertainty, and the outer error bars the total
uncertainty. The upper panel displays the values ↵s(µR) and
the lower panel displays the respective ↵s(mZ) value and the
world average value [6]. The hatched area indicates the value
of ↵s(mZ) from LHC dijet data and its running as a function
of µR.

tions for the ep and pp cross sections are considered to
be uncorrelated. The scale uncertainty is then derived
by combining the individual scale uncertainties from the
two processes in quadrature.

V. Running of the strong coupling The asymp-
totic behavior of the strong coupling is one of the key
properties of QCD [2–4]. Its prediction needs to be val-
idated with experimental data, for example by probing
the running of ↵s(µR) by determining ↵s at di↵erent val-
ues of µR. For such a study, dijet cross sections repre-
sent a particularly powerful opportunity, since the dijet
system provides a natural choice for the renormalization
scale µR, which in principle could be chosen freely. As
before, for dijet production in pp collisions µR is identi-
fied with mjj, while for ep data µ2

R
= Q2 + hpTi21,2 [23] is

used. The µR values of the HERA and LHC dijet cross
sections span over three orders of magnitude from about
7GeV up to 7TeV.
Each cross section measurement is then assigned a sin-

gle representative value of µR. These values are used
(only) to group the data into 20 distinct µR intervals. It
is confirmed that in each µR interval, data from multiple
data sets are considered.

We then perform a single fit to all dijet data, where, for
each of the individual ranges of mjj, a separate ↵s(mZ)
value is used for the prediction. In this fit, the assump-
tion of the QCD running enters in each interval only
within a very limited range, and in the evolution of the

𝝰s running 

• test running of strong coupling:
• perform 𝝰s fits to subsets of data 

points at similar scale
• assumes running to be valid within 

limited range covered by interval
• all fits have good X2

• results:
• consistent with expectation at all 

scales (7 GeV ≲ μ ≲ 7 TeV )
• at scales of a few hundred GeV, 

experimental and theory uncertainties 
of similar size (±0.0015)

• scale uncertainty dominates at low μ 

• scales up to 7 TeV probed for the 

first time 

technical fit parameters 𝝰s(MZ) 
evolved to appropriate scale 𝝰s(μR)
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µavg
R [GeV] ↵s(mZ) ↵s(µR)

7.4 0.1214 (28) (1) (69) 0.2013 (82) (4) (196)
10.1 0.1207 (15) (1) (56) 0.1840 (37) (2) (130)
13.3 0.1171 (15) (0) (41) 0.1654 (31) (0) (77)
17.2 0.1151 (20) (0) (29) 0.1530 (36) (1) (47)
20.1 0.1160 (20) (1) (31) 0.1498 (34) (1) (46)
24.5 0.1159 (18) (0) (27) 0.1442 (29) (1) (37)
29.3 0.1175 (23) (0) (24) 0.1418 (33) (0) (32)
36.0 0.1171 (26) (0) (25) 0.1362 (35) (1) (33)
49.0 0.1157 (26) (1) (17) 0.1275 (31) (1) (20)
77.5 0.1105 (37) (3) ( 8) 0.1131 (39) (3) (12)
250 0.1180 (15) (1) (14) 0.1025 (11) (1) (11)
370 0.1181 (15) (1) (16) 0.0975 (10) (1) (11)
550 0.1174 (15) (1) (19) 0.0925 ( 9) (1) (12)
810 0.1173 (15) (2) (20) 0.0885 ( 9) (1) (11)

1175 0.1171 (16) (2) (22) 0.0848 ( 8) (1) (12)
1760 0.1171 (17) (2) (24) 0.0813 ( 8) (1) (12)
2545 0.1171 (18) (2) (26) 0.0783 ( 8) (1) (12)
3490 0.1171 (20) (2) (28) 0.0760 ( 8) (1) (12)
4880 0.1185 (31) (3) (34) 0.0742 (12) (1) (13)
7040 0.1232 (128) (12) (37) 0.0734 (43) (4) (30)

TABLE III. Results for the running of the strong cou-
pling. The values are reported for di↵erent µR intervals. The
columns show the central µR value, the resulting value of
↵s(mZ), and the corresponding value of ↵s(µR). The brackets
denote the (fit,PDF), the (µ0) and the (µR, µF) uncertainty.

taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 42, 43] using the complete NNLO pQCD pre-
dictions [41, 44, 45]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.

In the combined fit to HERA plus LHC data, alto-
gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (0)(µ0)
(29)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO
pQCD predictions. The ↵s value is found to be in excel-
lent agreement with the world average value of ↵s(mZ)
of 0.1180 (10) [6]. As expected, the experimental uncer-
tainties are reduced in the combined fit as compared to
the fits to HERA or LHC data alone. However, the scale
uncertainty is found to be the dominant uncertainty and
is significantly larger than in the fit to LHC data alone.
This is due to the HERA data, which reside at lower
energy scales and thus exhibit larger scale uncertainties.
In this context, the scale variations of the dijet predic-
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FIG. 2. Running of the strong coupling as a function of the
chosen renormalization scale. The inner error bars indicate
the (fit,PDF) uncertainty, and the outer error bars the total
uncertainty. The upper panel displays the values ↵s(µR) and
the lower panel displays the respective ↵s(mZ) value and the
world average value [6]. The hatched area indicates the value
of ↵s(mZ) from LHC dijet data and its running as a function
of µR.

tions for the ep and pp cross sections are considered to
be uncorrelated. The scale uncertainty is then derived
by combining the individual scale uncertainties from the
two processes in quadrature.

V. Running of the strong coupling The asymp-
totic behavior of the strong coupling is one of the key
properties of QCD [2–4]. Its prediction needs to be val-
idated with experimental data, for example by probing
the running of ↵s(µR) by determining ↵s at di↵erent val-
ues of µR. For such a study, dijet cross sections repre-
sent a particularly powerful opportunity, since the dijet
system provides a natural choice for the renormalization
scale µR, which in principle could be chosen freely. As
before, for dijet production in pp collisions µR is identi-
fied with mjj, while for ep data µ2

R
= Q2 + hpTi21,2 [23] is

used. The µR values of the HERA and LHC dijet cross
sections span over three orders of magnitude from about
7GeV up to 7TeV.
Each cross section measurement is then assigned a sin-

gle representative value of µR. These values are used
(only) to group the data into 20 distinct µR intervals. It
is confirmed that in each µR interval, data from multiple
data sets are considered.

We then perform a single fit to all dijet data, where, for
each of the individual ranges of mjj, a separate ↵s(mZ)
value is used for the prediction. In this fit, the assump-
tion of the QCD running enters in each interval only
within a very limited range, and in the evolution of the
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PDFs from µ0 to µF (using µ0 = 90GeV and µF = µR).
The technical fit parameter of ↵s(mZ) in each interval is
evolved to the appropriate scale value ↵s(µR) as needed
for the computation of the NNLO prediction. The advan-
tage of a single fit to determine multiple ↵s(mZ) values at
a time, in comparison to an alternative approach where
each value is determined in a separate fit [23, 28], is that
the inference benefits from constraints on the correlated
experimental uncertainties, as well as on the PDF uncer-
tainties. In addition, the uncertainties in the resulting
↵s(mZ) values have known correlations and these values
can therefore be used in further analyses. It has to be
noted, that the lowest µR interval needs to be consid-
ered with some care, since these data are below the 2mb

threshold, and thus our computations in the five flavor
number scheme are at the edge of their validity. However,
it is found that these data do not impact other data in
the fit, which is also seen from the resulting weak correla-
tions, and thus this result can be neglected also at a later
stage. The result at µR = 7.4GeV is therefore reported
here for completeness as in previous analyses [23, 41].

The results from this single fit are presented in Ta-
ble III and the related correlations of the (fit,PDF) un-
certainty are listed in Appendix E. The results are com-
pared to the expectation from the QCD RGE in Fig. 2,
where in the lower panel the results of the 20 fit param-
eters for ↵s(mZ) are displayed, while the upper panel
shows the respective values for ↵s(µR). The ↵s(mZ) val-
ues are evolved to the central value of each µR interval,
illustrating the running of the strong coupling. Overall,
excellent agreement with the expectation from the RGE
running (when using the world average value for ↵s(mZ))
is observed over the entire range from about 7GeV up to
7TeV. At scales of about a few hundred GeV, the size of
the experimental and theoretical uncertainties are of sim-
ilar size (about ±0.0015), while in the TeV regime the ex-
perimental uncertainties dominate. In Fig. 3 our results
are further compared to ↵s extractions from inclusive jet
and dijet data by the H1 and ZEUS collaborations at
HERA [23, 43], event shape observables at the PETRA
or LEP e+e� colliders [46–49], a result from a global
electroweak fit [6] and measurements of energy–energy
correlations in pp collisions by ATLAS at the LHC [28].
Our results exhibit significantly smaller uncertainties and
cover a significantly larger range in scale than any previ-
ous determination of ↵s(µR).

VI. Summary We have determined the strong cou-
pling ↵s(mZ) from dijet data for the first time based on
complete NNLO pQCD predictions. Using LHC data col-
lected by the ATLAS and CMS collaborations at center-
of-mass energies of 7, 8, and 13 TeV the strong coupling
is determined to be

↵s(mZ) = 0.1178 (22)(tot) ,

where experimental, PDF, and scale uncertainties are all
of similar size. This value is consistent with the world
average.
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FIG. 3. Left: Running of the strong coupling as a function
of the chosen renormalization scale. The inner error bars in-
dicate the (fit,PDF) uncertainty, and the outer error bars the
total uncertainty. The upper panel displays the values ↵s(µR)
and the lower panel displays the respective ↵s(mZ) value and
the world average value [6]. The shaded area indicates the
value of ↵s(mZ) from LHC dijet data and its running as a
function of µR.

Including dijet cross sections measured in electron–
proton collisions at the HERA collider, makes this one
of the most comprehensive and precise tests of the QCD
renormalization group running of ↵s(µ) to date. The
running is probed by a fit to individual mjj ranges, and
excellent agreement is found with the running predicted
by QCD. Through the inclusion of both HERA and LHC
data, the behavior of the strong coupling as a function of
energy is tested over an unprecedented range, from about
7GeV to 7TeV. The presented results significantly im-
prove our knowledge of the strong coupling in the TeV
regime compared to previous determinations.

Note added Recently, the CMS Collaboration has re-
leased a determination of ↵s and its running in the range
103GeV < µR < 1600GeV using inclusive jet data at the
LHC at various

p
s [50] in addition to HERA DIS data.

Their determination make use of NNLO pQCD predic-
tions in the leading-color approximation. Their results
are in agreement with ours.
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𝝰s in a global context

• smaller uncertainties and cover significantly larger range in scale than any previous determination
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summary

• using multiple selected LHC dijet data sets 
from ATLAS and CMS at 7, 8 and 13 TeV, 
𝝰s(MZ) is determined:

• strong coupling 𝝰s determined from 
dijet data for the first time based on 
complete NNLO QCD calculations 
(with sub-leading colour contributions)
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here for completeness as in previous analyses [23, 41].
The results from this single fit are presented in Ta-

ble III and the related correlations of the (fit,PDF) un-
certainty are listed in Appendix E. The results are com-
pared to the expectation from the QCD RGE in Fig. 2,
where in the lower panel the results of the 20 fit param-
eters for ↵s(mZ) are displayed, while the upper panel
shows the respective values for ↵s(µR). The ↵s(mZ) val-
ues are evolved to the central value of each µR interval,
illustrating the running of the strong coupling. Overall,
excellent agreement with the expectation from the RGE
running (when using the world average value for ↵s(mZ))
is observed over the entire range from about 7GeV up to
7TeV. At scales of about a few hundred GeV, the size of
the experimental and theoretical uncertainties are of sim-
ilar size (about ±0.0015), while in the TeV regime the ex-
perimental uncertainties dominate. In Fig. 3 our results
are further compared to ↵s extractions from inclusive jet
and dijet data by the H1 and ZEUS collaborations at
HERA [23, 43], event shape observables at the PETRA
or LEP e+e� colliders [46–49], a result from a global
electroweak fit [6] and measurements of energy–energy
correlations in pp collisions by ATLAS at the LHC [28].
Our results exhibit significantly smaller uncertainties and
cover a significantly larger range in scale than any previ-
ous determination of ↵s(µR).

VI. Summary We have determined the strong cou-
pling ↵s(mZ) from dijet data for the first time based on
complete NNLO pQCD predictions. Using LHC data col-
lected by the ATLAS and CMS collaborations at center-
of-mass energies of 7, 8, and 13 TeV the strong coupling
is determined to be

↵s(mZ) = 0.1178 (22)(tot) ,

where experimental, PDF, and scale uncertainties are all
of similar size. This value is consistent with the world
average.

Including dijet cross sections measured in electron–
proton collisions at the HERA collider, makes this one
of the most comprehensive and precise tests of the QCD
renormalization group running of ↵s(µ) to date. The
running is probed by a fit to individual mjj ranges, and
excellent agreement is found with the running predicted
by QCD. Through the inclusion of both HERA and LHC
data, the behavior of the strong coupling as a function of
energy is tested over an unprecedented range, from about
7GeV to 7TeV. The presented results significantly im-
prove our knowledge of the strong coupling in the TeV
regime compared to previous determinations.

Note added Recently, the CMS Collaboration has re-
leased a determination of ↵s and its running in the range
103GeV < µR < 1600GeV using inclusive jet data at the
LHC at various

p
s [50] in addition to HERA DIS data.

Their determination make use of NNLO pQCD predic-
tions in the leading-color approximation. Their results
are in agreement with ours.
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FIG. 3. Left: Running of the strong coupling as a function
of the chosen renormalization scale. The inner error bars in-
dicate the (fit,PDF) uncertainty, and the outer error bars the
total uncertainty. The upper panel displays the values ↵s(µR)
and the lower panel displays the respective ↵s(mZ) value and
the world average value [6]. The shaded area indicates the
value of ↵s(mZ) from LHC dijet data and its running as a
function of µR.
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about  7 GeV to 7 TeV
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PDFs from µ0 to µF (using µ0 = 90GeV and µF = µR).
The technical fit parameter of ↵s(mZ) in each interval is
evolved to the appropriate scale value ↵s(µR) as needed
for the computation of the NNLO prediction. The advan-
tage of a single fit to determine multiple ↵s(mZ) values at
a time, in comparison to an alternative approach where
each value is determined in a separate fit [23, 28], is that
the inference benefits from constraints on the correlated
experimental uncertainties, as well as on the PDF uncer-
tainties. In addition, the uncertainties in the resulting
↵s(mZ) values have known correlations and these values
can therefore be used in further analyses. It has to be
noted, that the lowest µR interval needs to be consid-
ered with some care, since these data are below the 2mb

threshold, and thus our computations in the five flavor
number scheme are at the edge of their validity. However,
it is found that these data do not impact other data in
the fit, which is also seen from the resulting weak correla-
tions, and thus this result can be neglected also at a later
stage. The result at µR = 7.4GeV is therefore reported
here for completeness as in previous analyses [23, 41].

The results from this single fit are presented in Ta-
ble III and the related correlations of the (fit,PDF) un-
certainty are listed in Appendix E. The results are com-
pared to the expectation from the QCD RGE in Fig. 2,
where in the lower panel the results of the 20 fit param-
eters for ↵s(mZ) are displayed, while the upper panel
shows the respective values for ↵s(µR). The ↵s(mZ) val-
ues are evolved to the central value of each µR interval,
illustrating the running of the strong coupling. Overall,
excellent agreement with the expectation from the RGE
running (when using the world average value for ↵s(mZ))
is observed over the entire range from about 7GeV up to
7TeV. At scales of about a few hundred GeV, the size of
the experimental and theoretical uncertainties are of sim-
ilar size (about ±0.0015), while in the TeV regime the ex-
perimental uncertainties dominate. In Fig. 3 our results
are further compared to ↵s extractions from inclusive jet
and dijet data by the H1 and ZEUS collaborations at
HERA [23, 43], event shape observables at the PETRA
or LEP e+e� colliders [46–49], a result from a global
electroweak fit [6] and measurements of energy–energy
correlations in pp collisions by ATLAS at the LHC [28].
Our results exhibit significantly smaller uncertainties and
cover a significantly larger range in scale than any previ-
ous determination of ↵s(µR).

VI. Summary We have determined the strong cou-
pling ↵s(mZ) from dijet data for the first time based on
complete NNLO pQCD predictions. Using LHC data col-
lected by the ATLAS and CMS collaborations at center-
of-mass energies of 7, 8, and 13 TeV the strong coupling
is determined to be

↵s(mZ) = 0.1178 (22)(tot) ,

where experimental, PDF, and scale uncertainties are all
of similar size. This value is consistent with the world
average.
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FIG. 3. Left: Running of the strong coupling as a function
of the chosen renormalization scale. The inner error bars in-
dicate the (fit,PDF) uncertainty, and the outer error bars the
total uncertainty. The upper panel displays the values ↵s(µR)
and the lower panel displays the respective ↵s(mZ) value and
the world average value [6]. The shaded area indicates the
value of ↵s(mZ) from LHC dijet data and its running as a
function of µR.

Including dijet cross sections measured in electron–
proton collisions at the HERA collider, makes this one
of the most comprehensive and precise tests of the QCD
renormalization group running of ↵s(µ) to date. The
running is probed by a fit to individual mjj ranges, and
excellent agreement is found with the running predicted
by QCD. Through the inclusion of both HERA and LHC
data, the behavior of the strong coupling as a function of
energy is tested over an unprecedented range, from about
7GeV to 7TeV. The presented results significantly im-
prove our knowledge of the strong coupling in the TeV
regime compared to previous determinations.

Note added Recently, the CMS Collaboration has re-
leased a determination of ↵s and its running in the range
103GeV < µR < 1600GeV using inclusive jet data at the
LHC at various

p
s [50] in addition to HERA DIS data.

Their determination make use of NNLO pQCD predic-
tions in the leading-color approximation. Their results
are in agreement with ours.
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Supplementary material

1. Consistency study

Before determining the value of ↵s(mZ) from dijet cross section measurements, we perform a study to investigate
the agreement between the NNLO pQCD predictions and the data, and to test the self-consistency of the individual
data sets, as well as the consistency of multiple data sets together.

a. Individual data sets

Determinations of ↵s are performed for individual y⇤, yb, ymax bins of the individual data sets. Each double-
di↵erential data sets has five or six y⇤ (yb, ymax) ranges, and these are studied separately in the following. For
the triple-di↵erential CMS 8TeV cross sections we study the six (y⇤,yb)-bins separately. For the triple-di↵erential
CMS 13TeV data, three studies are performed for individual y⇤, yb, or ymax ranges. We consider the PDF sets
PDF4LHC21 [38], CT18 [71], MSHT [69], NNPDF3.1 [70], NNPDF4.0 [73], ABMP [72], and HERAPDF2.0 [74]. In
addition, we study fits, where the PDF uncertainties are not considerd in the �2 calculus (denoted as Excl. �(PDF)).
The resulting values of �2/ndof of these fits with a variety of PDF sets are displayed in FIG. 4.
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FIG. 4. Post-fit �2/ndof values of ↵s(mZ)-fits to individual y⇤ or yb-ranges of each data set, and values from fits to entire
single data sets (denoted as All). The top row shows dijet cross sections from ATLAS and CMS at 7TeV, CMS at 8TeV,
and ATLAS at 13TeV. The bottom row shows the �2/ndof values for the double-di↵erential data from CMS at 13TeV (left),
and three studies of the triple-di↵erential CMS 13TeV data for individual y⇤, yb, or ymax ranges. The color coding indicates
di↵erent PDF sets, as specified in the Panel. The colored markers are vertically displaced for better visibility. The open markers
indicate post-fit values, where VPDF is not included in the �2-calculus, for each of the PDF set studied. The black triangle
indicates the pre-fit value of the nominal NNLO pQCD predictions, when using the PDF4LHC21 PDF set. The shaded area
indicates ranges, which are not included in the nominal combined fits (for the CMS 13TeV triple-di↵erential data, there is
some ambiguity due to the second y cut, y⇤ or yb, respectively).

It is observed that the pre-fits yield reasonable �2 values, indicating an initial good agreement between the NNLO
predictions and the data. Significant exceptions are only observed for very large values of y⇤, yb, or ymax, which may
be related to the increased PDF dependence in these kinematic regions, and either poorly determined PDFs or too
tight PDF uncertainities. It is further observed that the post-fit values of �2/ndof yield reasonable values ranging
from 0.29 to 2.5, while most of the values are around unity, i.e. in the range between 0.6 to 1.3. The �2/ndof values for
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the di↵erent PDF sets are reasonably consistent. The values for ABMP and HERAPDF2.0 are slightly higher, which
is expected, since these PDFs include few or no data from the LHC experiments. The PDF4LHC21 PDF set shows
good agreement with the data in all fits, and this PDF set has often one of the smallest �2/ndof values of all PDF
variants, which supports the choice of PDF4LHC21 for our main result. In several fits, the �2/ndof values without
PDF uncertainty are somewhat larger than those with PDF uncertainties included, which indicates the importance
of the PDF uncertainty in these bins. The �2/ndof values of the fits to all data of a single data set (All) also yield
reasonable values with �2/ndof value ranging from 0.8 to 1.6. However, for some data sets, these �2/ndof values are
somewhat larger than the ones obtained for individual y ranges. This may indicate some slight tension in these data
and originate from the assumptions of the correlation model of the data systematic uncertainties, or from PDFs.

In conclusion, we observe, that the NNLO predictions provide an overall good description of the data and are
suitable for an unbiased determination of ↵s(mZ). For our nominal fits, we impose cuts on y⇤ < 2.0 and yb < 1.0 to
reduce the PDF sensitivity and reduce some moderate tensions within certain data sets.

b. Multiple data sets analysed together

To assess the consistency between the individual data sets, ↵s fits are performed considering data points from all
data sets. Since the CMS 13TeV data are provided in both double- and triple-di↵erential forms, but only one of the
two data sets can be included in this combined study due to their statistical correlations, we perform the study twice,
once for each data set.

The various data sets are provided for distinct y⇤ or |y|
max

ranges, and we define three intervals in the following:
0  y⇤ < 1, 1  y⇤ < 2, y⇤ � 2 (the |y|

max
-ranges from Ref. [12] are interpreted as y⇤ for this particular study).
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FIG. 5. Left: Post-fit values of �2/ndof of ↵s-fits in three distinct y⇤-ranges (0  y⇤ < 1, 1  y⇤ < 2, y⇤ � 2). More details,
see Fig. 4. Right: Post-fit values of �2/ndof of ↵s-fits in nine distinct mjj-ranges. Excellent consistency of the four data sets,
and the data and NNLO predictions is observed. The leftmost entries show the �2/ndof values of the nominal combined fit to
all dijet data.

The resulting �2/ndof values are displayed in Fig. 5 (left) and excellent �2/ndof values around unity are obtained
for all three y⇤ ranges and for di↵erent PDF sets. It is also observed that including PDF uncertainties in �2 alters
the �2/ndof values only slightly, which indicates an excellent agreement of the PDFs with the data, as well as small
PDF uncertainties. However, a fit to all three y⇤ ranges at a time yields a somewhat increased �2/ndof value and
thus indicating a slight tension between all data. In order to avoid a possible bias from that, and to reduce further
the PDF dependence, we drop the data with y⇤ > 2 (or ymax > 2, respectively) in the nominal fit. This restriction
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removes jets in the outer rapidity regions, where the endcap calorimeters are important and tracking detectors are
not available.

In order to assess the consistency of the data across di↵erent mjj regions, nine adjacent ranges between 200GeV and
9TeV are defined in mjj, with an approximately equidistant width in log(mjj), similar to the data intervals. For the
data of Ref. [13], which are measured as a function of pT,avg, the mjj-interval is sampled with the NNLO calculation,
and the average mjj values are found to range from 218 to 5396GeV. Nine fits to the individual mjj ranges are
performed and the resulting �2/ndof values are displayed in FIG. 5 (right). Altogether, reasonable values of �2/ndof

are obtained. At lower values of mjj, the values are below unity, whereas at mjj ⇡ 2.5TeV they are somewhat larger
with values of about 1.2. The inclusion of the PDF uncertainties in the �2 has only a limited impact on the resulting
�2/ndof values, indicating little sensitivity to the PDF parameters and good agreement with PDFs, given the imposed
cuts on y⇤ and yb (ys < 2 and yb < 1).

c. HERA dijet data

In this section, we present a study of the consistency of the dijet data from H1 and ZEUS, using the NNLO pQCD
predictions. Similar studies have previosuly been performed by the H1 Collaboration for the H1 data sets [23], and
for a combination of ZEUS dijet data and selected H1 data sets in Ref. [42]. Nonetheless, we perform a study similar
to those performed for the LHC data, considering all H1 dijet data sets [15, 16, 18, 19] along with the dijet data from
ZEUS [17]. The �2/ndof value for each data set and multiple PDF sets are displayed in FIG. 6.
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FIG. 6. Left: Post-fit values of �2/ndof of ↵s fits for five dijet data sets from HERA. Four data sets from H1 for center-of-mass
energies and Q2 ranges are studied, and labeled as H1 [15], H2 [16], H3 [19] and H4 [18], and the data set from ZEUS is labeled
Z1 [17]. The combined fit to all HERA data is labelled as ‘All’. Right: Post-fit values of �2/ndof of ↵s-fits to all five HERA
dijet data sets in ten distinct µ ranges. See FIG. 4 for more details.

The �2/ndof values for the H1 data sets are very similar to those reported in Ref. [23]. Similarly, the �2/ndof

value for the ZEUS data confirms the good agreement between the data and the NNLO predictions, as previously
reported [17]. The combined fit to all HERA data results in an excellent �2/ndof with a value of 0.79, thus confirming
excellent consistency between the di↵erent data sets and of the data with the NNLO predictions. Di↵erent PDF sets
have only little impact on the �2/ndof values, which may be explained by the strong impact of the HERA inclusive
DIS data on PDFs. Subsequently, the data are grouped into ten µ intervals with µ = Q2 + hpTi21,2 [23]. The resulting
�2/ndof values for these fits are also very good. Although some moderate fluctuations in �2/ndof are observed across
di↵erent µ intervals, no systematic deterioration is evident.

This study confirms that the HERA dijet data can be used for an unbiased determination of the running of ↵s

together with the NNLO predictions across their full range. However, we exclude the lowest µ interval because it falls
below twice the mass of the bottom quark. Our calculations are performed for five massless quark flavors and are
therefore not strictly valid for these data, although they still provide an excellent description of them.
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µavg
R [GeV] ↵s(mZ) ↵s(µR)

7.4 0.1214 (28) (1) (69) 0.2013 (82) (4) (196)
10.1 0.1207 (15) (1) (56) 0.1840 (37) (2) (130)
13.3 0.1171 (15) (0) (41) 0.1654 (31) (0) (77)
17.2 0.1151 (20) (0) (29) 0.1530 (36) (1) (47)
20.1 0.1160 (20) (1) (31) 0.1498 (34) (1) (46)
24.5 0.1159 (18) (0) (27) 0.1442 (29) (1) (37)
29.3 0.1175 (23) (0) (24) 0.1418 (33) (0) (32)
36.0 0.1171 (26) (0) (25) 0.1362 (35) (1) (33)
49.0 0.1157 (26) (1) (17) 0.1275 (31) (1) (20)
77.5 0.1105 (37) (3) ( 8) 0.1131 (39) (3) (12)
250 0.1180 (15) (1) (14) 0.1025 (11) (1) (11)
370 0.1181 (15) (1) (16) 0.0975 (10) (1) (11)
550 0.1174 (15) (1) (19) 0.0925 ( 9) (1) (12)
810 0.1173 (15) (2) (20) 0.0885 ( 9) (1) (11)

1175 0.1171 (16) (2) (22) 0.0848 ( 8) (1) (12)
1760 0.1171 (17) (2) (24) 0.0813 ( 8) (1) (12)
2545 0.1171 (18) (2) (26) 0.0783 ( 8) (1) (12)
3490 0.1171 (20) (2) (28) 0.0760 ( 8) (1) (12)
4880 0.1185 (31) (3) (34) 0.0742 (12) (1) (13)
7040 0.1232 (128) (12) (37) 0.0734 (43) (4) (30)

TABLE III. Results for the running of the strong cou-
pling. The values are reported for di↵erent µR intervals. The
columns show the central µR value, the resulting value of
↵s(mZ), and the corresponding value of ↵s(µR). The brackets
denote the (fit,PDF), the (µ0) and the (µR, µF) uncertainty.

taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 42, 43] using the complete NNLO pQCD pre-
dictions [41, 44, 45]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.

In the combined fit to HERA plus LHC data, alto-
gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (0)(µ0)
(29)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO
pQCD predictions. The ↵s value is found to be in excel-
lent agreement with the world average value of ↵s(mZ)
of 0.1180 (10) [6]. As expected, the experimental uncer-
tainties are reduced in the combined fit as compared to
the fits to HERA or LHC data alone. However, the scale
uncertainty is found to be the dominant uncertainty and
is significantly larger than in the fit to LHC data alone.
This is due to the HERA data, which reside at lower
energy scales and thus exhibit larger scale uncertainties.
In this context, the scale variations of the dijet predic-
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FIG. 2. Running of the strong coupling as a function of the
chosen renormalization scale. The inner error bars indicate
the (fit,PDF) uncertainty, and the outer error bars the total
uncertainty. The upper panel displays the values ↵s(µR) and
the lower panel displays the respective ↵s(mZ) value and the
world average value [6]. The hatched area indicates the value
of ↵s(mZ) from LHC dijet data and its running as a function
of µR.

tions for the ep and pp cross sections are considered to
be uncorrelated. The scale uncertainty is then derived
by combining the individual scale uncertainties from the
two processes in quadrature.

V. Running of the strong coupling The asymp-
totic behavior of the strong coupling is one of the key
properties of QCD [2–4]. Its prediction needs to be val-
idated with experimental data, for example by probing
the running of ↵s(µR) by determining ↵s at di↵erent val-
ues of µR. For such a study, dijet cross sections repre-
sent a particularly powerful opportunity, since the dijet
system provides a natural choice for the renormalization
scale µR, which in principle could be chosen freely. As
before, for dijet production in pp collisions µR is identi-
fied with mjj, while for ep data µ2

R
= Q2 + hpTi21,2 [23] is

used. The µR values of the HERA and LHC dijet cross
sections span over three orders of magnitude from about
7GeV up to 7TeV.
Each cross section measurement is then assigned a sin-

gle representative value of µR. These values are used
(only) to group the data into 20 distinct µR intervals. It
is confirmed that in each µR interval, data from multiple
data sets are considered.

We then perform a single fit to all dijet data, where, for
each of the individual ranges of mjj, a separate ↵s(mZ)
value is used for the prediction. In this fit, the assump-
tion of the QCD running enters in each interval only
within a very limited range, and in the evolution of the
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µavg
R [GeV] ↵s(mZ) ↵s(µR)

7.4 0.1214 (28) (1) (69) 0.2013 (82) (4) (196)
10.1 0.1207 (15) (1) (56) 0.1840 (37) (2) (130)
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36.0 0.1171 (26) (0) (25) 0.1362 (35) (1) (33)
49.0 0.1157 (26) (1) (17) 0.1275 (31) (1) (20)
77.5 0.1105 (37) (3) ( 8) 0.1131 (39) (3) (12)
250 0.1180 (15) (1) (14) 0.1025 (11) (1) (11)
370 0.1181 (15) (1) (16) 0.0975 (10) (1) (11)
550 0.1174 (15) (1) (19) 0.0925 ( 9) (1) (12)
810 0.1173 (15) (2) (20) 0.0885 ( 9) (1) (11)

1175 0.1171 (16) (2) (22) 0.0848 ( 8) (1) (12)
1760 0.1171 (17) (2) (24) 0.0813 ( 8) (1) (12)
2545 0.1171 (18) (2) (26) 0.0783 ( 8) (1) (12)
3490 0.1171 (20) (2) (28) 0.0760 ( 8) (1) (12)
4880 0.1185 (31) (3) (34) 0.0742 (12) (1) (13)
7040 0.1232 (128) (12) (37) 0.0734 (43) (4) (30)

TABLE III. Results for the running of the strong cou-
pling. The values are reported for di↵erent µR intervals. The
columns show the central µR value, the resulting value of
↵s(mZ), and the corresponding value of ↵s(µR). The brackets
denote the (fit,PDF), the (µ0) and the (µR, µF) uncertainty.

taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for ↵s determinations at NNLO ac-
curacy [23, 42, 43] using the complete NNLO pQCD pre-
dictions [41, 44, 45]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in ↵s(mZ), but the fit exhibits sizable scale un-
certainties.

In the combined fit to HERA plus LHC data, alto-
gether 612 dijet cross section data values are available.
After applying the y⇤, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

↵s(mZ) = 0.1180 (10)(fit,PDF) (0)(µ0)
(29)(µR,µF)

with �2/ndof = 0.88. The �2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO
pQCD predictions. The ↵s value is found to be in excel-
lent agreement with the world average value of ↵s(mZ)
of 0.1180 (10) [6]. As expected, the experimental uncer-
tainties are reduced in the combined fit as compared to
the fits to HERA or LHC data alone. However, the scale
uncertainty is found to be the dominant uncertainty and
is significantly larger than in the fit to LHC data alone.
This is due to the HERA data, which reside at lower
energy scales and thus exhibit larger scale uncertainties.
In this context, the scale variations of the dijet predic-
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tions for the ep and pp cross sections are considered to
be uncorrelated. The scale uncertainty is then derived
by combining the individual scale uncertainties from the
two processes in quadrature.

V. Running of the strong coupling The asymp-
totic behavior of the strong coupling is one of the key
properties of QCD [2–4]. Its prediction needs to be val-
idated with experimental data, for example by probing
the running of ↵s(µR) by determining ↵s at di↵erent val-
ues of µR. For such a study, dijet cross sections repre-
sent a particularly powerful opportunity, since the dijet
system provides a natural choice for the renormalization
scale µR, which in principle could be chosen freely. As
before, for dijet production in pp collisions µR is identi-
fied with mjj, while for ep data µ2

R
= Q2 + hpTi21,2 [23] is

used. The µR values of the HERA and LHC dijet cross
sections span over three orders of magnitude from about
7GeV up to 7TeV.
Each cross section measurement is then assigned a sin-

gle representative value of µR. These values are used
(only) to group the data into 20 distinct µR intervals. It
is confirmed that in each µR interval, data from multiple
data sets are considered.

We then perform a single fit to all dijet data, where, for
each of the individual ranges of mjj, a separate ↵s(mZ)
value is used for the prediction. In this fit, the assump-
tion of the QCD running enters in each interval only
within a very limited range, and in the evolution of the
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𝝰s extraction using CMS inclusive jet data

2

Table 1: The CMS inclusive jet measurements used in this analysis. The columns show the
centre-of-mass energy, the integrated luminosity, the number of measured data points, the
ranges of individual jet pT and |y|, and the reference to the corresponding publication.

p
s [TeV] L [fb�1] Np pT [GeV] |y| Ref.
2.76 0.0054 80 74–592 0.0–3.0 [1]

7 5.0 130 114–2116 0.0–2.5 [2, 3]
8 20 165 74–1784 0.0–3.0 [4]
13 33.5 78 97–3103 0.0–2.0 [5]

simulations, and measurements of dijet, Z+jet, g+jet, and multijet production [25, 29]. We esti-
mate the correlations between these uncertainties across pT and |y| intervals within individual
measurements and among the measurements at various

p
s, and include them in the QCD anal-

ysis. This analysis results in a recommendation for the use of these correlations in future global
QCD analyses of CMS inclusive jet measurements.

The JES uncertainties are grouped into eight main categories. A detailed description of the JES
calibration and the corresponding uncertainties is given in Refs. [25, 29]. The naming scheme
of the uncertainty sources follows from previous publications [1–5] and is identical to the im-
plementation in XFITTER [30, 31]. Additional uncertainties specific to each individual measure-
ment are discussed in the original publications.

• Uncertainties related to the absolute scale are associated with the JES correction
within the barrel region, corresponding to pseudorapidities |h| < 1.3. This cor-
rection (AbsoluteScale) is obtained from a global fit using Z+jet, g+jet, and mul-
tijet data. It includes a correction for initial-state (ISR) and final-state radia-
tion (FSR) (AbsoluteMPFBias). Extrapolations to high pT beyond the reach of the
measurements are performed by using MC simulations. Additional uncertain-
ties are introduced to address response variations from different MC event gen-
erators (Fragmentation) and the single-particle response in the ECAL and HCAL
(SinglePionECAL, SinglePionHCAL).

• Relative JER uncertainties represent the h-dependent uncertainty of the JES from the
JER corrections (RelativeJER).

• The relative h correction of the JES calibration ensures a uniform detector response
across different detector regions. In addition, it includes a log-linear pT dependence.
An uncertainty associated with the choice of the pT-dependent shape is included.
(RelativePt).

• The relative contribution RelativeFSR corresponds to an uncertainty in the h-depen-
dent corrections for ISR and FSR.

• The statistical uncertainties in the determination of the relative corrections in vari-
ous regions of h for multiple uncertainty sources are merged into one uncertainty
(RelativeStat).

• Differences in the simulated detector response to jets from different quark flavours
and gluons result in the FlavourQCD uncertainty. It is derived from differences be-
tween data and MC simulations when the corresponding corrections are applied to
various mixtures of jet flavours. The uncertainty is based on response differences to
jets from uds/c/b quarks and gluons between PYTHIA [32] and HERWIG [33].

• Two time-dependent uncertainties address the JES variation over time during the
data-taking periods (TimePt and TimeEta).
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five-flavour renormalization group equation (RGE) encoded in CRUNDEC [53] version 0.5.2.
The same RGE is used to obtain the corresponding uncertainties. The fit, model, scale, and
parametrization uncertainties are computed as in the case of Eq. (3). In each pT range, µr is
calculated at NNLO QCD as a cross section-weighted average hpTi. Results are summarised in
Table 3 and shown in Fig. 5, where the values of aS(µr) are compared with the evolution of the
world average of aS(mZ) performed at five-loop order in QCD using CRUNDEC.

Table 3: The determined aS(mZ) and the corresponding aS(Q) values for each pT range with
their total uncertainties. For aS(Q), the individual uncertainty contributions (fit, scale, model,
parametrization) are listed.

pT (GeV) hQi aS(mZ) (tot) aS(Q) (fit) (scale) (model) (param.) (tot)

74–220 103.06 0.1182 +0.0013
�0.0012 0.1160 +0.0011

�0.0011
+0.0007
�0.0005

+0.0006
�0.0004

+0.0
�0.0

+0.0014
�0.0012

220–395 266.63 0.1184 +0.0011
�0.0012 0.1019 +0.0007

�0.0007
+0.000021
�0.0004

+0.0004
�0.00029

+0.0
�0.000033

+0.0008
�0.0009

395–638 464.31 0.1179 +0.0012
�0.0012 0.0947 +0.0007

�0.0007
+0.00033
�0.000032

+0.0004
�0.00027

+0.0
�0.000008

+0.0009
�0.0008

638–1410 753.66 0.1184 +0.0013
�0.0012 0.0898 +0.0006

�0.0006
+0.00027
�0.00004

+0.0004
�0.00026

+0.000005
�0.0

+0.0008
�0.0007

1410–3103 1600.5 0.1170 +0.0020
�0.0016 0.0821 +0.0007

�0.0007
+0.0004
�0.0

+0.0005
�0.00034

+0.00004
�0.0

+0.0010
�0.0008

Figure 5: Values of aS as extracted from different jet transverse momentum ranges in the
present QCD analysis at NNLO, each translated to a single scale hQi, as indicated in Ta-
ble 3. The results (black markers) are shown with their total uncertainties (vertical error
bars). For comparison, the RGE at 5 loops is shown using the current world-average value
aS(mZ) = 0.1180 ± 0.0009 [48] (red line) together with its associated total uncertainty (shaded
band).
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rections, and the parametrization uncertainty, accounting for alternative PDF parametrizations.
For each variation, an alternative fit is performed. The contributions to the model uncertainty
are added in quadrature, resulting in daS(mZ) =

+0.0006
�0.0004 (model). The uncertainty from missing

higher orders in the calculation of the jet cross sections is evaluated by varying the scales µr
and µf (scale uncertainty) independently by a factor of two up and down, avoiding cases with
µf/µr = 4 or 1/4. For each scale choice, an individual fit is performed, and the maximum
difference to the central result is included as an uncertainty of daS(mZ) = +0.0009

�0.0012 (scale). The
parametrization uncertainty is estimated by extending the functional form of the PDFs by ad-
ditional parameters D and E, added one at a time. An uncertainty daS(mZ) =

+0
�0.00004 (param.)

is obtained from an envelope of the results of the corresponding fits and is added linearly to
the aforementioned uncertainties.

Summarizing the findings above, the value of aS(mZ) is obtained as

aS(mZ) = 0.11759 +0.0009
�0.0009 (fit) +0.0006

�0.0004 (model) +0.0009
�0.0012 (scale) +0.

�0.00004 (param.), (3)

corresponding to the total uncertainty of +0.0014
�0.0016 (tot). This value is in good agreement with the

PDG world average of aS(mZ) = 0.1180 ± 0.0009 [48] and with previous CMS results obtained
at NNLO [5, 49–52], as shown in Fig. 4. The inclusion of data from multiple centre-of-mass
energies improves the precision by significantly reducing the fit uncertainty. The dominant
contribution to the uncertainty originates from missing higher order corrections.

Figure 4: The value of aS(mZ) obtained in this analysis (red marker), compared with all CMS
results obtained at NNLO by using different methods (black markers) with their total uncer-
tainties (horizontal error bars). The PDG world average (dashed line) together with its uncer-
tainty (shaded band) is also shown.

The value of aS in five different ranges of µr = pT is determined, following the previous ap-
proach, which illustrates the running of the strong coupling, aS(µr) at NNLO. For this purpose,
the CMS measurements of inclusive jet production are split into exclusive ranges of individual
jet pT. For each pT range, a simultaneous fit of PDFs and aS(mZ) is performed individually.
The values of aS(mZ) obtained in each individual fit are evolved as aS(µr) using the five-loop
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Figure 6: The inclusive jet production cross sections as a function of the jet transverse momen-
tum pT measured in intervals of the absolute rapidity |y|. The cross section obtained for jets
clustered using the anti-kT algorithm with R = 0.4 (0.7) is shown on the upper (lower) plot. The
results in different |y| intervals are scaled by a constant factor for presentation purpose. The
data in different |y| intervals are shown by markers of different style. The statistical uncertain-
ties are too small to be visible; the systematic uncertainties are not shown. The measurements
are compared with fixed-order NNLO QCD predictions (solid line) using CT14nnlo PDF and
corrected for EW and NP effects.

CMS 13 TeV inclusive jet

• running of 𝝰s :
• covering energy scales between 100 and 1600 GeV

• 𝝰s(MZ) :

• CMS NNLO 𝝰s extraction in LC approximation:
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EG, NP and EW corrections
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(b) Electroweak corrections

Figure 1. Non-perturbative corrections (ratio of particle-level cross-sections to parton-level cross-
sections) obtained using various MC generators and tunes are shown in (a), for the differential dijet
cross-sections as a function of dijet mass in the range 1.0  y

⇤
< 1.5 with values of jet radius

parameter R = 0.4 and R = 0.6. Uncertainties are taken as the envelope of the various curves.
Electroweak corrections are shown in (b) as a function of dijet mass in multiple ranges of y⇤ [51],
for jet radius parameter R = 0.6.

hard scatter and long-scale hadronization, is also varied by a factor of two. All permutations
of these two scale choices are considered, except for cases where the renormalization and
factorization scales are varied in opposite directions. In these extreme cases, logarithmic
factors in the theoretical calculations may become large, resulting in instabilities in the pre-
diction. The maximal deviations from the nominal prediction are taken as the uncertainty
due to the scale choice. The scale uncertainty is generally within +5%

�15% for the R = 0.4

calculation, and ±10% for the R = 0.6 calculation.
The uncertainties on the cross-sections due to that on ↵S are estimated using two

additional proton PDF sets, for which different values of ↵S are assumed in the fits. This
follows the recommended prescription in ref. [52], such that the effect on the PDF set as
well as on the matrix elements is included. The resulting uncertainties are approximately
±4% across all dijet-mass and y

⇤ ranges considered in this analysis.
The multiple uncorrelated uncertainty components of each PDF set, as provided by

the various PDF analyses, are also propagated through the theoretical calculations. The
PDF analyses generally derive these from the experimental uncertainties on the data used
in the fits. For the results shown in section 12 the standard Hessian sum in quadrature
[53] of the various independent components is taken. The NNPDF2.1 and NNPDF2.3 PDF
sets are exceptions, where uncertainties are expressed in terms of replicas instead of by
independent components. These replicas represent a collection of equally likely PDF sets,
where the data entering the PDF fit were varied within their experimental uncertainties.
For the plots shown in section 12, the uncertainties on the NNPDF PDF sets are propagated

– 7 –

bin. For the last y⇤ bin in the dijet measurement, a fixed range 0.92-1.07 is conservatively taken for all
m j j bins due to lack of statistical precision at large m j j.
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Figure 3: Non-perturbative correction factors for the (inclusive jet, dijet) NLO pQCD prediction as a function of
(jet pT, mj j) for ((a),(c)) the first (rapidity, y⇤) bin and for ((b),(d)) the last (rapidity, y⇤) bin. The corrections are
derived using Pythia 8 with the A14 tune with the NNPDF2.3 LO PDF set. The envelope of all MC configuration
variations is shown as a band.

9.3 Electroweak corrections

The NLO pQCD predictions are corrected for the e↵ects of � and W±/Z interactions at tree and one-loop
level. They are derived using an NLO calculation of electroweak (EW) contributions to the LO pQCD
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process. The correction is defined as the ratio of a 2 ! 2 calculation including tree-level e↵ects of order
↵2

s , ↵2, and ↵s↵ (from interference of QCD and EW diagrams), plus weak loop corrections of order ↵2
s↵

to the LO QCD 2! 2 calculation.

The correction factors are derived in the phase space considered for the measurements presented here and
were provided by the authors of Ref. [74]. No uncertainty associated with these corrections is presently
estimated.

The electroweak correction factors for the inclusive jet (dijet) cross-section as a function of the jet pT
(event m j j) in bins of |y| (y⇤) are shown in Figure 4. The electroweak correction is small for low jet
transverse momenta and for low m j j. The correction reaches 8% at the highest pT (3 TeV) for the central
|y| bin and is less than 4% for the rest of the |y| bins. For dijets, the electroweak correction reaches 11%
at m j j = 7 TeV for the central y⇤ bin. For the rest of the y⇤ bins the correction is less than 3%.
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Figure 4: Electroweak correction factors for the inclusive jet (dijet) cross-section as a function of the jet pT (mj j)
for all |y| (y⇤) bins.

9.4 Next-to-next-to-leading-order pQCD calculations

The NNLO pQCD predictions were provided by the authors of Ref. [17, 18] using the NNLOJET pro-
gram and the MMHT 2014 NNLO PDF set for two di↵erent choices of the µR and µF scales, respectively
pjet

T and pmax
T . The non-perturbative and electroweak corrections described in Sections 9.2 and 9.3, re-

spectively, are applied to the predictions. In addition to the statistical uncertainties on the calculations,
which are larger for higher pT and high rapidities, two sources of uncertainty are considered in this NNLO
calculation: the scale uncertainty and the systematic uncertainty in the non-perturbative correction. To
obtain the scale uncertainty, both scales (renormalisation and factorisation) are varied simultaneously by
a factor of 0.5 or 2. 6 If both variations yield changes with the same sign, the scale uncertainty is obtained
from the larger change.

6 A di↵erent approach to estimate the scale uncertainty was used for NNLO due to computing time limitations. At NLO the
simultaneous variations are not always the dominant ones, although they are at high pT.
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