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‣ 0-je1ness factoriza6on & resumma6on for  produc6on at the LHC. SoA func6ons 

‣  resumma6on for  produc6on at the LHC [W.L. Ju, M. Schoenherr 2210.09272] 

‣ SoA-gluon resumma6on for : comparison of dQCD and SCET methods
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Introduc/on

‣ The availability of highly precise calcula6ons is indispensable to boost the discovery poten6al of the HL-LHC 

‣ Fixed order calcula6ons alone are not sufficient to describe data in all corners of the phase space due to 

realis6c experimental cuts or kinema6cal constraints  resumma/on 

‣ Comparison with data at par6cle level requires matching of partonic calcula6ons with Parton Showers 

including Hadroniza6on effects

→

3

‣ EFTs provide powerful tools to face current and future precision challenges 

at colliders and beyond: 

‣ Resumma6on  -je1ness, small , Threshold 

‣ Subtrac6on methods for IR divergences   NNLO calcula6ons 

‣ Systema6c study of subleading power correc6ons 

→ N qT

→

Monte Carlo 
event generator 

GENEVA
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N-JeHness

‣ N-je1ness [Stewart, Tackmann,Waalewijn `09,`10] 

‣ The limit               describes a N-jet event where the unresolved emissions                                                            
can be either soA or collinear to the final state jets or ini6al state beams 

‣ Color-singlet final state, relevant variable is 0-je1ness aka “beam thrust”

way of overcoming the problem is to adjust the free parameters of the smooth cone isolation

algorithm to reproduce the e↵ects of the fixed cone procedure so that a comparison is at

least feasible. A second viable possibility, which has been recently investigated in [10, 44],

is the introduction of a hybrid cone isolation procedure which is very similar in spirit to

the smooth cone isolation. In this case the theoretical calculation is initially carried out

using the smooth cone isolation with a small radius parameter Riso such that only a tiny

slice of phase space around the photon direction is removed. As second step, the fixed cone

isolation procedure with a larger radius R � Riso is applied to the events which passed

the smooth cone criterion. In other words one initially applies very loose smooth cone

isolation cuts which are then tightened by the fixed cone procedure. In this paper we use

both the smooth cone and the hybrid isolation procedures. The first method is used for the

comparison to the results obtained with the MATRIX code [26] in subsection 4.3, while the

second isolation requirement is instead used for the comparison to the LHC data in section

5. The precise values of the isolation parameters, the selection cuts and the set of parton

distribution functions (PDF) which are employed in our calculations will be specified in

the sections below.

3 Resummation in Soft-Collinear E↵ective Theory

The N -jettiness [25] resolution variable is used within the Geneva framework to discrimi-

nate between resolved emissions with di↵erent jet multiplicities. Given anM -particle phase

space point �M with M � N , it is defined as

TN (�M ) =
X

k

min
�
q̂a · pk, q̂b · pk, q̂1 · pk, . . . , q̂N · pk

 
, (3.1)

where the sum over k runs over all QCD partons and where q̂i = ni = (1,~ni) are light-like

reference vectors parallel to the beam and jet directions. The limit TN ! 0 describes a

N -jet event, where the unresolved emissions can either be soft or collinear to the final state

jets or to the beams. This observation translates into a factorization formula [23] for the

TN spectrum in this limit. In the case of color singlet final state processes (such as Drell-

Yan, HV , diphoton production,. . . ) the relevant resolution variable which is resummed to

NNLL0 accuracy is the 0-jettiness (beam thrust). Starting from the general definition in

(3.1), the expression for 0-jettiness is considerably simplified [25]

T0 =
X

k

|~pkT | e
�|⌘k�Y | , (3.2)

where |~pkT | and ⌘k are the transverse momentum and the rapidity of the emission pk. The

0-jettiness cross section for small T0 obeys a factorization formula which has been derived

in [23, 24] originally for Drell-Yan, but it holds for any final state color singlet production

process

d�SCET

d�0dT0
=
X

ij

H��

ij
(Q2, t, µ)

Z
dta dtbBi(ta, xa, µ)Bj(tb, xb, µ)S

✓
T0 �

ta + tb
Q

,µ

◆
, (3.3)
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N-jettiness as jet-resolution variable

I N-jettiness is a good resolution parameter. Global physical observable
with straightforward definitions for hadronic colliders, in terms of beams qa,b

and jet-directions qj

TN =
2

Q

X

k

min
�

q1 · pk, . . . , qN · pk

 
) TN =

2

Q

X

k

min
�

qa · pk, qb · pk, q1 · pk, . . . , qN · pk
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I N-jettiness has good factorization properties, IR safe and resummable at
all orders. Resummation known at NNLL for any N in SCET [Stewart et al. 1004.2489,

1102.4344]I TN ! 0 for N pencil-like jets, TN � 0 spherical limit.
I TN < T cut

N limits the activity outside the jets
Simone Alioli | GENEVA | DESY 3/6/2021 | page 6

IR-safe definitions of events beyond leading-order

Fisrt step of any NNLO+PS: an IR safe definition of events with up to two extra
emissions. Using 0-jet and 1-jet resolution parameters for color singlets

I Emissions below T
cut

N
are unresolved ( i.e. integrated over) and the kinematic

considered is the one of the event before the extra emission(s).
I Emissions above T

cut

N
are retained and the kinematics is fully specified.

An M-parton event is considered a N-jet event, N  M , fully differential in �N

• power corrections in T
cut

N
due to phase-space projection.

• vanish for IR-safe observables as T
cut

N
! 0

Iterating the procedure, the phase space is sliced into jet-bins

Different choices are possible for the resolution parameters. Assume zero- and
one-jettiness if not explicitly stated. Simone Alioli | GENEVA | CERN TH WS 1/7/2020 | page 4

‣ When one takes                   , large logarithms of                  ,               appear and need to be resummed 

‣ Implementa6on of colour singlet processes: DY [Phys. Rev. D. 104 (2021) 9], single [ JHEP 05 (2023) 128] and double Higgs 
produc6on [JHEP 06 (2023) 205], photon pair produc6on [JHEP 04 (2021) 041],  [Phys. Len. B 818 (2021)],  [Phys. Len. B. 826 
(2022)],  [Phys. Rev. D. 100 (2019) 9], Higgs boson decays [JHEP 04 (2021) 254]

ZZ W±γ
HV

T cut
N ! 0 T cut

N /Mll
<latexit sha1_base64="9DwI++pGq9rxT6tAWac++beXuyU=">AAACDHicbVC7TsMwFHXKq5RXgZHFokJiKglUgrGChQVUpL6kNkSO67RW7SSyHaTKygew8CssDCDEygew8Tc4aQdoOZKl43Pu1b33+DGjUtn2t1VYWl5ZXSuulzY2t7Z3yrt7bRklApMWjlgkuj6ShNGQtBRVjHRjQRD3Gen446vM7zwQIWkUNtUkJi5Hw5AGFCNlJK9c6XOkRhgx3Uzvdf4RXONEpal3e3LjacZSU2VX7RxwkTgzUgEzNLzyV38Q4YSTUGGGpOw5dqxcjYSimJG01E8kiREeoyHpGRoiTqSr82NSeGSUAQwiYV6oYK7+7tCISznhvqnMtpXzXib+5/USFVy4moZxokiIp4OChEEVwSwZOKCCYMUmhiAsqNkV4hESCCuTX8mE4MyfvEjap1XnrFq7q1Xql7M4iuAAHIJj4IBzUAfXoAFaAINH8AxewZv1ZL1Y79bHtLRgzXr2wR9Ynz9MIJxo</latexit>

TN/Mll
<latexit sha1_base64="LxoDGBi00vB5OhNQSbjEyChIrJ8=">AAAB/XicbVDLSsNAFL2pr1pf8bFzEyyCq5poQZdFN26UCn1BG8JkOm2HTiZhZiLUEPwVNy4Ucet/uPNvnLRZaOuBgcM593LPHD9iVCrb/jYKS8srq2vF9dLG5tb2jrm715JhLDBp4pCFouMjSRjlpKmoYqQTCYICn5G2P77O/PYDEZKGvKEmEXEDNOR0QDFSWvLMg16A1AgjljRS7+701ksYSz2zbFfsKaxF4uSkDDnqnvnV64c4DghXmCEpu44dKTdBQlHMSFrqxZJECI/RkHQ15Sgg0k2m6VPrWCt9axAK/biypurvjQQFUk4CX09mWeW8l4n/ed1YDS7dhPIoVoTj2aFBzCwVWlkVVp8KghWbaIKwoDqrhUdIIKx0YSVdgjP/5UXSOqs455XqfbVcu8rrKMIhHMEJOHABNbiBOjQBwyM8wyu8GU/Gi/FufMxGC0a+sw9/YHz+AJqwlVM=</latexit>

‣ GENEVA MC employs IR-finite defini6on of events based on a set of N-je1ness resolu6on variables
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0-jeHness resumma/on for  produc/ontt̄

‣ NNLO+PS generator for  produc6on available in MINNLOPS                                                                        
[Mazzitelli, Monni, Nason, Re, Wiesemann, Zanderighi `20,`21] 

‣ Including higher-order resumma'on improves the descrip6on of observables 

‣ To reach NNLO+PS accuracy in GENEVA 

‣ NLO calcula6ons for  and +jet 

‣ Resummed calcula6on at NNLL` in the resolu6on variable       

‣ 0-je1nes resumma6on used for colour-singlet in GENEVA, must be extended for  produc6on. 
Defini6on of 0-je1ness has to be adapted with top-quarks in the final state, we choose to treat 
them like EW par6cles and exclude them from the sum over radia6on 

‣ Need to develop the resumma6on framework for  ( )

tt̄

tt̄ tt̄

tt̄

tt̄ tt̄V

Based on [S. Alioli, AB, M.A. Lim, arXiv:2111.03632]
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Factoriza/on

dσ
dΦ0dτB

= M ∑
ij={qq̄,q̄q,gg}

∫ dta dtb Bi(ta, za, μ) Bj(tb, zb, μ) Tr[Hij(Φ0, μ) Sij(MτB −
ta + tb

M
, Φ0, μ)]

We derived a factoriza6on formula (see 2111.03632 Appendix A) using SCET+HQET in the region 

where  are all hard scales. In case of boosted regime  situa6on similar 
to [Fleming, Hoang,Mantry,Stewart `07][Bachu,Hoang,Mateu,Pathak,Stewart `21]

Mtt̄ ∼ mt ∼ ̂s Mtt̄ ≫ mt

Hard func6ons (color matrices)

SoA func6ons (color matrices)
Beam func6ons [Stewart, 

Tackmann, Waalewijn, [1002.2213], 
known up to N LO3

It is convenient to transform the soA and beam func6ons in Laplace space to solve RG 
equa6ons, the factoriza6on formula is turn into a product of (matrix) func6ons

ℒ[ dσ
dΦ0dτB ] = M ∑

ij={qq̄,q̄q,gg}

B̃i(ln
Mκ
μ2

, za) B̃j(ln
Mκ
μ2

, zb) Tr[Hij(ln
M2

μ2
, Φ0) S̃ij(ln

μ2

κ2
, Φ0)]
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Hard func/ons

The hard func6ons arise from matching the full theory onto the EFT, they can be extracted from colour 
decomposed loop amplitudes. At NLO [Ahrens, Ferroglia, Neubert, Pecjak, Yang, 1003.5827]. They sa6sfy the RG 
equa6ons

We have thus been able to express the di↵erential cross section as a product of functions

in Laplace space. Moreover, the Laplace-transformed soft function in eq. (2.8) can be

written as a polynomial in the logarithm of the Laplace variable , with function-valued

coe�cients.

We are now in a position to solve the evolution equations to all orders and hence

perform the resummation. We consider the various ingredients of the factorisation theorem

in turn.

2.4 The hard function and its evolution

The colour-decomposed hard functions Hij(�0, µ) for tt̄ production were first computed at

one-loop order in Ref. [32]. The two-loop amplitudes which are necessary for the construc-

tion of the NNLO hard functions can instead be found in Ref. [69]. From hereon we express

the �0 dependence in terms of the variables �t, ✓ defined in eq. (2.4) and the top-quark

pair invariant mass M . Dropping the channel subscripts for ease of notation, each hard

function satisfies the following RG equation [32]

d

d lnµ
H(M,�t, ✓, µ) = �H(M,�t, ✓, µ)H(M,�t, ✓, µ) +H(M,�t, ✓, µ)�

†

H
(M,�t, ✓, µ) ,

(2.9)

where we conveniently wrote the anomalous dimension

�H(M,�t, ✓, µ) = �cusp(↵s)

✓
ln

M2

µ2
� i⇡

◆
+ �

h(M,�t, ✓,↵s) . (2.10)

The non-cusp anomalous dimension matrices �
h were computed up to two-loop order in

Refs. [30, 31]. The all-order solution can be written as [32]

H(M,�t, ✓, µ) = U(M,�t, ✓, µh, µ)H(M,�t, ✓, µh)U
†(M,�t, ✓, µh, µ) , (2.11)

where µh is a hard scale of the process, e.g. the tt̄ invariant mass M , such that the hard

function is free from large logarithms. When evaluated at a generic scale µ instead of at

the hard scale µh, the matrix U performs the resummation of these hard logarithms.

For later convenience, we use the fact that U can be rewritten by separating out a

part which comes from the cusp evolution and is diagonal in colour space and a leftover

piece u which also contains non-diagonal contributions:

U(M,�t, ✓, µh, µ) = exp


2S(µh, µ)� a�(µh, µ)

✓
ln

M2

µ2

h

� i⇡

◆�
u(M,�t, ✓, µh, µ) . (2.12)

The double and single logarithmic resummation are provided by the functions S and a�
respectively, defined as

S(µa, µb) = �
Z

↵s(µb)

↵s(µa)

d↵
�cusp(↵)

�(↵)

Z
↵

↵s(µa)

d↵0

�(↵0)
,

a�(µa, µb) = �
Z

↵s(µb)

↵s(µa)

d↵
�cusp(↵)

�(↵)
. (2.13)
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respectively, defined as

S(µa, µb) = �
Z

↵s(µb)

↵s(µa)

d↵
�cusp(↵)

�(↵)

Z
↵

↵s(µa)

d↵0

�(↵0)
,

a�(µa, µb) = �
Z

↵s(µb)

↵s(µa)

d↵
�cusp(↵)

�(↵)
. (2.13)
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We have thus been able to express the di↵erential cross section as a product of functions

in Laplace space. Moreover, the Laplace-transformed soft function in eq. (2.8) can be

written as a polynomial in the logarithm of the Laplace variable , with function-valued

coe�cients.

We are now in a position to solve the evolution equations to all orders and hence

perform the resummation. We consider the various ingredients of the factorisation theorem

in turn.

2.4 The hard function and its evolution

The colour-decomposed hard functions Hij(�0, µ) for tt̄ production were first computed at

one-loop order in Ref. [32]. The two-loop amplitudes which are necessary for the construc-

tion of the NNLO hard functions can instead be found in Ref. [69]. From hereon we express

the �0 dependence in terms of the variables �t, ✓ defined in eq. (2.4) and the top-quark

pair invariant mass M . Dropping the channel subscripts for ease of notation, each hard

function satisfies the following RG equation [32]

d

d lnµ
H(M,�t, ✓, µ) = �H(M,�t, ✓, µ)H(M,�t, ✓, µ) +H(M,�t, ✓, µ)�

†

H
(M,�t, ✓, µ) ,

(2.9)

where we conveniently wrote the anomalous dimension

�H(M,�t, ✓, µ) = �cusp(↵s)

✓
ln

M2

µ2
� i⇡

◆
+ �

h(M,�t, ✓,↵s) . (2.10)

The non-cusp anomalous dimension matrices �
h were computed up to two-loop order in

Refs. [30, 31]. The all-order solution can be written as [32]

H(M,�t, ✓, µ) = U(M,�t, ✓, µh, µ)H(M,�t, ✓, µh)U
†(M,�t, ✓, µh, µ) , (2.11)

where µh is a hard scale of the process, e.g. the tt̄ invariant mass M , such that the hard

function is free from large logarithms. When evaluated at a generic scale µ instead of at

the hard scale µh, the matrix U performs the resummation of these hard logarithms.

For later convenience, we use the fact that U can be rewritten by separating out a

part which comes from the cusp evolution and is diagonal in colour space and a leftover

piece u which also contains non-diagonal contributions:

U(M,�t, ✓, µh, µ) = exp


2S(µh, µ)� a�(µh, µ)

✓
ln

M2

µ2

h

� i⇡

◆�
u(M,�t, ✓, µh, µ) . (2.12)

The double and single logarithmic resummation are provided by the functions S and a�
respectively, defined as

S(µa, µb) = �
Z

↵s(µb)

↵s(µa)

d↵
�cusp(↵)

�(↵)

Z
↵

↵s(µa)

d↵0

�(↵0)
,

a�(µa, µb) = �
Z

↵s(µb)

↵s(µa)

d↵
�cusp(↵)

�(↵)
. (2.13)
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The o↵-diagonal, non-cusp evolution is instead provided by the colour matrix

u(M,�t, ✓, µh, µ) = P exp

Z
↵s(µ)

↵s(µh)

d↵

�(↵)
�
h(M,�t, ✓,↵) , (2.14)

where the symbol P specifies the path-ordered exponential. All of the previous ingredients

S, a� and u are channel-specific and their exact definition depends on whether one is

examining the quark or gluon-initiated case. Their explicit expressions can be found in

e.g. the appendix of Ref. [32].

In all functions so far, we have highlighted the dependence on both the invariant mass

M of the tt̄ pair and on the variable �t. These are related by eq. (2.4) through the value

of the top-quark mass mt. In order to simplify the notation, from hereon we will drop

the explicit M dependence in the soft functions and in the evolution kernels, with the

understanding that these objects still implicitly depend on mt.

2.5 The soft function and its evolution

To the best of our knowledge, the soft function for tt̄ production which appears in eq. (2.6)

has been defined for the first time in this work. In this section, we therefore compute

the function at one-loop order, which is a necessary ingredient for resummation of the

logarithms of T0 at NLL0 accuracy and beyond.

2.5.1 Calculation of the one-loop soft function

The integrated soft functions in momentum space are given by

SB,ij(Ts,�t, ✓, µ) =
Z

dk+a dk
+

b
Sij(k

+

a , k
+

b
,�t, ✓, µ) �(Ts � k+

b
� k+a ) . (2.15)

where the channel indices i, j = {qq̄, q̄q, gg}. The operatorial definition in SCET is given

by eq. (A.30). We expand the soft functions in ↵s as

Sij(k
+

a , k
+

b
,�t, ✓, µ) = s(0)

ij
�(k+a )�(k

+

b
) +

✓
↵s

4⇡

◆
S(1)

ij
(k+a , k

+

b
,�t, ✓, ✏, µ) +O(↵2

s ), (2.16)

where we have expressed the bare coupling ↵0
s in terms of the renormalised coupling ↵s(µ)

in the MS scheme using the relation Z↵s ↵s(µ)µ2✏ = e��E✏(4⇡)✏↵0
s . The leading order

(LO) coe�cients s(0)
ij

for the qq̄ and gg channels are defined in eq. (65) of Ref. [32]. The

next-to-leading order (NLO) bare soft functions in momentum space can be written as

S(1)

bare, ij
(k+a , k

+

b
,�t, ✓, ✏, µ) =

X

↵,�

w↵�

ij
Î↵�(k+a , k+b ,�t, ✓, ✏, µ) , (2.17)

where the colour matrices w↵�

ij
for the qq̄ and gg channels are defined in eq. (71) of Ref. [32]

and the integrals are defined as

Î↵�(k+a , k+b ,�t, ✓, ✏, µ) = �2(µ2e�E )✏

⇡1�✏

Z
ddk

v↵ · v�
v↵ · k v� · k �(k2)⇥(k0) (2.18)

⇥
⇥
�(k+a � k · na)⇥(k · nb � k · na) �(k

+

b
) + �(k+

b
� k · nb)⇥(k · na � k · nb) �(k

+

a )
⇤
.
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Solu6on:

We have split the anomalous dimension into a cusp (diagonal in colour space) and non-cusp (not 
diagonal) part

We evaluate the matrix exponen6al 
u as a series expansion in  
[Buchalla,Buras,Lautenbacher `96]

αs

[Ferroglia, Neubert, Pecjak, Yang,`09]
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The o↵-diagonal, non-cusp evolution is instead provided by the colour matrix

u(M,�t, ✓, µh, µ) = P exp

Z
↵s(µ)

↵s(µh)

d↵

�(↵)
�
h(M,�t, ✓,↵) , (2.14)

where the symbol P specifies the path-ordered exponential. All of the previous ingredients

S, a� and u are channel-specific and their exact definition depends on whether one is

examining the quark or gluon-initiated case. Their explicit expressions can be found in

e.g. the appendix of Ref. [32].

In all functions so far, we have highlighted the dependence on both the invariant mass

M of the tt̄ pair and on the variable �t. These are related by eq. (2.4) through the value

of the top-quark mass mt. In order to simplify the notation, from hereon we will drop

the explicit M dependence in the soft functions and in the evolution kernels, with the

understanding that these objects still implicitly depend on mt.

2.5 The soft function and its evolution

To the best of our knowledge, the soft function for tt̄ production which appears in eq. (2.6)

has been defined for the first time in this work. In this section, we therefore compute

the function at one-loop order, which is a necessary ingredient for resummation of the

logarithms of T0 at NLL0 accuracy and beyond.

2.5.1 Calculation of the one-loop soft function

The integrated soft functions in momentum space are given by

SB,ij(Ts,�t, ✓, µ) =
Z

dk+a dk
+

b
Sij(k

+

a , k
+

b
,�t, ✓, µ) �(Ts � k+

b
� k+a ) . (2.15)

where the channel indices i, j = {qq̄, q̄q, gg}. The operatorial definition in SCET is given

by eq. (A.30). We expand the soft functions in ↵s as

Sij(k
+

a , k
+

b
,�t, ✓, µ) = s(0)

ij
�(k+a )�(k

+

b
) +

✓
↵s

4⇡

◆
S(1)

ij
(k+a , k

+

b
,�t, ✓, ✏, µ) +O(↵2

s ), (2.16)

where we have expressed the bare coupling ↵0
s in terms of the renormalised coupling ↵s(µ)

in the MS scheme using the relation Z↵s ↵s(µ)µ2✏ = e��E✏(4⇡)✏↵0
s . The leading order

(LO) coe�cients s(0)
ij

for the qq̄ and gg channels are defined in eq. (65) of Ref. [32]. The

next-to-leading order (NLO) bare soft functions in momentum space can be written as

S(1)

bare, ij
(k+a , k

+

b
,�t, ✓, ✏, µ) =

X

↵,�

w↵�

ij
Î↵�(k+a , k+b ,�t, ✓, ✏, µ) , (2.17)

where the colour matrices w↵�

ij
for the qq̄ and gg channels are defined in eq. (71) of Ref. [32]

and the integrals are defined as

Î↵�(k+a , k+b ,�t, ✓, ✏, µ) = �2(µ2e�E )✏

⇡1�✏

Z
ddk

v↵ · v�
v↵ · k v� · k �(k2)⇥(k0) (2.18)

⇥
⇥
�(k+a � k · na)⇥(k · nb � k · na) �(k

+

b
) + �(k+

b
� k · nb)⇥(k · na � k · nb) �(k

+

a )
⇤
.
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The o↵-diagonal, non-cusp evolution is instead provided by the colour matrix

u(M,�t, ✓, µh, µ) = P exp

Z
↵s(µ)

↵s(µh)

d↵

�(↵)
�
h(M,�t, ✓,↵) , (2.14)

where the symbol P specifies the path-ordered exponential. All of the previous ingredients

S, a� and u are channel-specific and their exact definition depends on whether one is

examining the quark or gluon-initiated case. Their explicit expressions can be found in

e.g. the appendix of Ref. [32].

In all functions so far, we have highlighted the dependence on both the invariant mass

M of the tt̄ pair and on the variable �t. These are related by eq. (2.4) through the value

of the top-quark mass mt. In order to simplify the notation, from hereon we will drop

the explicit M dependence in the soft functions and in the evolution kernels, with the

understanding that these objects still implicitly depend on mt.

2.5 The soft function and its evolution

To the best of our knowledge, the soft function for tt̄ production which appears in eq. (2.6)

has been defined for the first time in this work. In this section, we therefore compute

the function at one-loop order, which is a necessary ingredient for resummation of the

logarithms of T0 at NLL0 accuracy and beyond.

2.5.1 Calculation of the one-loop soft function

The integrated soft functions in momentum space are given by

SB,ij(Ts,�t, ✓, µ) =
Z

dk+a dk
+

b
Sij(k

+

a , k
+

b
,�t, ✓, µ) �(Ts � k+

b
� k+a ) . (2.15)

where the channel indices i, j = {qq̄, q̄q, gg}. The operatorial definition in SCET is given

by eq. (A.30). We expand the soft functions in ↵s as

Sij(k
+

a , k
+

b
,�t, ✓, µ) = s(0)

ij
�(k+a )�(k

+

b
) +

✓
↵s

4⇡

◆
S(1)

ij
(k+a , k

+

b
,�t, ✓, ✏, µ) +O(↵2

s ), (2.16)

where we have expressed the bare coupling ↵0
s in terms of the renormalised coupling ↵s(µ)

in the MS scheme using the relation Z↵s ↵s(µ)µ2✏ = e��E✏(4⇡)✏↵0
s . The leading order

(LO) coe�cients s(0)
ij

for the qq̄ and gg channels are defined in eq. (65) of Ref. [32]. The

next-to-leading order (NLO) bare soft functions in momentum space can be written as

S(1)

bare, ij
(k+a , k

+

b
,�t, ✓, ✏, µ) =

X

↵,�

w↵�

ij
Î↵�(k+a , k+b ,�t, ✓, ✏, µ) , (2.17)

where the colour matrices w↵�

ij
for the qq̄ and gg channels are defined in eq. (71) of Ref. [32]

and the integrals are defined as

Î↵�(k+a , k+b ,�t, ✓, ✏, µ) = �2(µ2e�E )✏

⇡1�✏

Z
ddk

v↵ · v�
v↵ · k v� · k �(k2)⇥(k0) (2.18)

⇥
⇥
�(k+a � k · na)⇥(k · nb � k · na) �(k

+

b
) + �(k+

b
� k · nb)⇥(k · na � k · nb) �(k

+

a )
⇤
.

– 8 –

The renormalisation procedure also completely determines the structure of the O(↵s)

term Z(1)

S
, which allows us to extract the soft anomalous dimension at one-loop. We verified

that by doing so, this object satisfies consistency relations required by RG invariance of

eq. (2.6) (see eq. (2.35)). In addition, by exploiting this relation at one order higher, we

are able to extract the soft anomalous dimension at two-loop order.

2.5.2 Solving the soft RG equations at fixed order

A resummation at full NNLL0 accuracy would require knowledge of the two-loop contribu-

tions to the soft function, which have not yet been calculated. It is, however, possible to

obtain partial knowledge about the two-loop function by solving the renormalisation group

evolution equations at fixed order. In this way, one can obtain the logarithmic terms at

O(↵2
s) expressed in terms of coe�cients at lower order, leaving only the term proportional

to �(T0) to be determined by an explicit calculation.

The soft functions in Laplace space satisfy the following renormalisation group equa-

tions

d

d lnµ
S̃B(L,�t, ✓, µ) =


�cuspL � �

s
†
�
S̃B(L,�t, ✓, µ) + S̃B(L,�t, ✓, µ)


�cuspL � �

s

�
,

(2.24)

where we have dropped the channel subscript for simplicity. Since the expansions of �cusp

and the non-cusp soft anomalous dimension matrices �s start at O(↵s), defining

S̃B(L,�t, ✓, µ) = s(0) +
↵s

4⇡
S̃(1)

B
+

✓
↵s

4⇡

◆2

S̃(2)

B
+O(↵3

s) (2.25)

and expanding eq. (2.24) at NNLO we have

d

dL
S̃(2)

B
=

1

2
S̃(1)

B


(��(0)

cuspL� �0) + �
s(0)

�
+

1

2
s(0)


� �(1)

cuspL+ �
s(1)

�
+ h.c. (2.26)

Denoting further the logarithmic coe�cients of the soft function as

S̃B(L,�t, ✓, µ) =
1X

n=0

2nX

m=0

⇣↵s

4⇡

⌘
n

S̃(n,m)

B
(�t, ✓)L

m (2.27)

and again suppressing arguments for brevity, we find the solution

S̃(2,4)

B
= �1

8
S̃(1,2)

B
�(0)

cusp + h.c.

S̃(2,3)

B
=

1

6

⇣
�S̃(1,1)

B
�(0)

cusp + S̃(1,2)

B
�
s(0) � �0S̃

(1,2)

B

⌘
+ h.c. (2.28)

S̃(2,2)

B
=

1

4

⇣
�S̃(1,0)

B
�(0)

cusp + S̃(1,1)

B
�
s(0) � s(0)�(1)

cusp � �0S̃
(1,1)

B

⌘
+ h.c.

S̃(2,1)

B
=

1

2

⇣
S̃(1,0)

B
�
s(0) + s(0)�s(1) � �0S̃

(1,0)

B

⌘
+ h.c.

Upon transforming back to momentum space, we thus have all the soft ingredients

necessary to construct the T0 spectrum at approximate NNLO. We are only missing the
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dimension for the beam function. The evolution formula in eq. (2.34) for the soft function

can therefore be rewritten as

SB(l
+,�t, ✓, µ) = exp

⇥
4S(µs, µ) + 2a�B (µs, µ)

⇤
(2.36)

⇥ u†(�t, ✓, µ, µs) S̃B(@⌘s ,�t, ✓, µs)u(�t, ✓, µ, µs)
1

l+

✓
l+

µs

◆2⌘s e�2�E⌘s

�(2⌘s)
,

where the order of the scale arguments in the u evolution matrices is now inverted relative

to the v matrices and

a�B (µs, µ) = �
Z

↵s(µ)

↵s(µs)

d↵
�B(↵)

�(↵)
. (2.37)

2.6 The beam functions and their evolution

The process-independent T0 beam functions Bi have been computed up to N3LO accuracy

and are available in the literature [62–66]. The quark and gluon beam functions satisfy the

following RG equation in Laplace space

d

d lnµ
B̃i(Lc, z, µ) =


� 2�cusp(↵s)Lc + �Bi (↵s)

�
B̃i(Lc, z, µ) , (2.38)

where the index i = {q, q̄, g}, Lc = ln
⇥
(M)/µ2

⇤
and �cusp = CD�cusp with CD = {CF , CA}

for the quark and the gluon beam functions respectively. The explicit expressions for the

non-cusp beam anomalous dimensions �B
i

up to NNLO can be found in e.g. Appendix D

of Ref [57]. Dropping the flavour index for brevity, the evolution equation has the solution

B̃(Lc, z, µ) = exp
⇥
�4S(µB, µ)� a�B (µB, µ)

⇤
B̃(@⌘B , z, µB)

✓
M

µ2

B

◆
⌘B

, (2.39)

where ⌘B ⌘ 2a�(µB, µ) and µB ⇠
p
T0M is the beam scale. Taking the inverse transform

again we find that, in momentum space,

B(t, z, µ) = exp
⇥
�4S(µB, µ)� a�B (µB, µ)

⇤
B̃(@⌘B , z, µB)

1

t

✓
t

µ2

B

◆
⌘B e��E⌘B

�(⌘B)
. (2.40)

3 Resummation via renormalisation group evolution

In this section, we combine the factorisation theorem and the perturbative ingredients

presented in sec. 2 to resum logarithms of T0/M . We present explicit formulæ for the

resummed T0 spectrum at NLL0, NNLL and NNLL0 order.

3.1 All-order solutions of the RG equations

Substituting the resummed expressions for the ingredients of eq. (2.6) which we have pre-

sented in sec. 2 and after integrating over the virtualities ta and tb, we are able to write
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term S̃(2,0)

B
, which contributes only at the point T0 = 0 and must be computed separately.

This means that once we combine these with the contributions coming from the beam

and hard functions we are able to cancel all the singular pieces at small T0 of the NLO

calculation for tt̄+jet production.

2.5.3 Evolution

In Laplace space, the all-order solutions of the soft RG evolution in eq. (2.24) can be

written as

S̃B(L,�t, ✓, µ) = V†(,�t, ✓, µs, µ) S̃B(L,�t, ✓, µs)V(,�t, ✓, µs, µ) , (2.29)

where the unitary matrix V satisfies the di↵erential equation

d

d lnµ
V(,�t, ✓, µs, µ) =

✓
�cusp ln

2

µ2
� �s

◆
V(,�t, ✓, µs, µ) , (2.30)

and the soft scale µs ⇠ T0 minimises the logarithms in the soft functions. Proceeding

analogously to the hard function case and resumming the soft logarithms while evolving

from the soft scale to a generic scale µ, we find the solution

V(,�t, ✓, µs, µ) = exp [2S(µs, µ)]

✓
2

µ2
s

◆�a�(µs,µ)

v(�t, ✓, µs, µ), (2.31)

with the non-cusp soft evolution matrices given by

v(�t, ✓, µs, µ) = P exp

(
�
Z

↵s(µ)

↵s(µs)

d↵

�(↵)
�
s(�t, ✓,↵)

)
. (2.32)

Substituting these ingredients into eq. (2.29) we obtain

S̃B(L,�t, ✓, µ) = exp [4S(µs, µ)]v
†(�t, ✓, µs, µ) S̃B(@⌘s ,�t, ✓, µs)v(�t, ✓, µs, µ)

✓
2

µ2
s

◆⌘s

(2.33)

where ⌘s ⌘ �2a�(µs, µ). In the last equation we have rewritten the logarithms appearing as

an argument of the soft function in terms of partial derivatives acting on the last factor [71,

72]. Transforming back to momentum space yields

SB(l
+,�t, ✓, µ) = exp [4S(µs, µ)]v

†(�t, ✓, µs, µ) S̃B(@⌘s ,�t, ✓, µs)v(�t, ✓, µs, µ)

⇥ 1

l+

✓
l+

µs

◆2⌘s e�2�E⌘s

�(2⌘s)
. (2.34)

Due to the RG invariance of the full cross section we have the following relation between

the non-cusp anomalous dimensions of the hard, soft, and beam functions

�
s = �

h + �B 1 , (2.35)

where the non-diagonal part of the soft anomalous dimension arises entirely from the

non-cusp anomalous dimension of the hard function and �B is the non-cusp anomalous
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One can average over the two hemisphere momenta, the soA func6ons 
sa6sfies the RG equa6on in Laplace space

Solu6on in momentum space, we used the consistency rela6on among 
anomalous dimensions

term S̃(2,0)

B
, which contributes only at the point T0 = 0 and must be computed separately.

This means that once we combine these with the contributions coming from the beam

and hard functions we are able to cancel all the singular pieces at small T0 of the NLO

calculation for tt̄+jet production.

2.5.3 Evolution

In Laplace space, the all-order solutions of the soft RG evolution in eq. (2.24) can be
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where the unitary matrix V satisfies the di↵erential equation

d
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V(,�t, ✓, µs, µ) =

✓
�cusp ln

2

µ2
� �s

◆
V(,�t, ✓, µs, µ) , (2.30)

and the soft scale µs ⇠ T0 minimises the logarithms in the soft functions. Proceeding

analogously to the hard function case and resumming the soft logarithms while evolving

from the soft scale to a generic scale µ, we find the solution

V(,�t, ✓, µs, µ) = exp [2S(µs, µ)]

✓
2

µ2
s

◆�a�(µs,µ)

v(�t, ✓, µs, µ), (2.31)

with the non-cusp soft evolution matrices given by

v(�t, ✓, µs, µ) = P exp

(
�
Z

↵s(µ)

↵s(µs)

d↵

�(↵)
�
s(�t, ✓,↵)

)
. (2.32)

Substituting these ingredients into eq. (2.29) we obtain

S̃B(L,�t, ✓, µ) = exp [4S(µs, µ)]v
†(�t, ✓, µs, µ) S̃B(@⌘s ,�t, ✓, µs)v(�t, ✓, µs, µ)

✓
2

µ2
s

◆⌘s

(2.33)

where ⌘s ⌘ �2a�(µs, µ). In the last equation we have rewritten the logarithms appearing as

an argument of the soft function in terms of partial derivatives acting on the last factor [71,

72]. Transforming back to momentum space yields

SB(l
+,�t, ✓, µ) = exp [4S(µs, µ)]v

†(�t, ✓, µs, µ) S̃B(@⌘s ,�t, ✓, µs)v(�t, ✓, µs, µ)

⇥ 1

l+

✓
l+

µs

◆2⌘s e�2�E⌘s

�(2⌘s)
. (2.34)

Due to the RG invariance of the full cross section we have the following relation between

the non-cusp anomalous dimensions of the hard, soft, and beam functions

�
s = �

h + �B 1 , (2.35)

where the non-diagonal part of the soft anomalous dimension arises entirely from the

non-cusp anomalous dimension of the hard function and �B is the non-cusp anomalous

– 11 –
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Resummed result for the cross sec/on

‣ We have 

‣ hard func6ons at NLO 

‣ soA func6ons at NLO, by knowing the two-loop soA anomalous dimensions we can solve 
the RG equa6ons order by order and obtain all the NNLO logarithmic contribu6ons, we only 
miss  terms at NNLO 

‣ beam func6ons at NNLO (for ini6al states with quarks and gluons) 

‣ two-loop anomalous dimensions

�(T0)

‣ We can resum to NNLL. We are missing   terms (from NNLO hard and soA func6ons). If we 

include everything else we know we obtain a NNLL  result 

‣ We construct an approximate (N)NLO formula which reproduces the fixed-order behaviour of 

the spectrum (for ) (also needed for nonlocal N-je3ness subtrac'ons)

�(T0)

′ a

T0 > 0
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Singular vs fixed order

Figure 1: Approximate fixed order results for the T0 distribution obtained from our

factorisation theorem compared with full calculations at LO (left) and NLO (right). The

approximate results correctly reproduce the fixed order behaviour in the T0 ! 0 limit.

cross section as a function of ⌧B relative to the fixed order calculation. This is shown at

LO1 and NLO1 accuracy in fig. 2. We see that the singular contribution to the cross section

becomes of a similar size to the fixed order when ⌧B is just above 0.2. The behaviour at

di↵erent orders is very similar. We therefore make the choices

y0 = 1.0GeV/M , {y1, y2, y3} = {0.1, 0.175, 0.25} . (4.3)

We now discuss the resummed results. In order to estimate the theoretical uncer-

tainties, we vary the central choices for the profile scales in eq. (4.1) independently while

keeping the hard scale fixed. This gives us four independent variations. In addition, we

consider two more profile functions where we shift all the yi transition points together by

±0.05 while keeping all of the scales fixed at their central values. Hence, we obtain in

total six profile variations. We consider the maximal absolute deviation in the results with

respect to the central prediction as the resummation uncertainty.

In fig. 3, we show the peak region of the resummed T0 distribution. We compare

predictions at di↵erent primed and unprimed levels of accuracy from NLL to NNLL0
a.

Examining the unprimed results, we see a large shift in the central value between the NLL

and NNLL results, though the central prediction for the NNLL result remains within the

scale uncertainty band of lower order calculation. We also observe that the size of the band

does not reduce substantially when moving from one order to the next. On the other hand,

comparing the NLL0 and NNLL0
a results we observe both a more stable central value and

– 19 –

Fixed-order comparisons, approximate NLO and approximate NNLO vs LO  and NLO1 1
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Resummed results

Figure 3: Resummed T0 distribution at successive unprimed (left) and primed (right)

orders. Compared to the full NNLL0 result, the approximate NNLL0
a prediction shown

on the right misses only finite O(↵2
s ) terms proportional to �(T0) in the hard and soft

functions.

In Geneva implementations at NNLL0+NNLO, it acts as a subtraction term local in T0,
which requires the fixed order calculation to use a T0-preserving mapping. This can have

the positive feature of reducing the impact of fiducial power corrections compared to a

simple slicing approach [80, 81].

Finally, in fig. 5 we present our best predictions across the whole spectrum. In order

to highlight the e↵ect of these higher-order corrections we show the resummed results

at various resummation orders matched to the appropriate fixed order calculations. We

divide the spectrum into the peak region, where resummation e↵ects are most important,

the transition, where resummed and fixed order contributions compete for importance, and

the tail, where the fixed order is dominant. Examining the peak region, we notice slightly

larger uncertainty bands for the NNLL+LO1 compared to the NLL0+LO1. The uncertainty

bands are, however, significantly reduced once NNLL0
a+NLO1 accuracy is reached. In the

transition and tail regions, a clear di↵erence between the NNLL0
a+NLO1 and the lower

order results emerges above ⇠ 60 GeV due to the additional contributions of the NLO1

calculation.

– 21 –

NNLL   is our best predic6on, it includes NNLO beam func6ons, all mixed NLO x NLO terms, NNLL 
evolu6on matrices, all NNLO soA logarithmic terms. Resumma6on is switched off via profile scales

′ a
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We are compu6ng the correlated emissions of NNLO soA func6ons [Bell,AB,Dehnadi,Edelmann,Lim,Rahn, in 
progress]. SoA amplitudes from [Angeles-Mar6nez,Czakon,Sapeta 18’], for example double real (RR)  partCA

Zero-jeHness soL func/ons at NNLO

Figure 6: Three-Wilson-line, double-cut diagrams required for the calculation of the NNLO soft
function.

Figure 7: Three-Wilson-line, double cut di-
agram appearing in the calculation of the
NNLO soft function.

Figure 8: Four-Wilson-line, double cut dia-
gram required in the calculation of the NNLO
soft function.

as [10]

M
⇤(0)
g,g,a1,...(k, l, p1, . . . )M

(0)

g,g,a1,...(k, l, p1, . . . )

'
1

2

X

ijkl

Sij(k)Skl(l) hM
(0)

a1,...(p1, . . . )| {Ti ·Tj ,Tk ·Tl} |M
(0)

a1,...(p1, . . . )i

� CA

X

ij

Sij(k, l) hM
(0)

a1,...(p1, . . . )|Ti ·Tj |M
(0)

a1,...(p1, . . . )i , (4.2)

where Sij(k) is the eikonal integrand

Sij(k) =
pi · pj

(pi · k) (pj · k)
, (4.3)

which we had used to construct the NLO soft function integrals in Eq. (3.4), and pi are the
d-momenta of the external partons. We note that the functions Sij(k) and Sij(k, l) are invariant
with respect to rescalings of the momenta of external particles of the Born process. Therefore,
they can be expressed in terms of velocities

ni =

8
<

:

n for i = 1
n̄ for i = 2
ṽi for i = 3, 4

. (4.4)

The function Sij(k, l) can be split into two parts

Sij(k, l) = S
m=0

ij (k, l) +
⇣
m

2

i S
m 6=0

ij (k, l) +m
2

j S
m 6=0

ji (k, l)
⌘

, (4.5)

18

Using colour conservation and symmetries it can be rewritten as

∑
i≠j

Ti ⋅ Tj(Sij(k, l) − Sii(k, l)/2 − Sjj(k, l)/2)

IRR(ϵ) =
(4πeγEτ2)−2ϵ

(2π)2d−2 ∫ ddk δ(k2) θ(k0) ∫ ddl δ(l2) θ(l0) |MRR(k, l) |2 ℳ(τ; k, l)

k− =
a b pT

(1 + ab) y
, k+ =

b y pT

(a + b) l− =
pT

(1 + ab) y
, l+ =

a y pT

(a + b)

Change of variables: from light-cone variables to the variables defined in [Bell, Rahn, Talbert, 1812.08690]
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UV renormaliza6on: start from hard anomalous dimension (only dipoles) [Ferroglia, Neubert, Peck, Yang, 09]

Zero-jeHness soL func/ons at NNLO

where the four-velocities of the massive particles are defined as

vµi →
pµi
mi

, v2i = 1 . (8.72)

The analysis of the IR divergences for massless QCD amplitudes was extended to the case in

which also massive external legs are present in [80]. The effective theory to be employed in

this case is a combination of of SCET (for the massless partons) and HQET for the massive

partons [124]. In such situations the soft function contains both massless and time-like Wilson

lines

S ({n}, {v}, µ) = 〈0|Sn1 · · ·SnkSvk+1 · · ·Svn |0〉 , (8.73)

where ni are the light cone reference vectors of the k massless external legs and vi are the

velocities of the n↔k external massive legs. The massless Wilson lines are defined in Eq. (8.10),

while the massive Wilson lines are defined as

Si(x) = P exp

[
↔ig

∫ →

0
dt vi · Aa

s(x+ tvi)T
a
i

]
. (8.74)

In the case in which massive partons are present, the constraints of the anomalous di-

mension which generalizes Eq. (8.28) are weaker than in purely massless case. In particular,

for massive legs there are no constraints coming form soft-collinear factorization and from

collinear limits. For the purely massive case, all the color structures allowed by non-abelian

exponentiation at a given order will be present.

When both massive and massless external legs are present, the anomalous dimension

matrix governing the structure of the IR poles of QCD amplitudes has a part which depends

on one- and two-parton correlations. This part has the following form

Γ
(
{p}, {m}, µ

) ∣∣
2-parton

=
∑

(i,j)

Ti ·Tj

2
ωcusp(εs) ln

µ2

↔sij
+
∑

i

ωi(εs)

↔
∑

(I,J)

TI ·TJ

2
ωcusp(βIJ ,εs) +

∑

I

ωI(εs)

+
∑

(I,j)

TI ·Tj

2
ωcusp(εs) ln

mIµ

↔sIj
. (8.75)

In the equation above the last two lines contain the new terms required by the presence of

massive partons. The capital indices I, J run over the massive legs, while the indices i, j run

over the massless ones. In all three cusp terms we sum over both orders of the indices as in

Eq. (8.28). The hyperbolic angles formed by two time-like Wilson lines, βIJ , are defined as

βIJ = arccosh(↔σIJvI · vJ ↔ i0) , (8.76)

where σIJ = 1 if both partons I and J are incoming or outgoing and σIJ = ↔1 otherwise.

The cusp anomalous dimension which appears in the second line of Eq. (8.75) depends on βIJ

– 110 –

Combining the hard anomalous dimensions with beam anomalous dimensions to obtain the soA 
anomalous dimensions . We can renormalize addi6vely (the logarithm of) the soA 
func6on dipole by dipole with

Γs = − Γh − 2 ΓB
in the Eq. (8.32). A comprehensive list of all of the factors appearing in Eq. (8.33) can

be found in Appendix A in [74] and in Appendix I of the present work. The perturbative

expansion of Z in powers of ωs up to terms of order ω4
s is given by

lnZ =
ωs

4ε

(
Γ→0
4ε2

+
Γ0

2ε

)
+
(ωs

4ε

)2[
→
3β0Γ→0
16ε3

+
Γ→1 → 4β0Γ0

16ε2
+

Γ1

4ε

]

+
(ωs

4ε

)3
[
11β20 Γ

→
0

72ε4
→

5β0Γ→1 + 8β1Γ→0 → 12β20 Γ0

72ε3
+

Γ→2 → 6β0Γ1 → 6β1Γ0

36ε2
+

Γ2

6ε

]

+O(ω4
s).

(8.34)

Note that the leading singular term in lnZ at the n-th order in ωs in perturbation theory

diverges as 1/εn+1. The leading singularities in Z, on the other hand, are of order 1/εn

8.4 Constraints on Γ

Let us now discuss the considerations leading to the ansatz in Eq. (8.28). The anomalous

dimension must fulfill a set of all-order constraints. The most important one arises from soft-

collinear factorization. Since physical observables must be scale independent, SCET operators

matrix elements should evolve in the same way as the hard matching coefficients (which

correspond to the on-shell scattering amplitudes). Therefore, the anomalous dimensions of

the matching coefficients must be the sum of collinear and soft contributions Γc and Γs.

Schematically

Γ(sij) = Γs(Λij) +
∑

i

Γi
c(p

2
i )1. (8.35)

The arguments of the functions in Eq. (8.35) indicate that, while the l.h.s. can depend only

on the “hard” scalar products sij = 2σijpi · pj, the soft contribution will depend on Λ2
ij =

(→p2i )(→p2j )/(→sij) and the collinear contribution on the individual (slightly off- shell) squared

momenta p2i . Moreover, the collinear term on the r.h.s. of Eq. (8.35) must be diagonal in

color space, since collinear interactions cannot lead to correlations between different partons.

Consequently, i) the dependence on p2i should cancel in the sum of the soft and collinear

terms, and ii) Γ and Γs should have the same color structure. Further constraints arise from

non-abelian exponentiation, and from the factorization of amplitudes in the collinear and in

the Regge limits. We will now discuss each of these constraints in turn.

8.4.1 Non-Abelian Exponentiation

In QED, the identities satisfied by eikonal propagators, such as the one shown in Fig. 8.2, can

be used to prove that the soft function exponentiates.14 Therefore, in QED the soft function,

which is a matrix element of Wilson lines, can be written as

S ({n}, µ) = 〈0|S1(0) · · ·Sn(0)|0〉 = exp
[
S̃ ({n}, µ)

]
. (8.36)

14This simple exponentiation only holds at energies below the electron mass, i.e. after integrating out the

massive fermions.

– 100 –

+ 𝒪(α3
s )

Casimirs of diagonal terms can always be rewrinen in terms of colour dipoles using colour conserva6on
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Zero-jeHness soL func/ons at NNLO

Renormalized result of massive-massive 
(CA part) dipole after combining RR+VR 

and  renormalization. UV poles removed 
via Z factor in EFT

αs

-plane, non-logarithmic term(βt , cos θ)

Renormalized result of massless-massive (CA 
part) dipole after combining RR+VR and  
renormalization. UV poles removed via Z 

factor in EFT

αs

Tripole contributions on the way, only contribute to VR 
(RR tripole diagrams sum up to zero)
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Projected transverse momentum resumma/on

P⃗⊥
t

P⃗⊥
t̄

∆Φtt̄

q⃗T

τ⃗

q⃗τ⊥

q⃗τ∥

Figure 1: The kinematics on the transverse plane in the laboratory reference frame. ~P?

t(t̄) stands for the

transverse momentum of the (anti-)top quark. ��tt̄ is the azimuthal opening angle between the
top and anti-top quarks. ~⌧ is a unit reference vector in the transverse plane.

formula governing the leading asymptotic behaviour of d�tt̄/dq⌧ in the limit q⌧ ! 0. Then, the (rapidity)
renormalisation group equations will be solved in Sec. 3 for the respective sectors participating into the
factorisation formula, from which we exponentiate the characteristic logarithmic constituents in the impact
space and thereby accomplish the resummation of the singular terms in the momentum space. Sec. 4 will be
devoted to the numeric evaluations on the spectra q⌧ . Therein, we will at first validate the approximations of
our factorisation formula up to N2LO, and then present the resummation improved di↵erential distributions
for three particular observables, d�tt̄/qT,in, d�tt̄/qT,out, and d�tt̄/��tt̄. qT,in(out) is a special case of q⌧ on
the choice of ~⌧ parallel (perpendicular) to the top quark transverse momentum, while ��tt̄ represents the
azimuthal de-correlation of the tt̄ pair and can be extracted through its kinematical connection to qT,out.
Finally, we will o↵er some concluding remarks in Sec. 5.

2 Factorisation

2.1 Kinematics and the factorised cross section

We start this section with the elaboration on the kinematics. As illustrated in Fig. 1, the main concern of
this work is on the interplay between a reference unit vector ~⌧ and the transverse momentum ~qT of the tt̄
system. By means of the reference vector ~⌧ , ~qT can be decomposed into two parts, the projection component
~q⌧k and the rejection one ~q⌧? , i.e.,

~qT = ~q⌧? + ~q⌧k = q⌧?~⌧ ⇥ ~n + q⌧k~⌧ , (2.1)

where ~n is another unit vector pointing to one of beam directions in the laboratory reference frame. In the
numeric implementation presented in this paper, the magnitude of the projection ~q⌧k is of primary interest,
which will hereafter be dubbed q⌧ ⌘ |~q⌧k |.
The fixed-order calculation on the q⌧ spectrum can be realised using the QCD factorisation theorem of [110],
that is,

d5�tt̄

dM2
tt̄

d2 ~P?
t

dYtt̄ dq⌧
=

X

sign[P z
t ]

1

16s(2⇡)6

Z
d2~qT ⇥kin �

h
q⌧ � |~qT · ~⌧ |

i ⌃tt̄

M tt̄

T |P z
t
|
, (2.2)

where Mtt̄ denotes the invariant mass of the tt̄ system, and s is the colliding energy. In this work we will
concentrate on

p
s = 13 TeV throughout. Ytt̄ and M tt̄

T are for the pseudorapidity and the transverse mass of
the tt̄ pair in the laboratory frame (LF), respectively. P z

t
represents the longitudinal components of the top

quark momentum measured from the z-direction rest frame (zRF) of the tt̄ pair. The zRF can be obtained
through boosting the LF along one of the beam directions until the longitudinal momentum of the tt̄ pair
has been eliminated.

To perform the integral of ~qT in Eq. (2.2), it is of essence to establish suitable kinematical boundaries to
fulfill energy-momentum conservation condition. To this end, we introduce the function ⇥kin to impose the

4

[W.L. Ju, M. Schoenherr, 2210.09272 and 2407.03501]
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through boosting the LF along one of the beam directions until the longitudinal momentum of the tt̄ pair
has been eliminated.

To perform the integral of ~qT in Eq. (2.2), it is of essence to establish suitable kinematical boundaries to
fulfill energy-momentum conservation condition. To this end, we introduce the function ⇥kin to impose the

4

‣ Decomposi6on:  

‣ Projected transverse momentum spectrum on , component is integrated.                                                                   
Factoriza6on of the cross sec6on is shown. 

‣ Removes the azimuthal correla6on divergences (in addi6on to the azimuthally averaged case ) 

‣ Three observables are defined depending on the choice of  parallel ( ) or perpendicular ( ) to the top-quark 

transverse momentum and 
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Figure 7: The fixed-order results of the ��tt̄ and the weighted ��tt̄ spectra of the process pp ! tt̄ + X
at

p
s = 13 TeV. NLO/N2LO represents the di↵erential cross section calculated in the full QCD,

while NLOs/N2LOs encodes the leading singular behaviour derived from SCETII +HQET.
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Figure 8: The resummation improved spectra of qT,in and qT,out at NLL+NLO, N2LL+N2LO, and approx-
imate N2LL0+N2LO accuracies (aN2LL0+N2LO).

observable have been implemented as shown in Eq. (4.1). They are justified by the above findings, namely
the agreement of the fixed-order expansion of the approximation and the full QCD calculation, in the
asymptotic domain. It is important to note that the full theory calculation participates in the matching
procedure through the ratio Rfs defined in Eq. (3.28). As illustrated in Figs. 5a, 6a, and 7a, this ratio
approaches unity in the asymptotic region for all observables investigated in this paper. Consequently, for
practical evaluations, we are justified to truncate the impact of the full theory below the boundaries in
Eq. (4.1). Further lowering these boundaries in principle helps to suppress the power corrections, which
however entails much longer run time of our programs.

The other major ingredient in our matching procedure is the transition function ftran which, together with the
shape parameters {cm, rm}, governs the active range of the resummation. In light of the excellent agreement
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Figure 9: The resummation improved azimuthal spectra d�tt̄/d��tt̄ at NLL+NLO, N2LL+N2LO, and ap-
proximate N2LL0+N2LO accuracies (aN2LL0+N2LO).

Eq. (3.14), the situation of the q⌧ resummation is

d�tt̄

dq⌧
⇠

X



Z
db⌧k cos(b⌧kq⌧ )

e⌃res,[]
tt̄

(b⌧k~⌧ , Mtt̄, �tt̄, xt, Ytt̄) . (4.7)

Thus, the q⌧ spectra here receive no kinematical suppressions in the asymptotic limit, explaining the absence
of the Sudakov peaks in Fig. 8.

Finally, in Fig. 9, we show the resummation improved azimuthal separations between the top and anti-top
quarks. Since at the leading power, the observable ��tt̄ exhibits the same factorisation and resummation
patterns as the qT,out and qT,in spectra, the curves from Fig. 9 present analogous behaviors to the ones in
Fig. 8, including the converging theoretical uncertainties with the increasing of the precision of the calcu-
lation. Due to the same reasons as before, a Sudakov peak cannot be observed in the asymptotic domain.
In particular, the latter case appears to be in conflict with the finding in a similar observable in Drell-Yan
production [204] where Sudakov peaks were observed in the azimuthal spectra. This contradiction is, how-
ever, found to be spurious. The constraints on the transverse momentum that had been imposed on the
final state in [204] through fiducial cuts and the projection of the observable into multiple transverse mo-
mentum slices introduced an e↵ective kinematic damping factor through the shrinking phase space, thereby
restoring a similar Sudakov peak structure as observed in the azimuthally averaged transverse momentum
distribution of [204]. On the contrary, despite requiring Mtt̄ � 400 GeV in this paper and the prefactor ~P?

t

having emerged from the expansions in Eq. (3.22), neither of them can collapse the phase space for ��tt̄ ! 0
su�ciently for such a structure to emerge.

5 Conclusions

In this paper, we investigated the projected transverse momentum spectrum q⌧ , which can be evaluated by
integrating out the rejection components of ~qT with respect to the reference unit vector ~⌧ . We focussed on
its singular behaviour in the low q⌧ domain in particular.

Using the region expansion methods [78–81] we resolved the phase space and loop integrals in terms of the
dynamic regions that capture the asymptotic properties of d�tt̄/dq⌧ in the vicinity of q⌧ = 0. It comprises the
usual hard, beam-collinear, jet-collinear, and soft domains. Then, in the context of the e↵ective field theories,
SCETII and HQET, we enumerated the possible configurations constructed by those momentum modes, and
determined the power accuracy in each case by probing the corresponding factorisation formulae. It is
observed that the leading singular terms of the q⌧ distribution are governed by the hard, beam-collinear,
and soft regions, akin to the qT spectrum [64–68, 74], whilst the higher power regular terms entail the
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‣ Mellin space factoriza6on derived in SCET+HQET ( ) 

‣ Resumma6on performed by deriving and solving RG equa6ons 

‣ In the original papers predic6ons depend on  (with  ) and the matching scales  

N → ∞

μf μr = μf μh, μs

16

SoL gluon resumma/on for  in EFTtt̄H

N̄ = NeγE

SCET approach [Broggio, Ferroglia, Pecjak ’16]

Mellin space factorisation derived in EFT approach

d ê�ij = Tr


Hij({p}, µf )esij

✓
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Resummation performed by deriving and solving RG equations

d ê�ij (µf ) = exp
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4⇡
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ij
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predictions depend on µf (with µr = µf ) and the matching scales µh, µs

this was implementation we used at first WG meeting (more on this later)

SCET group 30.04.24 1 / 5

When real radia6on is present 
in the final state

̂s ≠ Q2

z = Q2/ ̂s → 1Threshold limit

where
→

S is the hadronic centre of mass energy,

ωmin =
(2mt + mH)2

S
, ω =

Q2

S
, (2.6)

and the symbol {p} indicates the set of the momenta of the incoming partons i and j

together with the top quark, anti-top quark and Higgs momenta. The parton luminosity

functions ffij are defined as the convolutions of the PDFs of the i and j partons. In the

case of tt̄H production, the two channels contributing to the factorisation formula in the

soft limit are the quark annihilation channel and the gluon fusion channel. The phase space

measure for the tt̄H final state is indicated by dPStt̄H . The trace Tr [HS] is proportional to

the spin and colour averaged partonic matrix elements for the tt̄H+Xs production process,

where Xs indicates the unobserved soft gluons in the final state. The hard functions Hij

are matrices in colour space and can be calculated starting from the colour decomposed

amplitudes for the virtual corrections to the partonic tree-level tt̄H production diagrams.

Also, the soft functions Sij are matrices in colour space. The soft functions can be obtained

from the colour decomposed real emission amplitudes evaluated in the soft limit z ↑ 1.

To perform soft-gluon resummation it is convenient to rewrite the total cross section

(2.5) in terms of the Mellin transformed partonic di!erential cross section as

ε (S, mt, mH) =
1

2S

∫
1

ωmin

dω

ω

1

2ϑi

∫
c+i→

c↑i→

dN

ωN

∑

ij

f̃f ij (N, µ)

∫
dPStt̄Hd˜̂εij (N, µ) , (2.7)

where the tilde indicates the Mellin transform of the luminosity function and of the partonic

di!erential cross section. In particular, the Mellin transform of the partonic di!erential

cross section, a.k.a. the hard scattering kernel, can be written as

d˜̂εij (N, µ) = Tr

[
Hij ({p}, µ) s̃ij

(
ln

Q2

N̄2µ2
, µ

)]
. (2.8)

Since the soft limit z ↑ 1 corresponds to the limit N ↑ ↓ in Mellin space, terms sup-

pressed by powers of 1/N were neglected in Eq. (2.7). The quantity N̄ that appears in the

Mellin transform of the soft function, s̃, is defined by the relation N̄ = NeεE , where the

Euler constant is ϖE ↔ 0.577216 · · · .

The hard H and soft s̃ functions, appearing in the hard scattering kernels in Eq. (2.8),

can be evaluated in fixed-order perturbation theory at values of the scale µ at which

they are free from numerically large logarithms. The scale chosen for the evaluation of

the hard function is indicated by µh and that for the soft function is indicated by µs.

Treating µs/µh ↗ 1, there is thus no common value µ which can be made to eliminate large

logarithms in both functions simultaneously. This problem is circumvented by deriving

renormalisation-group equations (RGEs) that can be solved to evolve the hard and soft

functions from their natural scales µh and µs to a common factorisation scale µF at which

the PDFs are evaluated. Formally, the result of this operation is [50]

d˜̂εij (N, µF ) =Tr
[
Ũij

(
N̄ , {p}, µF , µh, µs

)
Hij ({p}, µh) Ũ

†
ij

(
N̄ , {p}, µF , µh, µs

)

↘ s̃ij

(
ln

Q2

N̄2µ2
s

, µs

)]
. (2.9)
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[AB,Ferroglia,Pecjak,Signer, Yang, JHEP 03 (2016) 124],[AB,Ferroglia,Pecjak,Yang, JHEP 02 (2017) 126],       

[AB,Ferroglia,Frederix, Pagani,Pecjak,Tsinikos, JHEP 08 (2019) 039]
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Introducing the scale μr

‣ When matching to NNLO it is reasonable to vary independently  (standard procedure). To make 

contact to FO, we have introduced  in the resumma6on formula 

‣ Eliminate  in favor of  using 

‣ SCET resumma6on formula (and resummed expanded) updated to introduce the scale  , necessary 
to iden6fy the cause of the different shape of scale varia6ons between SCET and dQCD predic6ons 
[Kulesza,Motyka,Stebel,Theeuwes,1704.03363]

μf ≠ μr

μr

αs(μh) αs(μr)

μr

where the superscript (n), n = 0, 1, 2, indicates the order in ωs at which the various

contributions are evaluated. The formula in Eq. (2.12) for the NNLO+NNLL cross section

is such that the first term takes into account the all-order soft-gluon resummation to NNLL,

while the combination of the terms in parenthesis adds to it the subleading pieces in the

soft limit to NNLO in fixed order.

2.2.1 Introduction of the renormalisation scale and study of residual scale

dependence

The residual scale uncertainty a!ecting the phenomenological predictions presented in

Refs. [50, 54] was assessed through the conventional procedure in SCET, namely by in-

dependently varying the hard, soft and factorisation scales present in the resummation

formula by factors of 2 and 1/2 with respect to their default choices. Subsequently, the

three types of scale variation were then added in quadrature in order to quote a total scale

uncertainty, as detailed in section 3 of Ref. [50] and section 3.2 of Ref. [54].

While the approach adopted in Refs. [50, 54] is sound and reasonably conservative, it

makes a direct comparison with the results in Refs. [48, 51] somewhat cumbersome. This

is due to the fact that the results in Refs. [48, 51] allow to vary separately the factorisation

and renormalisation scales, which are set equal in Refs. [50, 54], while in Refs. [48, 51]

the soft and hard scales are kept fixed. Moreover, the uncertainties in fixed-order NNLO

calculations are typically evaluated through a 7-point variation of the factorisation and

renormalisation scales, so in order to compare such calculations with NNLO+NNLL results

one must retain distinct factorisation and renormalisation scales also in the resummed part

of the calculation.

For these reasons, the tt̄H cross-section predictions evaluated in this work through the

method of Refs. [50, 54] are obtained after introducing the renormalisation scale µR in the

resummation formula. This is done by eliminating ωs(µh) in favour of ωs(µR) by means of

the relation

ωs(µh) =
ωs(µR)

X

[
1 →

ωs(µR)

4ε

ϑ1

ϑ0

ln X

X
+

(
ω2
s(µR)

4ε

)2(
ϑ2
1

ϑ2
0

ln2 X → ln X → 1 + X

X2

+
ϑ2

ϑ0

1 → X

X

)
+ · · ·

]
, (2.14)

where

X = 1 →
ωs(µR)

2ε
ϑ0 ln

µR

µh

. (2.15)

Once the scale µR has been introduced, the resummed partonic cross section is re-expanded

in powers of ωs(µR), treating logarithms of any two scale ratios as O(1).

It is then necessary to specify how the residual scale uncertainty a!ecting the predic-

tions is obtained. In order to make comparisons with the results discussed in Refs. [53–55],

the soft scale µs was set equal to Q/N̄ irrespectively from the choice made for the other

scales. Three di!erent choices were made for the central values µ0 given to µF and µR: µ0

was set equal to a) µ0 = Q/2, b) µ0 = HT /2, or c) µ0 = mt + mH/2.
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of the calculation.
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Once the scale µR has been introduced, the resummed partonic cross section is re-expanded

in powers of ωs(µR), treating logarithms of any two scale ratios as O(1).

It is then necessary to specify how the residual scale uncertainty a!ecting the predic-

tions is obtained. In order to make comparisons with the results discussed in Refs. [53–55],

the soft scale µs was set equal to Q/N̄ irrespectively from the choice made for the other

scales. Three di!erent choices were made for the central values µ0 given to µF and µR: µ0
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‣ Current implementa6on: 

‣ We vary  and  with the standard 7 point method 

‣ SoA scale always fixed to  even if the other scales are related to  or to  

‣ We have freedom on what to do with . We provide predic6ons for the case  and . 
In order to incorporate some hard scale varia6ons we finally take the envelope of 11 independent 
scale choices as the measure of uncertainty

μf μr

μs = Mtt̄H /N̄ HT (mt + mH /2)

μh μh = μf μh = μr
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Differences between SCET and dQCD formulas

‣ However, the two methods make different choices in evalua6ng the NNLL 

‣ SCET: expand to NNLL using  

‣ dQCD: expand to NNLL using only  

‣ dQCD: keep some par6al N LL terms in diagonal part of the evolu6on that are dropped in 
SCET formula (but could be kept).  terms are in both approaches expanded in 

αs(μr) ln μi /μj = 𝒪(1)

αs(μr) ln N = 𝒪(1)

3

ũij(μh, μs) αs

exp[αs(μr) g3(λ)] → 1 + αs(μr) g3(λ)

These different choices are the cause of the small numerical differences remaining between the 
SCET and dQCD formulas at NNLO+NNLL

dQCD SCET



Alessandro Broggio   09/04/2025 19

Comparisons SCET vs dQCD vs NNLO

Figure 1: Left: comparison between NNLO+NNLL results in dQCD and SCET for three

parametrically di!erent choices of the default scales. Right: comparison of the combined

NNLO+NNLL results with NNLO for the same three sets of scales. No EW corrections are

included. See the text for additional explanations on the estimation of the uncertainties.

therefore to

”tt̄H

LO (ωs, ω) = ω2

sω”3,1 + ωsω
2”3,2 + ω3”3,3

→ ”LO,1 + ”LO,2 + ”LO,3 ,

”tt̄H

NLO(ωs, ω) = ω3

sω”4,1 + ω2

sω
2”4,2 + ωsω

3”4,3 + ω4”4,4

→ ”NLO,1 + ”NLO,2 + ”NLO,3 + ”NLO,4 ,

”tt̄H

NNLO(ωs, ω) = ω4

sω”5,1 + ω3

sω
2”5,2 + ω2

sω
3”5,3 + ωsω

4”5,4 + ω5”5,5

→ ”NNLO,1 + ”NNLO,2 + ”NNLO,3 + ”NNLO,4 + ”NNLO,5 . (2.24)

The contributions ”LO,1, ”NLO,1, and ”NNLO,1 are usually referred to as the LO contribu-

tion to the tt̄H cross section, and its NLO and NNLO corrections in QCD; the quantity

”NLO,2 is usually referred to as the NLO EW corrections. Finally, a prediction including

all LO and NLO contributions is said to be computed at complete-NLO accuracy. We will

neglect NNLO contributions di!erent than ”NNLO,1.

LO and NLO contributions di!erent from ”LO,1 and ”NLO,1 can involve partonic pro-

cesses with at least one photon in the initial state and therefore depend on the photon

PDF. The dominant contribution originates from the process gε ↑ tt̄H,4 which enters

both LO and NLO. However, also qε and εε initial states are possible. The quantities

”NLO EW, ”NLO,3 and ”NLO,4 receive contributions from the qε ↑ tt̄Hq processes, while

4
See Ref. [118] for an analogous and more detailed discussion for the case of tt̄ production.
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Comparison between dQCD and SCET NNLO vs NNLO+NNLL
[Devoto,Grazzini,Kallweit,Mazzitelli,Savoini,2411.15340]

See Chiara’s talk!

The evolution factors Ũ, which depend on the partonic channel, resum large logarithmic

corrections depending on the ratio µs/µh. They can be expressed as [106]

Ũij

(
N̄ , {p}, µF , µh, µs

)
= exp

{
4ω

εs(µh)
g1 (ϑs, ϑf ) + g2 (ϑs, ϑf ) +

εs(µh)

4ω
g3 (ϑs, ϑf ) + · · ·

}

→ uij ({p}, µh, µs) , (2.10)

where u is the non-diagonal part of the evolution matrix, and

ϑs ↑
εs(µh)

2ω
ϖ0 ln

µh

µs

, ϑf ↑
εs(µh)

2ω
ϖ0 ln

µh

µF

. (2.11)

The functions gi depend on the cusp and PDFs anomalous dimensions. The function g1
is referred to as the leading logarithmic (LL) function, the function g2 is known as the

next-to-leading logarithmic (NLL) function, etc.1

At all orders in perturbation theory, the l.h.s. of Eq. (2.9) does not depend on the

choice of the hard and soft scales, µh and µs. However, in practice the hard and soft

functions can only be evaluated up to some finite order in perturbation theory. This fact

introduces in any numerical evaluation of Eq. (2.9) a residual dependence on the choice of

µh and µs. The hard and soft scales are chosen such that µh ↓ Q and µs ↓ Q/N̄ . While

this choice of soft scale allows all large logarithms involving the Mellin parameter N to be

resummed, when integrating over N as in Eq. (2.7) to obtain the physical cross section, one

faces the well-known problem of a branch cut for large values of N in the hard scattering

kernel, which is related to the existence of the Landau pole in εs. This issue is taken care

of by adopting the Minimal Prescription introduced in Ref. [109].

The resummed formulas include certain towers of logarithms to all orders in perturba-

tion theory, but neglect contributions that are subleading in the soft limit. These sublead-

ing corrections can be added back in fixed-order perturbation theory through a matching

procedure. For the NNLO+NNLL result in ttH production, this matching procedure is

implemented by evaluating the hadronic di!erential cross section according to

dϱNNLO+NNLL

ttH
= dϱNNLL

ttH +

(
dϱNNLO

ttH ↔ dϱNNLL

ttH

∣∣∣
NNLO

expansion

)
, (2.12)

where the third term above is the NNLO expansion of the NNLL resummation formula,

which is obtained by treating logarithms of scale ratios as O(1) quantities and re-expanding

the NNLL result to the second relative order in εs(µF ). The most non-trivial contribution is

the second-order correction, which is derived in complete analogy to the top-pair production

case [108] and involves a term in the Mellin-transformed partonic cross section which reads

d˜̂ϱ
(2)

ij (N, µF ) =Tr
[
H(2)

ij
(µF ) s̃(0)

ij
(µF ) + H(1)

ij
(µF ) s̃(1)

ij
(µF ) + H(0)

ij
(µF ) s̃(2)

ij
(µF )

]

↔ Tr
[
H(2)

ij
(µh) s̃

(0)

ij
(µs) + H(1)

ij
(µh) s̃

(1)

ij
(µs) + H(0)

ij
(µh) s̃

(2)

ij
(µs)

]
,

(2.13)

1
Explicit results can be found in Appendix C.1 of [108], where the functions gi in Eq. (2.10) are denoted

instead by gm

i .
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[2503.15043]
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Outlook

‣ Calculate and extract all the missing ingredients to reach NNLL  accuracy for the 
top-quark pair produc6on process (hard and soA func6ons) 

‣ Event Generator implementa6on 

‣ Extend to associated produc6on of a top-pair and a heavy boson  
( )

′ 

tt̄V
V = H, W±, Z

Thank you!



Alessandro Broggio    09/04/2025 21

Backup slides
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Beam func/ons

The beam func6ons are given by convolu6ons of perturba6ve kernels with the 
standard PDFs  fi(x, μ)

Bi(t, z, μ) = ∑
j

∫
1

z

dξ
ξ

Iij(t, z /ξ, μ) fj(ξ, μ)

RG equa6on in Laplace space is given by 

 kernels are known up to N LO, 
process independent

Iij
3

dimension for the beam function. The evolution formula in eq. (2.34) for the soft function

can therefore be rewritten as

SB(l
+,�t, ✓, µ) = exp

⇥
4S(µs, µ) + 2a�B (µs, µ)

⇤
(2.36)

⇥ u†(�t, ✓, µ, µs) S̃B(@⌘s ,�t, ✓, µs)u(�t, ✓, µ, µs)
1

l+

✓
l+

µs

◆2⌘s e�2�E⌘s

�(2⌘s)
,

where the order of the scale arguments in the u evolution matrices is now inverted relative

to the v matrices and

a�B (µs, µ) = �
Z

↵s(µ)

↵s(µs)

d↵
�B(↵)

�(↵)
. (2.37)

2.6 The beam functions and their evolution

The process-independent T0 beam functions Bi have been computed up to N3LO accuracy

and are available in the literature [62–66]. The quark and gluon beam functions satisfy the

following RG equation in Laplace space

d

d lnµ
B̃i(Lc, z, µ) =


� 2�cusp(↵s)Lc + �Bi (↵s)

�
B̃i(Lc, z, µ) , (2.38)

where the index i = {q, q̄, g}, Lc = ln
⇥
(M)/µ2

⇤
and �cusp = CD�cusp with CD = {CF , CA}

for the quark and the gluon beam functions respectively. The explicit expressions for the

non-cusp beam anomalous dimensions �B
i

up to NNLO can be found in e.g. Appendix D

of Ref [57]. Dropping the flavour index for brevity, the evolution equation has the solution

B̃(Lc, z, µ) = exp
⇥
�4S(µB, µ)� a�B (µB, µ)

⇤
B̃(@⌘B , z, µB)

✓
M

µ2

B

◆
⌘B

, (2.39)

where ⌘B ⌘ 2a�(µB, µ) and µB ⇠
p
T0M is the beam scale. Taking the inverse transform

again we find that, in momentum space,

B(t, z, µ) = exp
⇥
�4S(µB, µ)� a�B (µB, µ)

⇤
B̃(@⌘B , z, µB)

1

t

✓
t

µ2

B

◆
⌘B e��E⌘B

�(⌘B)
. (2.40)

3 Resummation via renormalisation group evolution

In this section, we combine the factorisation theorem and the perturbative ingredients

presented in sec. 2 to resum logarithms of T0/M . We present explicit formulæ for the

resummed T0 spectrum at NLL0, NNLL and NNLL0 order.

3.1 All-order solutions of the RG equations

Substituting the resummed expressions for the ingredients of eq. (2.6) which we have pre-

sented in sec. 2 and after integrating over the virtualities ta and tb, we are able to write
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with solu6on in momentum space

where  and the collinear log is given by  ηB ≡ 2aΓ(μB, μ) Lc = ln(Mκ /μ2)
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Resummed result for the cross sec/on

We can combine the solu6ons for the hard, soA and beam func6ons to obtain
the resummed cross section in a compact form as

d�

d�0d⌧B
= U(µh, µB, µs, Lh, Ls)

⇥ Tr

⇢
u(�t, ✓, µh, µs)H(M,�t, ✓, µh)u

†(�t, ✓, µh, µs) S̃B(@⌘s + Ls,�t, ✓, µs)

�

⇥ B̃a(@⌘B + LB, za, µB)B̃b(@⌘0B + LB, zb, µB)
1

⌧1�⌘tot
B

e��E⌘tot

�(⌘tot)
. (3.1)

The derivative terms inside the arguments of the soft and beam functions act on the factor

in the last line of the previous equation, which we refer to as the generating function. In

the previous formula we have defined

U(µh,µB, µs, Lh, Ls) = (3.2)

exp


4S(µh, µB) + 4S(µs, µB) + 2a�B (µs, µB)� 2a�(µh, µB)Lh � 2a�(µs, µB)Ls

�
.

We have also introduced the quantities ⌘s ⌘ 2a�(µ, µs), ⌘B ⌘ 2a�(µB, µ), ⌘tot = 2⌘s +

⌘B + ⌘0
B
, and we explicitly write the beam, soft and hard logarithms as LB = log(M2/µ2

B
),

Ls = log(M2/µ2
s) and Lh = log(M2/µ2

h
). For the derivation of the formula above we have

used the relations

u(�t, ✓, µc, µa)u(�t, ✓, µb, µc) = u(�t, ✓, µb, µa) ,

a�(µa, µc) = a�(µa, µb) + a�(µb, µc) ,

a�i(µa, µc) = a�i(µa, µb) + a�i(µb, µc) ,

S(µa, µb)� S(µc, µb) = S(µa, µc)� a�(µc, µb) log
µa

µc

. (3.3)

to simplify the final expressions.

The expression in eq. (3.1) is our master formula and the primary outcome of this

work. It is formally valid at all logarithmic orders. It is possible to evaluate it at NLL0,

NNLL and NNLL0 depending on the order in ↵s at which the anomalous dimensions and

the boundary terms are available.

In order to evaluate u we first find the matrix ⇤ which diagonalises the LO non-cusp

hard anomalous dimension

�
h(0)

D
= ⇤�1

�
h(0)⇤ (3.4)

and define the vector ~�h(0) consisting of the eigenvalues of the diagonal matrix �
h(0)

D
. The

solution of the non-cusp evolution matrix in eq. (2.14) up to NNLL can then be obtained

perturbatively as an expansion in ↵s following App. A of Ref. [32] and the references

therein [73, 74]. We find

uNNLL(�t, ✓, µh, µ) =

2

4⇤
✓
1 +

↵s(µ)

4⇡
K

◆0

@

↵s(µh)

↵s(µ)

�~�h(0)

2�0

1

A

D

✓
1� ↵s(µh)

4⇡
K

◆
⇤�1

3

5

O(↵s)

(3.5)
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and , ,  and Ls = ln(M2/μ2
s ) Lh = ln(M2/μ2

h) LB = ln(M2/μ2
B) ηtot = 2ηS + ηB + ηB′ 

where
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Figure 2: Comparison of the absolute values for the singular and nonsingular contributions

to the T0 distribution with fixed order results at LO (left) and NLO (right) accuracy.

also a sizeable reduction of the theoretical uncertainties. This highlights the need for full

NNLL0 accuracy in this process, which we hope to report on in future work.

As mentioned in sec. 3.2, for the production of coloured particles there is a certain

amount of ambiguity in whether one should expand terms or instead keep them inside the

exponential prefactor. This ambiguity starts at NNLL accuracy, since these terms are the

first to contribute at O(↵s) in the logarithmic counting of the exponent. Indeed, while it is

necessary to evaluate the non-diagonal evolution matrix u as a perturbative expansion, the

product between the diagonal evolution matrix U and the generating function appearing

e.g. in the first line of eq. (3.14) may be expanded in the same way or kept exact. We

choose the former by default; however, it is interesting to assess the (formally higher order)

e↵ect of making the other choice. In fig. 4, we compare the resummed distribution with

and without this expansion, at both NNLL and NNLL0
a accuracy. We observe very little

di↵erence between the expanded and unexpanded results, suggesting that the e↵ects of

these missing higher order terms in the expanded results are minimal.

We now consider the matching of the resummed and fixed order calculations. We per-

form an additive matching, following the same spirit as recent Geneva implementations

(see e.g. Ref. [49]). The appropriate combinations of resummed and fixed order accuracies

are given in Tab. 1. The total perturbative uncertainty is calculated by adding in quadra-

ture the previously discussed fixed order and resummation uncertainties. We define our

matched spectrum as

d�match

dT0
=

d�resum

dT0
+

d�FO

dT0
�

d�resum

dT0

�

FO

, (4.4)

where the final term removes double-counting between the resummed and fixed order pieces.

– 20 –

Singular vs Nonsingular contribu/ons
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Resummed results

Figure 3: Resummed T0 distribution at successive unprimed (left) and primed (right)

orders. Compared to the full NNLL0 result, the approximate NNLL0
a prediction shown

on the right misses only finite O(↵2
s ) terms proportional to �(T0) in the hard and soft

functions.

In Geneva implementations at NNLL0+NNLO, it acts as a subtraction term local in T0,
which requires the fixed order calculation to use a T0-preserving mapping. This can have

the positive feature of reducing the impact of fiducial power corrections compared to a

simple slicing approach [80, 81].

Finally, in fig. 5 we present our best predictions across the whole spectrum. In order

to highlight the e↵ect of these higher-order corrections we show the resummed results

at various resummation orders matched to the appropriate fixed order calculations. We

divide the spectrum into the peak region, where resummation e↵ects are most important,

the transition, where resummed and fixed order contributions compete for importance, and

the tail, where the fixed order is dominant. Examining the peak region, we notice slightly

larger uncertainty bands for the NNLL+LO1 compared to the NLL0+LO1. The uncertainty

bands are, however, significantly reduced once NNLL0
a+NLO1 accuracy is reached. In the

transition and tail regions, a clear di↵erence between the NNLL0
a+NLO1 and the lower

order results emerges above ⇠ 60 GeV due to the additional contributions of the NLO1

calculation.
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NNLL   is our best predic6on, it includes NNLO beam func6ons, all mixed NLO x NLO terms, NNLL 
evolu6on matrices, all NNLO soA logarithmic terms. Resumma6on is switched off via profile scales

′ 

distributions and the matching of the resummed calculation to the fixed order. For sake of

definiteness, all the results presented in this section have been obtained for pp collisions at

a centre-of-mass energy of
p
S = 13 TeV and using PDF4LHC15 nnlo parton distribution

functions from LHAPDF [75, 76]. The central predictions have been obtained running all

scales to a common scale µ equal to the tt̄ invariant mass M . In all figures present in

this section, the statistical uncertainties associated with the Monte Carlo integrations are

reported, when visible, as vertical error bars. We estimate the theoretical uncertainties for

the fixed order predictions by varying the central choice for µR = µF = M up and down

by a factor of two and take the maximal absolute deviation from the central result as the

fixed order uncertainty.

We begin by verifying that the approximate fixed order expressions, which we obtain

from the resummed calculation by setting the various resummation scales equal to the hard

scale, are able to reproduce the behaviour of the full fixed order calculation as T0 ! 0.

Comparisons of the full with the approximate fixed order results are shown in fig. 1 at LO1

(i.e. LO tt̄+jet) and NLO1 accuracy. We observe that, for small values of T0 . 10�1 GeV,

the approximate FO reproduces the behaviour of the full calculation very well, both for

the central values and the scale variations. This gives us confidence that the factorisation

theorem is valid and that our calculation of the finite part of the one-loop soft function

is correct. We notice that when the full NLO1 result crosses zero in the right plot, the

associated statistical errors grow large, resulting in a instability in the ratio plot shown in

the lower panel.

Before studying the resummed result, we have to provide a procedure to turn o↵

the resummation before the exponentiated singular terms become too large, spoiling the

predictions in the fixed order region. We do so in a smooth fashion by employing the profile

scales introduced in Refs. [64, 77, 78]. These profiles evolve the beam and soft scales to the

hard scale as a function of ⌧B and hence stop the RG evolution and resummation when the

common scale µNS = µS = µB = µH is reached. Specifically, the profiles take the form:

µH = µNS ,

µS(T0) = µNS frun(T0/M) , (4.1)

µB(T0) = µNS

p
frun(T0/M) ,

where the common profile function frun(y) is given by [79]

frun(y) =

8
>>>>>>>><

>>>>>>>>:

y0
⇥
1 + (y/y0)2/4

⇤
y  2y0 ,

y 2y0  y  y1 ,

y + (2�y2�y3)(y�y1)
2

2(y2�y1)(y3�y1)
y1  y  y2 ,

1� (2�y1�y2)(y�y3)
2

2(y3�y1)(y3�y2)
y2  y  y3 ,

1 y3  y .

(4.2)

This functional form ensures the canonical scaling behaviour for values below y1 and turns

o↵ the resummation above y3. In order to determine the parameters yi of the profiles, it is

instructive to examine the behaviour of the singular and nonsingular contributions to the
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Figure 1: Approximate fixed order results for the T0 distribution obtained from our

factorisation theorem compared with full calculations at LO (left) and NLO (right). The

approximate results correctly reproduce the fixed order behaviour in the T0 ! 0 limit.

cross section as a function of ⌧B relative to the fixed order calculation. This is shown at

LO1 and NLO1 accuracy in fig. 2. We see that the singular contribution to the cross section

becomes of a similar size to the fixed order when ⌧B is just above 0.2. The behaviour at

di↵erent orders is very similar. We therefore make the choices

y0 = 1.0GeV/M , {y1, y2, y3} = {0.1, 0.175, 0.25} . (4.3)

We now discuss the resummed results. In order to estimate the theoretical uncer-

tainties, we vary the central choices for the profile scales in eq. (4.1) independently while

keeping the hard scale fixed. This gives us four independent variations. In addition, we

consider two more profile functions where we shift all the yi transition points together by

±0.05 while keeping all of the scales fixed at their central values. Hence, we obtain in

total six profile variations. We consider the maximal absolute deviation in the results with

respect to the central prediction as the resummation uncertainty.

In fig. 3, we show the peak region of the resummed T0 distribution. We compare

predictions at di↵erent primed and unprimed levels of accuracy from NLL to NNLL0
a.

Examining the unprimed results, we see a large shift in the central value between the NLL

and NNLL results, though the central prediction for the NNLL result remains within the

scale uncertainty band of lower order calculation. We also observe that the size of the band

does not reduce substantially when moving from one order to the next. On the other hand,

comparing the NLL0 and NNLL0
a results we observe both a more stable central value and

– 19 –
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Resummed results

The evolu6on matrix u is evaluated in  expansion, we can choose to expand or not expand , 
the difference is quite small

αs U

Figure 4: Resummed T0 distribution with and without the expansion of U in eq. (3.2), at

both NNLL (left) and NNLL0
a accuracy (right).

Figure 5: Resummed predictions matched to the appropiate fixed order for the T0 distri-

bution at increasing accuracy in the peak (left), transition (centre) and tail (right) regions.

– 22 –
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Matched results to fixed-order

Figure 2: Comparison of the absolute values for the singular and nonsingular contributions

to the T0 distribution with fixed order results at LO (left) and NLO (right) accuracy.

also a sizeable reduction of the theoretical uncertainties. This highlights the need for full

NNLL0 accuracy in this process, which we hope to report on in future work.

As mentioned in sec. 3.2, for the production of coloured particles there is a certain

amount of ambiguity in whether one should expand terms or instead keep them inside the

exponential prefactor. This ambiguity starts at NNLL accuracy, since these terms are the

first to contribute at O(↵s) in the logarithmic counting of the exponent. Indeed, while it is

necessary to evaluate the non-diagonal evolution matrix u as a perturbative expansion, the

product between the diagonal evolution matrix U and the generating function appearing

e.g. in the first line of eq. (3.14) may be expanded in the same way or kept exact. We

choose the former by default; however, it is interesting to assess the (formally higher order)

e↵ect of making the other choice. In fig. 4, we compare the resummed distribution with

and without this expansion, at both NNLL and NNLL0
a accuracy. We observe very little

di↵erence between the expanded and unexpanded results, suggesting that the e↵ects of

these missing higher order terms in the expanded results are minimal.

We now consider the matching of the resummed and fixed order calculations. We per-

form an additive matching, following the same spirit as recent Geneva implementations

(see e.g. Ref. [49]). The appropriate combinations of resummed and fixed order accuracies

are given in Tab. 1. The total perturbative uncertainty is calculated by adding in quadra-

ture the previously discussed fixed order and resummation uncertainties. We define our

matched spectrum as

d�match

dT0
=

d�resum

dT0
+

d�FO

dT0
�

d�resum

dT0

�

FO

, (4.4)

where the final term removes double-counting between the resummed and fixed order pieces.

– 20 –

Figure 4: Resummed T0 distribution with and without the expansion of U in eq. (3.2), at

both NNLL (left) and NNLL0
a accuracy (right).

Figure 5: Resummed predictions matched to the appropiate fixed order for the T0 distri-

bution at increasing accuracy in the peak (left), transition (centre) and tail (right) regions.
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GENEVA vs  resummationqT

Figure 9: Comparison with Matrix+RadISH for the p��
T

distribution at di↵erent re-

summation accuracies. Geneva results before showering are shown on the left panel, after

showering but before hadronisation on the right panel.

labeled DIP-REC in the figures. Even after adding the shower e↵ects, in particular when

using the new recoil scheme, the Geneva results are in better agreement with those with

higher logarithmic accuracy.

4.8 Inclusion of the gg channel contribution

The e↵ects of including the gg channel contribution are quite large both for the total cross

section (in the 6–10% range) and the di↵erential distributions. This is a consequence of

the relative size of the gluon parton distributions at the LHC.

In Fig. 10 we compare the results of Geneva with Matrix after the inclusion of the

gg channel contribution for the same set of inclusive distributions presented in Fig. 6. As

shown in the plots, we find very good agreement between the two calculations. We also

show the e↵ect of including the gg channel contributions by comparing to the Geneva

results before its inclusion. Due to the numerical relevance of this channel, its NLO QCD

corrections have been the subject of dedicated studies [15, 17]. However, since these terms

are formally of higher order (N3LO) with respect to the qq̄ channel contribution, we neglect

them in our calculation.

When showering events in the gluon fusion channel, we set the starting scale of the

shower to be equal to the highest scale present in the process, which is the partonic centre-

of-mass energy. The reason for doing so is that we do not presently resum these contri-

butions, whose resummation accuracy is then entirely given by the shower. A dedicated
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‣ Inclusive quan66es are not modified, changes are expected in exclusive observables 
‣ Shower recoil schemes large impact in predic6ons of colour singlet pT
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Introducing the scale μr

‣ When matching to NNLO it is reasonable to vary independently  (standard procedure). To make 
contact to FO, we have introduced  in the resumma6on formula 

‣ Eliminate  in favor of  using 

‣ Re-expand perturba6vely trea6ng  with . With this coun6ng, 

NNLO expansion of NNLL takes a simple form (for case ) 

‣ SCET resumma6on formula (and resummed expanded) updated to introduce the scale  , necessary 

to iden6fy the cause of the different shape of the scale varia6ons between SCET and dQCD predic6ons 

[Kulesza,Motyka,Stebel,Theeuwes,1704.03363]

μf ≠ μr
μr

αs(μh) αs(μr)

ln μi /μj = 𝒪(1) μi, j ∈ {μf , μr, μh, μs}
μf = μr

μr

where the superscript (n), n = 0, 1, 2, indicates the order in ωs at which the various

contributions are evaluated. The formula in Eq. (2.12) for the NNLO+NNLL cross section

is such that the first term takes into account the all-order soft-gluon resummation to NNLL,

while the combination of the terms in parenthesis adds to it the subleading pieces in the

soft limit to NNLO in fixed order.

2.2.1 Introduction of the renormalisation scale and study of residual scale

dependence

The residual scale uncertainty a!ecting the phenomenological predictions presented in

Refs. [50, 54] was assessed through the conventional procedure in SCET, namely by in-

dependently varying the hard, soft and factorisation scales present in the resummation

formula by factors of 2 and 1/2 with respect to their default choices. Subsequently, the

three types of scale variation were then added in quadrature in order to quote a total scale

uncertainty, as detailed in section 3 of Ref. [50] and section 3.2 of Ref. [54].

While the approach adopted in Refs. [50, 54] is sound and reasonably conservative, it

makes a direct comparison with the results in Refs. [48, 51] somewhat cumbersome. This

is due to the fact that the results in Refs. [48, 51] allow to vary separately the factorisation

and renormalisation scales, which are set equal in Refs. [50, 54], while in Refs. [48, 51]

the soft and hard scales are kept fixed. Moreover, the uncertainties in fixed-order NNLO

calculations are typically evaluated through a 7-point variation of the factorisation and

renormalisation scales, so in order to compare such calculations with NNLO+NNLL results

one must retain distinct factorisation and renormalisation scales also in the resummed part

of the calculation.

For these reasons, the tt̄H cross-section predictions evaluated in this work through the

method of Refs. [50, 54] are obtained after introducing the renormalisation scale µR in the

resummation formula. This is done by eliminating ωs(µh) in favour of ωs(µR) by means of

the relation

ωs(µh) =
ωs(µR)

X

[
1 →

ωs(µR)

4ε

ϑ1

ϑ0

ln X

X
+

(
ω2
s(µR)

4ε

)2(
ϑ2
1

ϑ2
0

ln2 X → ln X → 1 + X

X2

+
ϑ2

ϑ0

1 → X

X

)
+ · · ·

]
, (2.14)

where

X = 1 →
ωs(µR)

2ε
ϑ0 ln

µR

µh

. (2.15)

Once the scale µR has been introduced, the resummed partonic cross section is re-expanded

in powers of ωs(µR), treating logarithms of any two scale ratios as O(1).

It is then necessary to specify how the residual scale uncertainty a!ecting the predic-

tions is obtained. In order to make comparisons with the results discussed in Refs. [53–55],

the soft scale µs was set equal to Q/N̄ irrespectively from the choice made for the other

scales. Three di!erent choices were made for the central values µ0 given to µF and µR: µ0

was set equal to a) µ0 = Q/2, b) µ0 = HT /2, or c) µ0 = mt + mH/2.
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where the superscript (n), n = 0, 1, 2, indicates the order in ωs at which the various

contributions are evaluated. The formula in Eq. (2.12) for the NNLO+NNLL cross section

is such that the first term takes into account the all-order soft-gluon resummation to NNLL,

while the combination of the terms in parenthesis adds to it the subleading pieces in the

soft limit to NNLO in fixed order.

2.2.1 Introduction of the renormalisation scale and study of residual scale

dependence

The residual scale uncertainty a!ecting the phenomenological predictions presented in

Refs. [50, 54] was assessed through the conventional procedure in SCET, namely by in-

dependently varying the hard, soft and factorisation scales present in the resummation

formula by factors of 2 and 1/2 with respect to their default choices. Subsequently, the

three types of scale variation were then added in quadrature in order to quote a total scale

uncertainty, as detailed in section 3 of Ref. [50] and section 3.2 of Ref. [54].

While the approach adopted in Refs. [50, 54] is sound and reasonably conservative, it

makes a direct comparison with the results in Refs. [48, 51] somewhat cumbersome. This

is due to the fact that the results in Refs. [48, 51] allow to vary separately the factorisation

and renormalisation scales, which are set equal in Refs. [50, 54], while in Refs. [48, 51]

the soft and hard scales are kept fixed. Moreover, the uncertainties in fixed-order NNLO

calculations are typically evaluated through a 7-point variation of the factorisation and

renormalisation scales, so in order to compare such calculations with NNLO+NNLL results

one must retain distinct factorisation and renormalisation scales also in the resummed part

of the calculation.

For these reasons, the tt̄H cross-section predictions evaluated in this work through the

method of Refs. [50, 54] are obtained after introducing the renormalisation scale µR in the

resummation formula. This is done by eliminating ωs(µh) in favour of ωs(µR) by means of

the relation

ωs(µh) =
ωs(µR)

X

[
1 →

ωs(µR)

4ε

ϑ1

ϑ0

ln X

X
+

(
ω2
s(µR)

4ε

)2(
ϑ2
1

ϑ2
0

ln2 X → ln X → 1 + X

X2

+
ϑ2

ϑ0

1 → X

X

)
+ · · ·

]
, (2.14)

where

X = 1 →
ωs(µR)

2ε
ϑ0 ln

µR

µh

. (2.15)

Once the scale µR has been introduced, the resummed partonic cross section is re-expanded

in powers of ωs(µR), treating logarithms of any two scale ratios as O(1).

It is then necessary to specify how the residual scale uncertainty a!ecting the predic-

tions is obtained. In order to make comparisons with the results discussed in Refs. [53–55],

the soft scale µs was set equal to Q/N̄ irrespectively from the choice made for the other

scales. Three di!erent choices were made for the central values µ0 given to µF and µR: µ0

was set equal to a) µ0 = Q/2, b) µ0 = HT /2, or c) µ0 = mt + mH/2.
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The evolution factors Ũ, which depend on the partonic channel, resum large logarithmic

corrections depending on the ratio µs/µh. They can be expressed as [106]

Ũij

(
N̄ , {p}, µF , µh, µs

)
= exp

{
4ω

εs(µh)
g1 (ϑs, ϑf ) + g2 (ϑs, ϑf ) +

εs(µh)

4ω
g3 (ϑs, ϑf ) + · · ·

}

→ uij ({p}, µh, µs) , (2.10)

where u is the non-diagonal part of the evolution matrix, and

ϑs ↑
εs(µh)

2ω
ϖ0 ln

µh

µs

, ϑf ↑
εs(µh)

2ω
ϖ0 ln

µh

µF

. (2.11)

The functions gi depend on the cusp and PDFs anomalous dimensions. The function g1
is referred to as the leading logarithmic (LL) function, the function g2 is known as the

next-to-leading logarithmic (NLL) function, etc.1

At all orders in perturbation theory, the l.h.s. of Eq. (2.9) does not depend on the

choice of the hard and soft scales, µh and µs. However, in practice the hard and soft

functions can only be evaluated up to some finite order in perturbation theory. This fact

introduces in any numerical evaluation of Eq. (2.9) a residual dependence on the choice of

µh and µs. The hard and soft scales are chosen such that µh ↓ Q and µs ↓ Q/N̄ . While

this choice of soft scale allows all large logarithms involving the Mellin parameter N to be

resummed, when integrating over N as in Eq. (2.7) to obtain the physical cross section, one

faces the well-known problem of a branch cut for large values of N in the hard scattering

kernel, which is related to the existence of the Landau pole in εs. This issue is taken care

of by adopting the Minimal Prescription introduced in Ref. [109].

The resummed formulas include certain towers of logarithms to all orders in perturba-

tion theory, but neglect contributions that are subleading in the soft limit. These sublead-

ing corrections can be added back in fixed-order perturbation theory through a matching

procedure. For the NNLO+NNLL result in ttH production, this matching procedure is

implemented by evaluating the hadronic di!erential cross section according to

dϱNNLO+NNLL

ttH
= dϱNNLL

ttH +

(
dϱNNLO

ttH ↔ dϱNNLL

ttH

∣∣∣
NNLO

expansion

)
, (2.12)

where the third term above is the NNLO expansion of the NNLL resummation formula,

which is obtained by treating logarithms of scale ratios as O(1) quantities and re-expanding

the NNLL result to the second relative order in εs(µF ). The most non-trivial contribution is

the second-order correction, which is derived in complete analogy to the top-pair production

case [108] and involves a term in the Mellin-transformed partonic cross section which reads

d˜̂ϱ
(2)

ij (N, µF ) =Tr
[
H(2)

ij
(µF ) s̃(0)

ij
(µF ) + H(1)

ij
(µF ) s̃(1)

ij
(µF ) + H(0)

ij
(µF ) s̃(2)

ij
(µF )

]

↔ Tr
[
H(2)

ij
(µh) s̃

(0)

ij
(µs) + H(1)

ij
(µh) s̃

(1)

ij
(µs) + H(0)

ij
(µh) s̃

(2)

ij
(µs)

]
,

(2.13)

1
Explicit results can be found in Appendix C.1 of [108], where the functions gi in Eq. (2.10) are denoted

instead by gm

i .
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Scale choices and uncertain/es in the EFT framework

‣ Original NNLL SCET+HQET implementa6on: 

‣  scales:                                                                                        

Invariant mass scales:                                                                                     

Fixed scales:  

‣ Varied  independently by factors of 2, added upper and lower varia'ons in quadrature (as 

customary in SCET), total of 7 scales varied but matching to FO only for   scales 

‣ Current implementa6on: 

‣ We vary  and  with the standard 7 point method 

‣ SoA scale always fixed to   even if the other scales are related to  or to  

‣ We have freedom on what to do with . We provide predic6ons for the case  and . 
In order to incorporate some hard scale varia6ons we finally take the envelope of 11 independent 
scale choices as the measure of uncertainty

HT μf = μr = μh = HT /2, μs = HT /N̄
μf = μr = Mtt̄H /2, μh = Mtt̄H, μs = Mtt̄H /N̄

μf = μr = μh = (mt + mH /2), μs = (2mt + mH)/N̄

μf , μh, μs

μf = μr

μf μr

μs = Mtt̄H /N̄ HT (mt + mH /2)

μh μh = μf μh = μr
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New vs Old SCET results at NNLO

HT /2mt +
mH

2
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Old uncertainty 
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