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Problem to be solved: 


What are the values of X to have a certain value of Y 

Y = F(X) 



Example: <latexit sha1_base64="cO2HsSX/sgPq9PtZPb6W7C35IyU=">AAACLXicbVBdSxtBFJ2NrdXY2lQffRkaBKEQdkPT9KUgWMQnUTAxkF2X2cndZHD2g5m7JWHYP+RL/4oIPijiq3/DyceDTXrgwuGce7n3niiXQqPrPjiVtXfv1z9sbFa3Pn7a/lz7stPVWaE4dHgmM9WLmAYpUuigQAm9XAFLIgmX0fXR1L/8A0qLLL3ASQ5BwoapiAVnaKWw9vs4ND7CGE1zUJb0F/UlxNhvfvN5pv1YMW7GoVeaVvlWaJamXVJfieEIg6tWWKu7DXcGukq8BamTBc7C2p0/yHiRQIpcMq37nptjYJhCwSWUVb/QkDN+zYbQtzRlCejAzL4t6b5VBjTOlK0U6Ux9O2FYovUkiWxnwnCkl72p+D+vX2D8MzAizQuElM8XxYWkmNFpdHQgFHCUE0sYV8LeSvmI2UTQBly1IXjLL6+SbrPh/Wi0zr/XD08XcWyQPfKVHBCPtMkhOSFnpEM4uSG35IE8On+de+fJeZ63VpzFzC75B87LK6BpqQo=</latexit>
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Task:      Find the X values that correspond to F = 100 +- 5

Solution:   Sample from a uniform distribution points for x1 and x2.
 Each time compute the function value and keep the sampled 

             points that satisfy the condition

There are many sampling methods,
which one shall we use?





X1

X2

Full Grid sampling: 
Curse of dimensionality: The number of grid points grows exponentially with the 

                              number of parameters.


Computationally expensive: Requires huge resources for high-dimensional parameter spaces


Inefficient: Many sampled points may lie in unimportant regions where the function is negligible.


Rigid resolution: Cannot adapt focus to regions of interest; same effort is spent everywhere.

Coarse Grid sampling: 

Low resolution: May miss fine features, narrow peaks, or sharp boundaries in the parameter space.


Risk of bias: If the true optimum lies between grid points, it won’t be captured.


Poor generalization: Gives only a rough idea of the landscape, not accurate for detailed analysis.



Simple random sampling: 
Not always representative


Inefficient for heterogeneous population


Does not guarantee convergence

MCMC sampling: 
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x0 is the proposed point.

Xt is the current point

⇡(x) is the target distribution

Drawbacks of MCMC

 Slow Convergence: The chain may take many iterations to reach  

                           the target distribution.


 Computationally Expensive: High-dimensional distributions require many 

                                    iterations and likelihood evaluations.


 Generalization to degenerate minima: easily stuck to one minimum 



Nested Sampling
MultiNest sampling: 

MultiNest converges by using Bayesian evidence calculation, maintaining a set of live points

 sampled from the prior and iteratively replacing the lowest-likelihood point with a new one 


drawn from the prior but constrained to higher likelihood regions.

Generic drawbacks:

Time consuming as computing likelihood requires to compute the exact value of the function at each sampled point

 Slow Convergence in High Dimensions

Sampling Inefficiency by sampling low-likelihood regions or redundant points.

MultiNest requires choosing the number of live points 

Difficulty with Multimodal Posteriors MCMC often struggles to jump between separated modes,  
while MultiNest can miss narrow or isolated modes if the live points don’t cover them well.



ML assisted Sampling



F(X) 

Input Xi Output Y

Machine learning network can estimate  
the function values by adjusting the learnable  
weights in the hidden layers.

ML regressor:

Maps each input X to the exact function value

ML Classifier:
Maps each input X to two regions:

Inside target region

Outside target region
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arXiv:2204.13950

https://arxiv.org/abs/2204.13950


Sampling
space DL classifier

0 (out of target)

1 (In-target) K=100 points
Y = F(k)

Corrected
 points

Accumulate and train

Test random points
A. Hammad, etal ArXiv:2207.09959Our baseline model

A likelihood free method, while accumulating more points the network learns the target region.

Using a DL classifier, the network learns from both in- and out-target region, avoiding the rejection sampling problems
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Target condition:  
F = 100 +- 5
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Improved ML assisted Sampling

(DLScanner) 



Sampling
space

Similarity
 Learning

0 (out of target)

1 (In-target) K=100 points
Y = F(k)

Corrected
 points

Accumulate and train

Test random points VEGAS

Similarity Learning for Parameter Scans. Shifts the problem from 

“predicting observables" to "learning geometry of viable regions.” 

Dynamic sampling via VEGAS. 
avoids hyper-parameters tuning 

Very efficient in large dimension scan
arXiv:2009.05112

https://arxiv.org/abs/2009.05112


The goal of similarity learning is to learn representations that capture meaningful features of the input data 
by minimize the distance between  points inside the target region

The role of similarity learning

Representation space is a low dimensional space in which points 

that satisfy the constraints grouped together. This enhances the network 


convergence and make it valid for scan in high dimension

arXiv:2004.11362



VEGAS is a well‐known algorithm originally developed for adaptive multidimensional Monte Carlo integration
The role of VEGAS

For integration, it suggests more points around the integral

Suggested points

VEGAS suggests point near to the target region to the 

ML network for prediction. 

BaseLine ML assisted scan uses random points for network prediction



Results 
(Application for particle physics)



Scan over the  scalar potential of the THDM to find the parameter space that satisfy 

All current theoretical and experimental constrains 

ML

sampling

Accept	or	reject

SPheno	+

FlavorKit HiggsBounds HiggsSignals

Checkmate

Scan over 7 free parameters with the following ranges:



DL classifier converges very fast to the target region. 
MCMC and MultiNet require large number of iteration to 


coverage to the target region

All sampling methods are required to accumulate 

20K points in the target region.

Machine learning models are trained on CPU for fair 

comparison with other methods

Similarity Learning with Vegas sampling (DLScanner) has the 

best perfromance over all other ML assisted 


sampling methods

In large dimension scan traditional methods fail 

 DNNR(i): ML regressor with (i) is the number  
of initial points   

 DNNC(i): ML Classifier



Results 
Searching for the “golden” region of the 


NMSSM parameter space

arXiv:2508.13912 



Given the current anomalies can we find the NMSSM parameter space that satisfy 
current constraints and fits all the anomalies ? 

Anomalies 

The 95 GeV excess 


The 650 GeV excess 


Electro-Weakinos 


Muon g-2

Constraints

Higgs measurements 


DM searches 


Low energy observables 


Direct collider searches 



ML

sampling

MadGraph

NMSSM	Tools
HiggsBounds

micrOMEGAS

SModelS

HiggsSignals

Scan over 12 free parameters with the following ranges:

Penalize the points that do not 

satisfy the constraints 



The 95 GeV Excess
2 sigma excess at LEP 

We consider light scalar of mass 95 +- 5 GeV

1.7 sigma excess at ATLAS and CMS 
arXiv:2306.03889

2.7 sigma excess at CMS 
arXiv:2208.02717



The EWino Excess For compressed spectrum, ATLAS has found 2.4 sigma excess 

for neutralino LSP dark matter mass around 150 GeV
arXiv:2106.01676

Scanned points



The 650 GeV Excess 3.8 sigma local excess has been reported by CMS 
arXiv:2310.01643

All scanned points are within 

the reported excess  



Current  bounds 2 sigma within the SM Higgs measurement 
DM constraints

B decays Other constraints are also checked 

In addition, we checked bounds from the LHC

 searches and  Indirect measurements 



Finally we identified the golden region

Inside this region we compute the prospective

 sensitivity for mono-Z and mono-H analyses

Detailed information about the 

analyses can be found in the paper



Chi squared is computed to identify the best

fit point in the scanned parameter space

Best fit point with chi squared = 1.85



DLScanner is a friendly user easy to install package:  

pip install DLScanner

It is a generic sampling method that can be used for

 a wide range of problems


Create your own ML scanning tool




Thanks


