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No experimental evidence against Einstein’s general theory of relativity (1915)

Galaxy redshift surveys support expanding Universe described by FLRW metric (1920s)

Discovery of cosmic microwave background confirms hot Big Bang model (1964)



Multiple independent observations infer existence of 
cold dark matter [CDM]

Galaxy clusters Galaxy rotation curves

Gravitational lensing Cosmic microwave background Large-scale structure



Multiple independent observations infer 
late-time accelerated expansion [Lambda]

Riess et al. (1998); Perlmutter et al. (1999); Rubin et al. (2025; Union3 supernovae)

Hubble diagram



Three generations of CMB satellite establish the 
standard Lambda-CDM model of cosmology

COBE (launch 1989) WMAP (launch 2001)

Planck (launch 2009)



Lambda-CDM: just six numbers

• General relativity + FLRW + Lambda + CDM + baryons + flat: Ωm, Ωb, H0

• Gaussian, adiabatic initial conditions with power-law spectrum: As, ns 

• Phase transition from neutral to ionised at epoch of reionisation: 𝛕
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Figure 12. The same area as in figure 8, but this time showing polarization vectors overlaid on a total intensity map. Both
the map and vectors are from an ACT DR6+Planck f090+f150 coadd to maximize S/N, but in polarization ACT completely
dominates. The theoretical TE correlation is quite low and has a scale-dependent sign, so no clear visual correspondence between
the intensity and polarization fields is expected.

Ground-based CMB observatories independently test 
cosmology through small scales & polarisation

Naess et al. (ACT Collaboration, inc. Rogers, 2025); Chou et al. (SPT Collaboration, 2025)

Atacama Cosmology Telescope South Pole Telescope

ACT DR6

5

Figure 1. SPTpol 500 deg2 low-ω focused signal and noise maps, for temperature and E-mode polarization, for 150 GHz and
95 GHz. The 95 GHz signal maps are omitted because they look similar to the 150 GHz signal maps. The noise maps are made
with the coadd of left-going scans minus the coadd of right-going scans, then divided by 2.

4.3. Transfer Function

The filter transfer function F accounts for the ef-
fects of time stream processing described in Sec-
tion 2.2. As in H18, we solve for it using simu-
lated skies and “mock-observations.” We make 226
realizations of the sky from a given CMB power
spectrum Cω, where Cω is the best-fit theory to
the Planck base_plikHM_TT_lowTEB_lensing dataset
(Planck Collaboration et al. 2020). Next, we add a real-
ization of the foreground power to each sky realization.
The foreground power spectrum is modeled as follows:
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where the mean-squared polarization fraction for dusty
point sources p

dusty = 0.0004, for radio point sources
p
radio = 0.0014, and the tSZ model template is taken

from Shaw et al. (2010). For 150 GHz, the amplitudes
in µK

2 are: {A
dusty
src = 9, A

radio
src = 10, ACIB = 3.46,

AtSZ = 4, A
EE
dust = 0.0236}. For 95 GHz, the amplitudes

in µK
2 are: {A

dusty
src = 1.5, A

radio
src = 50, ACIB = 0.56,

AtSZ = 12, A
EE
dust = 0.00338}.

We convolve these sky realizations with the beam
function Bω, which is di!erent for 95 GHz and 150 GHz.
Next, we mock-observe these sky realizations by scan-
ning through them at the same telescope pointings as
recorded in each of our → 4800 observations. Time
stream processing, map-making and bundling are also
done in the same way as real data, and the end product
is 226 simulated datasets: We have all the low-ω focused
and high-ω focused map bundles, for 95 or 150 GHz, for
each sky realization.

For each of the 226 simulated datasets, we compute
95T ↑95T , 150T ↑150T , 95E ↑95E, 150E ↑150E, and
95E ↑ 150E. These are pseudo-spectra, and the input

SPT-3G D1
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FIG. 1. TT, TE, and EE band powers from SPT-3G D1 (blue dots), ACTDR6 (orange empty squares) and Planck PR3
(green empty dots). Band powers from each experiment are foreground- and nuisance-parameter cleaned combinations of all
auto- and cross-frequency spectra. We also show the best-fit !CDM model to SPT-3G D1 T&E (solid line). Top: TT and
EE band powers on a logarithmic scale. SPT TT band powers are estimated in the multipole range ω = 400 to 3000, while
the range for TE and EE band powers is ω = 400 to 4000, see §IV D for details. Bottom: TE band powers in linear scale,
with a zoomed-in view of the ω > 2000 region where ground-based experiments dominate the measurement. These data sets
demonstrate excellent agreement with each other, and the SPT-3G D1 T&E data provide the tightest measurement of the
lensed EE and TE band powers at ω = 1800-4000 and ω = 2200-4000, respectively.

5. We investigate the amplitude of CMB lensing
implied from its e!ect on the primary CMB power
spectra and find a value consistent with the !CDM
prediction, Alens = 1.016

+0.048
→0.054 from SPT+ACT

T&E data, a result that di!ers at → 2 ω from the
mild anomaly in the Planck data [1].

6. We report a growing discrepancy between CMB
data and BAO data from DESI DR2 in !CDM, at
the level of 2.8ω in the ”m-hrd plane4 when SPT,
ACTDR6, and Planck are combined.

7. While the CMB data alone do not prefer any
extended model over !CDM, the discrepancy

4
rd is the sound horizon at the drag epoch and h →
H0/100 km s→1 Mpc→1.

between the CMB experiments and DESI is al-
leviated in some extended models of cosmology.
The combination of CMB and BAO yields 2-3 ω

deviations from the standard model of cosmology.

III. SKY MAPS

There are several steps between observations of the
microwave sky and cosmological analysis of the CMB. In
this section, we discuss the steps to produce CMB maps
from the raw observations. The observations themselves
and the processing of the data are described in great
detail in Q25; in this work we highlight characteristics of
the data that we need to take into account in our power
spectrum modeling.

Camphuis+ (SPT Collaboration, 2025); Louis+ (ACT Collaboration, inc. Rogers, 2025)

CMB temperature T & polarisation E 
angular power spectra



Ge et al. (SPT Collaboration, 2025)

CMB lensing potential ɸ angular power spectrum
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FIG. 2. Summary of CMB (primary and lensing) !CDM cosmological constraints. The data sets used are described in Table III,
with SPT+ACT being the combination of (ground-based) SPT and ACTDR6, data, and CMB-SPA being the combination
of SPT+ACT with Planck . The diagonal panels display the 1D posterior distributions of the parameters, with corresponding
error bars. The o!-diagonal panels show the 2D 68% and 95% confidence intervals.

power spectrum bins at high ω, in a manner that is
di!cult to compute analytically. For this reason, the
current analysis is performed with full SHTs, and we take
advantage of the many tools that have been developed for
fast estimation of SHTs and resulting power spectra from
HEALPix maps.

The filtering scheme is broadly similar to previous

work. In particular, as a result of the high-pass filtering,
information at multipoles below 300 along the scan
direction is absent from our maps, which results in
a power spectrum bias that we evaluate and discuss
in §IVA 2. An important di"erence involves a newly
identified systematic e"ect from timestream filtering, one
that only appears at the level of sensitivity of the data

Camphuis+ (SPT Collaboration, 2025); Louis+ (ACT Collaboration, inc. Rogers, 2025)

SPT+ACT 
competitive & consistent 

with Planck PR3



Credit: Duncan Hanson

Averaged over the sky, lensing smooths out the power spectrum
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SPT+ACT A2pt = 1.014 ± 0.098 A2pt = 1.016
+0.048
→0.054

SPT-3G D1 A2pt = 0.76
+0.15
→0.19 A2pt = 0.991

+0.083
→0.10

ACTDR6 A2pt = 1.06
+0.10
→0.12 A2pt = 1.020 ± 0.060

Planck A2pt = 1.239 ± 0.095 A2pt = 1.185 ± 0.067

FIG. 22. Constraints on A2pt, the amplitude of lensing
inferred from e!ects on the T&E power spectra, from
Planck (green), ACTDR6 (brown), SPT-3G D1 (blue),
and SPT+ACT(purple) temperature data (left) and the
combination of temperature and polarization data (right),
both excluding lensing ωω data. We show the 68% and
95% confidence regions as the filled contours and whiskers,
respectively. The black bar indicates the mean value of
the posterior, while the dashed line indicates the !CDM
expectation of A2pt = 1. While the Planck data prefer
a value of A2pt > 1, driven by the temperature data,
the ground-based data sets are consistent with the !CDM
expectation. The combination of ACT and SPT data is in
excellent agreement with the !CDM prediction. We report
68% confidence intervals in the table below the figure.

spectra show a preference for an excess in the e!ects
of lensing on the primary CMB anisotropy power
spectra compared to !CDM expectations at the 2-3 ω

level [1, 34]. This preference is largely driven by an
apparent excess smoothing of the Planck high-multipole
temperature data. We look for evidence of similar
e!ects in the SPT data analyzed in this work, both
alone and in combination with the latest ACT power
spectrum measurements. Following [16], we introduce
A2pt, which quantifies the e!ect of gravitational lensing
on CMB T&E power spectra. This parameter scales the
amplitude of the lensing power spectrum used to predict
the lensed CMB spectra from the unlensed expectation,
but does not a!ect the prediction for the amplitude of
the reconstructed CMB lensing potential (εε).

First, we consider constraints based exclusively on
primary CMB temperature data. We show the marginal-
ized posteriors of A2pt for di!erent combinations of
CMB temperature data in Fig. 22. Constraints from
SPT temperature data alone are relatively wide due
to the limited survey area. They are in agreement
with the standard model prediction of unity at 1.6ω.
The combination of ground-based temperature power
spectrum measurements, ACT+SPT TT (see Fig. 22) is

in excellent agreement with the !CDM expectation and
the associated posterior mean is 2.3 standard deviations
below the value preferred by the Planck temperature
data.33 While this may suggest that the features in the
Planck spectrum that cause the observed preference for
A2pt > 1 may not be cosmological and rather statistical
or systematic, we cannot make a definitive judgment at
this point. We note that re-analyses of Planck data have
generally led to a reduction of this feature [114, 129].

In the right panel of Fig. 22, we show the posteriors for
the T&E case. For SPT data, the bulk of the constraining
power lies in polarization data and we see a considerable
tightening of the A2pt posterior. The result is centered
close to unity,34 which is also true for the SPT+ACT

combination. To further investigate the trends in the
Planck data that project onto A2pt > 1, it would
be interesting to compare the Planck and ACTDR6

temperature data at ϑ > 1000. However, this requires a
quantification of the correlation of the two measurements,
which is beyond the scope of this work.

We now also consider CMB lensing reconstruction
data. We follow the prescription of [16] and add Arecon

to our model. Arecon scales the prediction for the
reconstructed CMB lensing power spectrum but has no
e!ect on the prediction for the e!ects of lensing on
the T and E power spectra. In other words, A2pt and
Arecon control independent subsets of the e!ects of the
lensing power spectrum on CMB observables, which are
often lumped together under one parameter AL or Alens

(see below). Varying A2pt and Arecon independently, we
report

A2pt = 0.986
+0.078
→0.097

Arecon = 0.974
+0.081
→0.11

}
for SPT-3G D1, (58)

A2pt = 1.026 ± 0.048

Arecon = 0.990 ± 0.050

}
for SPT+ACT, (59)

A2pt = 1.083 ± 0.037

Arecon = 1.048 ± 0.031

}
for CMB-SPA. (60)

With these results, we see no evidence for inconsistent
signatures of gravitational lensing between primary CMB
and CMB lensing data for ground-based and large-scale
satellite data. The CMB-SPA results are consistent with

33 We do not quote a quantitative statistic for the consistency of the
SPT+ACT and Planck posterior distributions as SPT+ACT

contains ACT data that is significantly correlated with Planck
data.

34 Past SPT analyses have yielded ↭ 2 ω fluctuations below one in
A2pt, however we stress that there is no one-to-one comparison.
The closest case is [14] which is based on observations of the
same part of the sky. However, the data presented here have
a substantially lower noise level, which weights the constraint
more towards polarization and shifts the posterior towards unity.
Significant di!erences in the observation fields and in the spectra
used compared to [9] and [64] prevent a meaningful comparison.

Camphuis+ (SPT Collaboration, 2025); Louis+ (ACT Collaboration, inc. Rogers, 2025)

The Planck PR3 lensing anomaly



Calabrese et al. (ACT Collaboration, inc. Rogers, 2025)

No new physics in the CMB
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Table 5. Parameter constraints in the 6-parameter ⇤CDM model for each data set and their combination, using HiLLiPoP V4.2 in addition to
Commander and LoLLiPoP at low `, with the addition of CMB lensing and BAO constraints.

Parameter TTTEEE TTTEEE TTTEEE
+lensing +lensing+BAO

⌦bh2 0.02226 ± 0.00013 0.02226 ± 0.00013 0.02229 ± 0.00012
⌦ch2 0.1188 ± 0.0012 0.1190 ± 0.0011 0.1186 ± 0.0009
100✓⇤ 1.04108 ± 0.00026 1.04107 ± 0.00025 1.04111 ± 0.00024
log(1010As) 3.040 ± 0.014 3.045 ± 0.012 3.048 ± 0.012
ns 0.9681 ± 0.0039 0.9679 ± 0.0038 0.9690 ± 0.0035
⌧ 0.0580 ± 0.0062 0.0590 ± 0.0061 0.0605 ± 0.0059
H0 67.64 ± 0.52 67.66 ± 0.49 67.81 ± 0.38
�8 0.8070 ± 0.0065 0.8113 ± 0.0050 0.8118 ± 0.0050
S 8 0.819 ± 0.014 0.824 ± 0.011 0.821 ± 0.009
⌦m 0.3092 ± 0.0070 0.3092 ± 0.0066 0.3071 ± 0.0051

Notes. We report mean values and symmetrical 68% confidence intervals.

Table 6. Mean values and 68% confidence intervals for AL.

Likelihood AL �AL

TT 1.075 ± 0.102 0.73�
TE 0.937 ± 0.158 �0.40�
EE 0.912 ± 0.150 �0.59�
TTTEEE 1.039 ± 0.052 0.75�

Notes. The significance of the deviation from unity is given in the last
column.

Fig. 17. Posterior distributions for AL.

0.8�. Figure 17 shows posterior distributions of AL for each
of the mode-spectra and for the TTTEEE combination using
Planck PR4.

In Rosenberg et al. (2022), the CamSpec likelihood associ-
ated with low-` likelihoods from Planck 2018 also showed a
decrease in the AL parameter in Planck PR4 data compared to
PR3 data, reducing the di↵erence from unity from 2.4� to 1.7�.
When LoLLiPoP is adopted as the low-` polarized likelihood,
instead of the low-` likelihoods from Planck 2018, the con-
straint on AL from CamSpec changed from AL = 1.095 ± 0.056
to AL = 1.075 ± 0.058, still a 1.3� di↵erence from unity. We
compare the posteriors for Plik (PR3), CamSpec (PR4), and
HiLLiPoP (PR4) in Fig. 18.

Previously, when there was a preference for AL > 1, adding
AL as a seventh parameter could lead to shifts in other cos-
mological parameters (e.g., Planck Collaboration Int. LI 2017).
However, we confirm that with HiLLiPoP on PR4, the ⇤CDM

Fig. 18. Posterior distributions for AL from HiLLiPoP PR4, compared
to CamSpec (PR4) and Plik (PR3).

parameters are only a↵ected through a very slight increase of
the error bars, without significantly a↵ecting the mean posterior
values.

With the PR4 lensing reconstruction described in
Carron et al. (2022), the amplitude of the lensing power
spectrum is 1.004 ± 0.024 relative to the Planck 2018 best-fit
model. When combining CMB lensing with TTTEEE we could
then recover a tighter constraint on AL, with

AL = 1.037 ± 0.037 (TTTEEE+lensing). (36)

11.2. Curvature, ⌦K

For the spatial curvature parameter, we report a significant dif-
ference with respect to Planck Collaboration VI (2020), which
used PR3 and reported a mild preference for closed models (i.e.,
⌦K < 0). Indeed, with HiLLiPoP V4.2, the measurements are
consistent with a flat universe (⌦K = 0) for all spectra.

As noticed in Rosenberg et al. (2022), with Planck PR4, the
constraint on ⌦K is more precise and shifts toward zero, along
the so-called geometrical degeneracy with H0 (Fig. 19). Indeed,
with HiLLiPoP V4.2 on PR4, the posterior is more symmetrical
and the mean value of the posterior for TTTEEE is:

⌦K = �0.012 ± 0.010, (37)

which is only 1.2� discrepant from zero.
This is to be compared to ⌦K = �0.044+0.018

�0.015
obtained for Plik on PR3 (Planck Collaboration VI 2020) and

A37, page 15 of 20
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Fig. 19. Posterior distributions in the ⌦K–H0 plane using HiLLiPoP
PR4, compared to CamSpec (PR4) and Plik (PR3).

⌦K = �0.025+0.013
�0.010 obtained with CamSpec on PR4 (Rosenberg

et al. 2022).
As a consequence, the tail of the 2-d posterior in the H0–⌦K

plane at low H0 and negative ⌦K is no longer favoured. Indeed,
when fitting for a non-flat Universe, the recovered value for the
Hubble constant is H0 = (63.03±3.60) km s�1 Mpc�1, only 1.3�
away from the constraint with fixed ⌦K = 0.

The combination of TTTEEE with lensing yields the
improved constraint

⌦K = �0.0078 ± 0.0058 (TTTEEE+lensing). (38)

This is now compatible with the baryon acoustic oscillation mea-
surements from SDSS, which are consistent with a flat Universe
and give ⌦K = �0.0022 ± 0.0022 (Alam et al. 2021). Finally,
the mean posterior for the combination of Planck PR4 TTTEEE
with lensing and BAO is:

⌦K = 0.0000 ± 0.0016 (TTTEEE+lensing+BAO). (39)

This is consistent with our Universe being spatially flat to within
a 1� accuracy of 0.16% (see Fig. 20).

11.3. Effective number of relativistic species, Neff

Figure 21 shows the posteriors for TT , T E, EE, and their combi-
nation when we consider the Ne↵ extension. Both TT and T E are
compatible with similar uncertainties, while EE is not sensitive
to Ne↵ . The mean posterior for TTTEEE is:

Ne↵ = 3.08 ± 0.17. (40)

The uncertainties are comparable to Planck 2018 results (Ne↵ =
2.92 ± 0.19, Planck Collaboration VI 2020) with a slight shift
toward higher values, closer to the theoretical expectation
Ne↵ = 3.044 (Akita & Yamaguchi 2020; Froustey et al. 2020;
Bennett et al. 2021), which was also reported with the CamSpec
analysis based on PR4 data (Ne↵ = 3.00 ± 0.21, Rosenberg
et al. 2022).

Fig. 20. Posterior distributions in the ⌦K–H0 plane using Planck PR4
TTTEEE (i.e., lowT+lolE+hlpTTTEEE) in combination with lensing
and BAO.

Fig. 21. Posterior distributions for Ne↵ . The vertical dashed line shows
the theoretical expectation (Ne↵ = 3.044).

11.4. Sum of the neutrino masses,
P

m⌫

Figure 22 shows the posterior distribution for the sum of the neu-
trino masses,

P
m⌫. There is no detection of the e↵ects of neu-

trino mass and we report an upper limit of:
X

m⌫ < 0.39 eV (95% CL, TTTEEE). (41)

Despite the increase in sensitivity associated with PR4, the con-
straint is slightly weaker (the upper limit is larger) than the one
reported for Planck 2018:

P
m⌫ < 0.26 eV at 95% CL. Our con-

straint is comparable to CamSpec, which gives
P

m⌫ < 0.36 eV
at 95% CL.

As explained in Couchot (2017a) and Planck Collaboration
VI (2020), this is directly related to the value of AL. Indeed, the
correlation between AL and

P
m⌫ pushes the peak posterior ofP

m⌫ toward negative values when AL is fixed to unity; the data,
however, prefer values of AL larger than 1. With HiLLiPoPV4.2,
the value of AL reported in this work is more compatible with
unity (AL = 1.039 ± 0.052, see Sect. 11.1), thus, the posterior

A37, page 16 of 20

Using more raw Planck data suppresses lensing 
anomaly & drives cosmology to flatness

Planck Collaboration et al. (2020); Rosenberg et al. (2022); Tristram et al. (2024)



DESI DR1 7

Figure 1. A slice of the universe mapped by DR1 drawn from a small wedge of the DESI
footprint between ±5→ in declination out to z → 4. We render the four major extragalactic
samples—bright galaxy survey (BGS) galaxies, luminous red galaxies (LRG), emission–
line galaxies (ELG), and QSOs—using yellow, orange, blue, and green points, respectively.
Within each target class, the shade of the color maps to declination (lighter colors corre-
spond to higher declination). The inset shows a subset of the BGS survey extending out
to redshift z = 0.2, highlighting the large-scale structure traced by galaxies in the densest
survey region. For reference, this small wedge of the BGS survey represents less than 0.1%
of the comoving cosmological volume in DR1. Also note the black streaks of apparent miss-
ing points (most visible at right ascensions between 40→–300→), which are due to incomplete
survey coverage in DR1 which will be populated in future data releases (see §3.2).

5000 robotic fibers and 3.→2 diameter field-of-view enable it to rapidly acquire optical

spectrophotometry of tens of thousands of targets per night (DESI Collaboration

et al. 2022; Schlafly et al. 2023). By the end of its 5-year survey in 2026 May, current

DESI Collaboration et al. (2025)

The Dark Energy Spectroscopic Instrument 
galaxy redshift survey
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FIG. 5. The first eight panels show the multipole moments of the DESI DR2 correlation functions of galaxies and quasars,
where the upper and lower subpanels display the monopole and quadrupole moments, respectively. The filled circles correspond
to the data measurements and the lines show the best-fit BAO model. We use a solid line for model fits to those samples used
in our analysis, and a dashed line otherwise. Error bars represent 68% confidence intervals. The last panel (bottom right)
shows the autocorrelation of the Lyω forest (upper sub-panel), and the cross-correlation between the Lyω forest and the quasars
(bottom sub-panel), where the 2D clustering information has been compressed into a single wedge. The solid line in this panel
is the baseline model, while the dashed line includes a broad-band polynomial variation that provides a slightly better fit, but
does not significantly shift the BAO position (see [63] for details).

Baryon acoustic 
oscillation detected in 

nine redshift bins
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The size of BAO along the 
LOS, α|| , constrains the 
expansion rate (slope).

H(z) ∝ DH 
-1∝ α||

 -1 

The size of BAO on the 
sky, α⟂, constrains their 

distance from us.
DM ∝ α⟂

Observer

α||
 

α⟂
z

2σ errors

FIG. 1. An illustration of how BAO measurements from DESI constrain the expansion history of the Universe, shown here
as scale factor versus time. Assuming a flat cosmology and rd = 147.05 Mpc (eq. 2), the angular size of BAO on the sky
measures the comoving distance DM to the sample (eq. 3), which corresponds to the horizontal position of points on this plot.
The size of BAO along the line-of-sight (LOS) measures the Hubble distance DH (eq. 5) and therefore the expansion rate,
which corresponds to the slope on the curve. The scale factor is inferred from the e!ective redshift of the sample. Shown
are the DESI DR2 BAO measurements, presented in this paper, for each of the seven tracer samples using 2ω errors for the
horizontal position and slope. The 2ω uncertainty in the slope is only visible as the thicker slope range in the expanded insert.
The constraint from the CMB acoustic scale is plotted as a light blue cross. These measurements are compared to models of
the universe with and without a cosmological constant, both assuming a flat cosmology and plotted with respect to DM. The
late-time acceleration caused by dark energy is easily seen as favored by the BAO data. The bottom axis shows the age of the
Universe as a function of DM in a flat ”CDM universe; it would be moderately di!erent in the matter-only case. DESI-fitted
models with evolving dark energy are not visually distinguishable from the ”CDM model on this plot.

!CDM and w0waCDM. When we refer to ‘DESI’ alone in
tables and figure legends, we treat the BAO as an uncal-
ibrated standard ruler. In some of our !CDM analyses,
we examine constraints that adopt a big bang nucleosyn-
thesis (BBN) prior on ωb, with the value of ωbc in eq. (2)
coming from the model fit itself. We achieve tighter con-
straints and sharper tests by combining DESI with CMB
data that directly constrain ωb and ωbc and add the pre-
cise measurement of ε→ at z = z→.

This work is accompanied by a set of supporting pa-
pers, highlighted in Table I. The structure of this paper is
as follows. In Section II, we describe the DESI DR2 data
and large-scale structure catalogs. Section III presents
the DESI DR2 distance measurements and internal con-
sistency checks, and presents a comparison with SDSS.
In Section IV, we describe the external datasets that will
be combined with DESI BAO. Section V introduces our
cosmological inference method. Section VI presents cos-

DESI Collaboration et al. (2025)
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FIG. 6. DESI DR2 BAO measurements compared to DR1 measurements. In each panel, DR1 and DR2 results are shown
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[65, Appendix D]. The distances are normalized by the DESI DR2 best-fit !CDM model predictions (black solid lines). All
systematic errors are included. The Planck !CDM predictions are shown with brown dashed lines with 68% confidence intervals
in the brown shaded region. A small artificial o”set in redshift has been applied to the DESI DR1 data points for a clearer
comparison.
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FIG. 7. 68% and 95% confidence contours for H0rd and #m

under the !CDM model. From low redshift to high redshift,
the increase on the e”ective redshift of the sample induces
a counter clockwise shift in the degeneracy direction. The
results from each individual tracer are mutually consistent
and complementary in providing tighter constraints.

n1, n2, and n12 respectively are the mean galaxy num-
ber densities of DR2 LRG2, the eBOSS LRGs, and the
common sample. P1 and P2 are the corresponding power
spectrum amplitudes, for simplicity assumed to be the
same here. This calculation gives an estimate C → 0.57
for the LRG2 and eBOSS samples—significantly higher
than the 0.21 for DR1 due to the larger degree of over-
lap between the DR2 and SDSS footprints. Assuming
this level of correlation between the results, we find the
discrepancy between the DR2 and SDSS results has re-
duced from 3ω to → 2.6ω. Although the assumption of
no correlation is less plausible, it sets a lower limit of the
discrepancy at the 1.9ω level (compared to 2.7ω in DR1).
When using the DESI reanalysis of SDSS (as shown in
the bottom row of Table. 17 in [21]), the discrepancy is
2.3ω when using C = 0.57 and only 1.5ω when assuming
no correlation (compared to 2.8ω and 2.5ω for DR1).

For a systematic comparison between DR2 and SDSS,
we compare the results in four redshift bins (LRG1, LRG2,
QSO and Lyε) where the e!ective redshifts of DESI and
SDSS tracers are similar (”ze! < 0.03). We convert
the SDSS results into εiso and εAP using the reported
correlations between ε→ and ε||, and then compute the
significance of di!erences between these values and the
DR2 results assuming no correlation between the surveys.

Lambda-CDM is a good fit to DESI BAO 
but not for Planck CMB parameter values

DESI Collaboration et al. (2025)
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evidence for modified recombination from CMB data
alone; given the volume reduction from Planck , this is
a non-trivial validation of the standard recombination
model on the new ground-based data. We add BAO data
to this analysis in §VII D 3.

C. Evaluating the consistency of CMB and BAO
data in !CDM

We now discuss the consistency of CMB and BAO
measurements in the !CDM model. The state-of-the-
art BAO data set is the DESI Data Release 2 (DR2) [3].
Under !CDM, BAO data constrain ”m and hrd and the
DESI data prefer a lower matter density and a higher
hrd than CMB data [151, 152].39 In the discussion
below, we translate the di!erences in the ”m and hrd

constraints from CMB and DESI data to equivalent
statistical significances for a one-dimensional Gaussian
distribution; we consider data sets consistent if they agree
to better than 3 ω according to this metric and allow
ourselves to combine them.

We compare !CDM constraints from DESI and CMB
data in Fig. 25. Using SPT data we find ”m =

0.3246 ± 0.0090 and hrd = 98.0 ± 1.1 Mpc. Accounting
for the correlations between the two parameters, the
di!erence with DESI translates to a one-dimensional
Gaussian fluctuation of 2.5 ω. This mild discrepancy
becomes stronger when more CMB data are added.
Among CMB data sets, ACT data prefer the highest
”m, and the tension between ACT and DESI is at the
3.1 ω level.40 We note that the ACT results used here
include primary T&E CMB data as well as CMB lensing
from ACTDR6 alone. This is di!erent than what was
done in [152], where the “ACT” data combination also
contained Planck lensing, and also used a di!erent prior
on εreio, reducing the di!erence with DESI to the 2.7 ω

level.41 A combination of ground-based experiments into
SPT+ACT yields tighter error bars. This increases
the distance with DESI to 3.7 ω. Similarly, the joint
SPT+Planck constraints are di!erent than DESI at 3.0 ω

due to the constraining power of the combined CMB data
sets, even though the SPT-3G D1 and Planck constraints
individually lie below the 3 ω threshold. However, the
Planck large angular scale data that are added going from
SPT+ACT to CMB-SPA favor a lower ”m [1], and we
report a di!erence with DESI of 2.8 ω for CMB-SPA.

39 Tang et al. [153] show that if mock SDSS BAO data are generated
assuming a dynamical dark energy model, a naive analysis in
!CDM can lead to non-negligible biases in ”m. As DESI
data greatly improve on SDSS data, more work is needed to
understand to what extent this e!ect may apply to DESI data
as well.

40 We show the role that the ω prior plays in the consistency
between ACT and DESI in Appendix I and Fig. 43.

41 We reproduce this result when using the same data combination,
see Appendix I.
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FIG. 25. Top: Comparison of !CDM constraints from DESI
and CMB data in the ”m-hrd plane. Bottom: Mean and 68%
confidence intervals, as well as significance of the discrepancy,
ranging between 2.0-3.7 ω for CMB data sets and particularly
2.8 ω for the CMB-SPA combination.

We report joint constraints on !CDM parameters from
SPT-3G D1 and CMB-SPA with DESI data in Table VI.
The addition of the BAO data tightens constraints
on some parameters, yielding notably H0 = 68.21 ±
0.31 km s

→1
Mpc

→1 and 100 ”ch
2

= 11.749 ± 0.079 for
SPT+DESI. We forego reporting the combination of
DESI with SPT+ACT as it does not meet our 3 ω

consistency requirement;42 if we were to do so, di!erences
in the favored ”m and hrd values would also lead
to sizeable shifts in other cosmological parameters in
the joint constraints compared to the CMB-preferred
values. Due to the degeneracies of the model space,

42 Though SPT+ACT is a subset of CMB-SPA, given the
consistency of CMB data we have demonstrated in §VIIB 2,
we expect that the addition of large scale Planck data pushes
the joint CMB constraints closer to the underlying mean. As
the di!erence between CMB-SPA and DESI is below our 3 ε

threshold, we report the joint results.

Camphuis+ (SPT Collaboration, 2025); DESI Collaboration et al. (2025)

2.8σ CMB-BAO 
discrepancy
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FIG. 9. Comparison of our H0 constraints with respect to
SH0ES, assuming a !CDM model (Section VI). We show the
combination DESI+BBN for our low redshift and high red-
shift samples. For z > 1.1, only the ELG2, QSO, and Lyω

tracers are included, while DESI(z < 1.1) includes BGS, LRGs
and the LRG3+ELG1 tracer combinations. Both subsets are
individually in > 3ε tension with SH0ES measurements.

now slightly more precise than from the CMB alone [110].
Figure 9 shows the DESI+BBN result for !m and

H0 relative to the SH0ES result [130]. The contours
also show how the constituent tracers of the DR2 sam-
ple at di”erent redshifts contribute to the final con-
straint, with the degeneracy directions of the contours
changing as the best measured combination of transverse
and line-of-sight BAO changes with redshift. In #CDM
the tension between the DESI+BBN and SH0ES H0 re-
sults now stands at 4.5ω independent of the CMB. Note
that the DESI+BBN result does assume standard pre-
recombination physics to determine rd through eq. (2).

We have highlighted the tension between DESI and
CMB in #CDM in order to provide context to the results
for extended models in the following sections. However,
given that this tension is not close to 3ω, it is still valid to
combine the two datasets within the #CDM model and
obtain joint constraints. In this case we find

!m = 0.3027 ± 0.0036,

H0 = (68.17 ± 0.28) km s→1 Mpc→1
,

}

DESI+CMB,

(21)
with a correlation coe$cient of r = →0.975.

We also allow for spatial curvature to vary in our cos-
mological fits and we do not find a significance preference
for a non-flat #CDM model. Table V summarizes the
cosmological parameter results from DESI alone as well
as in combination with external datasets, in both #CDM
and extended models.

Finally, as in [38], we note a mild to moderate discrep-
ancy between the recovered values of !m from DESI and
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FIG. 10. Marginalized 1D posteriors for ”m, when fixing
the background model to !CDM (Section VI). We show the
probability distributions for DESI DR1 and DR2, as well as
the measurements from CMB, and the three SNe datasets
used throughout this paper.

SNe in the context of the #CDM model. This is shown
in the marginalized posteriors in Figure 10: the discrep-
ancy is 1.7ω for Pantheon+, 2.1ω for Union3, and 2.9ω

for DESY5, with all SNe samples preferring higher values
of !m though with larger uncertainties. For #CDM we
do not report joint constraints on parameters from any
combination of DESI and SNe data. However, as with
the CMB, these apparent parameter di”erences poten-
tially indicate that DESI and at least some of the SNe
datasets cannot be consistently fit except with models
that have greater freedom in the background evolution,
as described in the next section (see also [131]).

VII. DARK ENERGY

Probing the behavior and nature of dark energy is the
primary goal of DESI. The question of perhaps greatest
interest, and the one that BAO measurements can best il-
luminate, is the value of the equation-of-state parameter
w = P/(εc

2), and its possible evolution with time. To ex-
amine this we will primarily use the so-called Chevallier-
Polarski-Linder (CPL) parametrization [35, 36] of eq. (9).
While this form of w(a) does not arise directly from an
underlying physical model, it is a flexible parametrization
that is capable of matching the predictions for observ-
able quantities obtained in a wide range of models that
are physically motivated [132]. The accompanying paper
[49] explores various other parametrizations of w(z), as
well as non-parametric reconstruction methods.

For certain ranges of parameters w0 and wa, the
parametrization of eq. (9) allows so-called ‘phantom’ be-
havior of dark energy, in which the equation of state

And then the supernovae tend to prefer higher Ωm…

DESI Collaboration et al. (2025)
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crosses to the regime w(z) < →1 [133] where the null
energy condition (NEC)—which requires that the en-
ergy density of dark energy not increase with the expan-
sion of the Universe—is violated. For single scalar-field
models of dark energy, this phantom crossing presents
severe theoretical di!culties [e.g., 134, 135]. However,
more complex models of dark energy, with multiple fields,
other dark energy internal degrees of freedom, or non-
minimal coupling, can evade these di!culties, as can
some modified gravity models, see, e.g., [136–140]. We
therefore adopt wide uniform priors on the parameters,
w0 ↑ U [→3, 1] and wa ↑ U [→3, 2], together with imposing
the condition w0+wa < 0 to enforce early matter domina-
tion. While other justifiable choices are possible, and the
values of Bayesian quantities such as the model evidence
will always depend on the particular choice used, we con-
sider this the minimal empirical approach. Whenever
the equation of state crosses the w = →1 boundary we
use the parametrized post-Friedmann (PPF) approach
of [141, 142] to include dark energy perturbations when
calculating CMB power spectra—however, as shown be-
low, the method of accounting for dark energy perturba-
tions does not play a major role, since simply applying
an early-Universe CMB prior on (ω→, εb, εc) largely re-
produces the same results on w0 and wa.

Our primary measure of the statistical significance of
preference for evolving dark energy from a given data
combination is based on ”ϑ

2

MAP
between the best-fit

#CDM and w0waCDM models for that combination. Be-
cause #CDM is nested within w0waCDM, correspond-
ing to w0 = →1, wa = 0, Wilks’ theorem [143] implies
that ”ϑ

2

MAP
should follow a ϑ

2 distribution with two
degrees of freedom under the assumption the null hypoth-
esis (#CDM model) holds, and assuming that errors are
Gaussian and correctly estimated. To translate ”ϑ

2

MAP

into familiar terms, we quote the corresponding frequen-
tist significance Nϖ for a 1D Gaussian distribution,

CDFω2

(
”ϑ

2

MAP
| 2 dof

)
=

1↓
2ϱ

∫ N

↑N
e
↑t2/2

dt , (22)

where the left hand side denotes the cumulative distribu-
tion of ϑ

2. We also compute the Deviance Information
Criterion (DIC) [144–147], which takes into account the
Bayesian complexity of the model and penalizes including
extra parameters.

A. Results

From DESI DR2 BAO alone, we obtain rather weak
constraints on the parameters

w0 = →0.48+0.35
↑0.17

wa < →1.34

}
DESI BAO, (23)

which mildly favor the w0 > →1, wa < 0 quadrant. The
upper bound on wa here is the 68% limit, and wa = 0
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FIG. 11. Results for the posterior distributions of w0 and
wa, from fits of the w0waCDM model to DESI in combina-
tion with CMB and three SNe datasets as labelled. We also
show the contour for DESI combined with CMB alone. The
contours enclose 68% and 95% of the posterior probability.
The gray dashed lines indicate w0 = →1 and wa = 0; the
!CDM limit (w0 = →1, wa = 0) lies at their intersection.
The significance of rejection of !CDM is 2.8ω, 3.8ω and 4.2ω

for combinations with the Pantheon+, Union3 and DESY5
SNe samples, respectively, and 3.1ω for DESI+CMB without
any SNe.

is not excluded at 95%. As was the case in DR1, BAO
data alone define a degeneracy direction in the w0-wa

plane, but they do not show a strong preference for dark
energy evolution: the improvement in ϑ

2

MAP
relative to

the #CDM case of w0 = →1, wa = 0 is equivalent to a
preference of just 1.7ϖ. Note that the posteriors in this
poorly constrained case are cut o$ by the priors, so the
marginalized means and limits quoted above are prior-
dependent.

The minimal extension we consider, beyond BAO data
alone, is to add a high-redshift constraint from the early
universe. This can be achieved by imposing CMB-derived
priors on ω→, εb and εbc, as described in Section IV.
These priors are independent of the late-time dark en-
ergy, and also marginalize over contributions such as the
late ISW e$ect and CMB lensing. Therefore, they pro-
vide us with an early time physics prior that can help
us set the sound horizon and is based solely on early-
Universe information. The result from this data combi-
nation is

w0 = →0.43 ± 0.22

wa = →1.72 ± 0.64

}
DESI+(ω→, εb, εbc)CMB. (24)

While this is still bounded by the wa > →3 prior at the
lower end, the posterior already clearly disfavors #CDM.
The ”ϑ

2

MAP
value decreases to →8.0, indicating a prefer-

Two-parameter dark energy equation of state 
shifts away from Lambda-CDM

DESI Collaboration et al. (2025)
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FIG. 26. Constraints on extension parameters from CMB-SPA (top, blue) and CMB-SPA+DESI (orange, bottom); from left
to right: Alens, !mω , ”k, and w→ (which summarizes w0 and wa constraints as defined in Eq. (101)). We give the mean and
68% confidence interval above each constraint; for !mω we indicate the 95% upper limit with arrows. We indicate the value of
the extension parameter to which the model reverts in #CDM as the dotted vertical line; for !mω we indicate the minimum
values for the normal and inverted hierachies (0.06 eV and 0.1 eV, respectively). We indicate the insensitivity of CMB data to
the late-time evolution of dark energy by a horizontal blue line in the final panel. We find that di!erences between CMB and
DESI data lead to sizeable shifts from the CMB-preferred values in joint constraints and moderate departures from #CDM.
We see a similar behavior for modified recombination scenarios (§VII B 5, §VIID 3) (not shown in this figure).

FIG. 27. Di!erences between CMB and DESI data project onto extension parameters in joint analyses. We show constraints
in the ”m-ωm(rd/rd,0)

2 plane, where rd,0 = 147 Mpc, first in #CDM, then for extensions with free Alens, Ne! , and ”k. In
all panels, colored points represent samples from SPT-3G D1 chains, filled gray contours indicate DESI posteriors, and solid
black line contours indicate the joint SPT-3G D1 + DESI posteriors. The black and white stars indicate the #CDM best-fit
points of either probe individually, when these do not coincide with the centers of the contours or samples shown (SPT-3G D1
in white, DESI in black).
Far-left panel: SPT-3G D1 MCMC samples (blue dots) and DESI posteriors (gray contours) in #CDM. The SPT data favor
higher values of ”m and ωmr

2
d than the DESI data.

Center-left panel: same as far left but for a model with free CMB lensing amplitude (dots colored according to Alens). In this
model space, a degeneracy between ”m and ωmr

2
d at constant ε

ε
s extends the SPT posterior from #CDM into the parameter

region supported by DESI data; with values Alens varying along the band. Since the DESI constraints intersect the SPT band
at comparatively low ”m and ωmr

2
d values, the joint analysis favors Alens > 1.

Center-right panel: same as far left but for a model with free e!ective number of relativistic species (dots colored according to
Ne!). For CMB data, lower ”m and ωmr

2
d can, to a certain degree, be accommodated by raising Ne! , leading to a moderate

positive shift in the best-fit Ne! value in a joint analysis with DESI data.
Far-right panel: same as far left but for a model with free mean spatial curvature (points colored according to ”k). CMB
data constrain a band in the ”m-ωmr

2
d plane; lines of constant ”k dissect the band diagonally, along the #CDM degeneracy

direction. As in the other extension models, the DESI contour intersects the SPT band away from the #CDM value of the
extension parameter, in this case leading to a mild preference for an open universe in the joint constraints.

Camphuis+ (SPT Collaboration, 2025); DESI Collaboration et al. (2025)
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FIG. 13. Hubble diagrams showing comparisons of DESI BAO and SNe data to models. In the top panels, DESI BAO
measurements relative to distances in the fiducial cosmology based on Planck 2018 results are shown with black circles, and
DESY5 is used as the SNe dataset for determining model fits. In the bottom row, binned DESY5, Union3 and Pantheon+
SNe distance modulus residuals are shown with black squares in the three panels. The SNe binning method is described in
Section IV C. The bin edges for the SNe bins are indicated by vertical gray dashed lines. !CDM predictions from Planck CMB
(including the updated Planck+ACT CMB lensing), DESI, SNe and DESI+CMB are shown in black, blue, orange and purple
solid lines, respectively, and the gray shaded region indicates the extrapolated uncertainty in the CMB results. The wCDM
predictions from best-fit DESI+CMB+SNe are shown in cyan dotted lines. w0waCDM predictions from fits to DESI+SNe
and DESI+CMB+SNe are shown in green and red dashed lines; in the top panels DESY5 is used as the SNe sample, while in
the bottom panels, the model curves are adjusted to use the corresponding SNe sample in the title of each panel. In the SNe
panels, the distance moduli can be arbitrarily shifted in a vertical direction depending on the chosen calibration value for H0,
so all models are pinned at the average of the SNe data.

In all panels, the horizontal black line represents the
prediction of the !CDM model best fit by the CMB, with
the 1ω range of these predictions shown by the shaded
gray region. This di”ers very slightly from the fiducial
cosmology based on the Planck 2018 results, due to the
switch from Plik to CamSpec and the addition of ACT
lensing data, explaining the slight o”set from unity. The
blue solid curve shows predictions for the !CDM model
that best fits the DESI BAO data, while purple repre-
sents the model fit to DESI+CMB, which closely matches
the best fit to DESI with just the (ε→, ϑb, ϑbc) early-
Universe priors from the CMB (see Table V). The orange
curves in each of the lower panels represent the !CDM
models that, from left to right, best fit the DESY5,
Union3 and Pantheon+ SNe data respectively. The or-
ange curves in the top row are all those for the !CDM
DESY5 best fit.

While the statistical significance of disagreement can-
not be judged accurately from this plot alone, the DESI
measurements clearly prefer lower distances (by 1-2%)

than the Planck !CDM prediction at redshifts z → 1.
There is a !CDM model that fits the DESI data well
(blue curve), but it has a lower #m than the Planck
model (0.297 vs. 0.317), as shown previously in Fig-
ure 8. The joint-fit model (purple curve) has an inter-
mediate #m = 0.303, and consequently has a worse fit
to both DESI BAO and the CMB (top panels) and also
fails to describe the SNe data (lower panels). Similarly,
the DESY5 data in the lower left panel exhibit a tension
with Planck !CDM, primarily because of the contrast
between the low redshift (z < 0.1) data at µ↑µfid ↓ 0.03
and the points at higher redshift. The story is similar for
Union3, but for Pantheon+ the value of µ ↑ µfid at low
redshift is smaller, only 0.01.

As is the case for BAO, there exist !CDM models
that can reasonably fit the SNe data (orange curves),
but these have large #m that do not well match CMB
constraints and are also strongly inconsistent with DESI
data, which prefer an #m value that is lower than Planck,
not higher. Conversely, the conflict with the DESI-

Significance of w0-wa preference reduced without low-redshift (z < 0.1) supernovae
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Figure 43. Inferred measurements of the Hubble constant
across classes of models from P-ACT primary CMB com-
bined with low-redshift data. Each box captures the range
of H0 allowed by all models explored in this paper within
that class (§4-§7) — drawing from the 68% limits obtained
with the most stringent data combination for that model,
P-ACT-LB or P-ACT-LBS depending on the model (see also
Fig. 44) — and marks shifts and broadening with respect
to the 68% CL estimate in !CDM from P-ACT-LB (purple
bar, L25). All estimates are statistically consistent with the
CCHP measurement (68% CL from Freedman et al. 2024,
gold band), but no class of extensions fully meets the bounds
from SH0ES (68% CL from Breuval et al. 2024, gray band).
See also Verde et al. 2024 for additional direct H0 measure-
ments.

impact on H0. Figure 45 breaks this result further down
into the specific behavior of H0 versus key model param-
eters in many extended models of interest, and shows
that both the CMB-only dataset, P-ACT, and its com-
bination with CMB lensing and BAO, P-ACT-LB, are
inconsistent with the SH0ES estimate. Because of corre-
lations with the inferred value of the total matter density
!m,44 BAO data play an important role in determining
the central value of H0 in many extended models. No-
tably, as shown in many of the analyses in §5–§7, using
BOSS BAO instead of DESI data reduces the central
value of H0 by 1–1.5 km/s/Mpc — hence moving con-
straints in the opposite direction of SH0ES — while only

44 Note that the primary CMB most directly constrains a degener-
ate combination of !m and H0, roughly !mh

3, with the exact
value of the exponent depending on the range of angular scales
measured, due to the di”erent physical e”ects at play (e.g., Per-
cival et al. 2002; Kable et al. 2019).

Figure 44. The three classes of models shown in Fig. 43
that have an impact on the inferred value of H0 — changes
in early-time physics before or at recombination (teal), new
particle astrophysics (olive green), and new physics impact-
ing the late-time expansion of the universe (dark red) —
are broken down here into the constraints for specific models
within each class. Solid (dashed) bars are constraints at 68%
confidence derived from P-ACT-LB (P-ACT-LBS).

slightly increasing the error bars. Upcoming DESI data
will be instrumental in further clarifying this situation.

From a more model-independent perspective, the con-
sistency of the inferred physical matter density !mh2

from Planck and ACT (as well as their combination;
L25) within ”CDM provides a strong indication that
the ”CDM model accurately describes physics just prior
to recombination. As noted in Knox & Millea (2020),
the shape of the radiation-driving envelope in the CMB
power spectra is directly tied to the physics operat-
ing around matter-radiation equality. If new physics
were present at this epoch, a generic expectation is that
”CDM-based inferences of !mh2 should exhibit devi-
ations when inferred on di#erent angular scale ranges,
due to di#erent scales probing H(z) at di#erent times
via radiation driving. We see no such evidence of such
deviations in !mh2 (L25), thus providing a strong vali-
dation of the physics of ”CDM in this important redshift
range.

We also find that models that alter the growth of
structure are not preferred by our data. In particular,
we do not find evidence in any extended model for a sig-
nificant shift in the CMB-inferred S8 value toward lower
late-universe estimates, for example from cosmic shear
surveys, as summarized in Fig. 46. Our results generally

6.4σ CMB-SH0ES Hubble tension 
not fully resolved by any cosmological model

Calabrese et al. (ACT Collaboration, inc. Rogers, 2025)
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Figure 52. Constraints on the linear matter power spectrum. The P-ACT-LB best-fit !CDM linear matter power spectrum
prediction is shown as a solid gray line; the dashed gray line shows the non-linear power spectrum computed from this best-fit
!CDM model using HMcode. The extrapolation shown here includes propagation of the cosmological parameter uncertainties on
the transfer function. Our P-ACT-LB reconstruction of the binned linear PR(k), presented in Fig. 6 in §4.2, is shown in purple.
The P-ACT CMB dataset dominates this measurement. Other constraints are shown from DES-Y1 cosmic shear (Troxel et al.
2018), SDSS luminous red galaxies (Reid et al. 2010), eBOSS Lyman-ω forest (Abolfathi et al. 2018; Chabanier et al. 2019), and
HST measurements of the UV galaxy luminosity function (UV LF) (Sabti et al. 2022), as labeled. This plot was made based on
code from Sabti et al. (2022) and Chabanier et al. (2019). The bottom panel shows the fractional residuals with respect to the
P-ACT-LB best-fit !CDM linear power spectrum, with the y-axis optimized to highlight the scales more precisely measured.

The cold dark matter paradigm is robustly tested on 
“large scales” in the linear matter power spectrum

Calabrese et al. (ACT Collaboration, inc. Rogers, 2025)
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Figure 3-2. The dimensionless linear matter power spectrum extrapolated linearly to
z = 0. Theoretical predictions are plotted for four models that suppress power: (1) ultra-
light axion “fuzzy” dark matter with a mass m = 10�22 eV (magenta; [37]), (2) dark
matter–baryon interactions with interaction cross section that scales with velocity as �0v�4

for �0 = 10�22cm2 (blue; [38]), (3) thermal relic warm dark matter with a mass m ⇠ 40 keV
(orange; [39]), (4) weakly interacting massive particle dark matter represented by a bino-like
neutralino with a mass, m ⇠ 100 GeV (black; [40]). Also shown are four models that a↵ect
power on very small scales: (1) early matter domination assuming a reheat temperature
of 10 MeV (green; [41]), (2) post-inflationary production of QCD axions dominated by
the misalignment mechanism (pink; [42]), (3) vector dark matter produced during inflation
assuming an inflationary scale of 1014 GeV and a DM mass of 10�6 eV (gold; [43]), and
(4) post-inflationary production of axions dominated by strings (cyan; [44]). Note that the
position of the power spectrum cuto↵ and/or enhancement depends on model parameters
and is flexible for most cases shown here. Power spectrum measurements on large scales
are compiled from [45]. Shaded vertical bands roughly indicate the characteristic kinds of
halos formed on each scale, and the horizontal axes indicate wavenumber, halo mass, and
the temperature of the Universe when that mode entered the horizon. Figure from [5].

the simplest CDM model breaks down at small physical scales [5]. On the observational
side, CDM has faced long-standing challenges in explaining detailed measurements of dark
matter distributions on galactic and sub-galactic scales [49, 50], where we are pushing the
boundaries of both observations and numerical simulations. In the next decade, observations

Community Planning Exercise: Snowmass 2021

Drlica-Wagner et al. (Snowmass, 2022)

But it hasn’t been tested on “small scales”…



4.9σ tension 
between 

eBOSS Ly-αf & 
Planck CMB

Chabanier et al. (2019); Goldstein et al. (2023); Rogers & Poulin (Phys. Rev. Res., 2025)
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Rubin Observatory’s Legacy Survey of Space and Time 
will see 4 million SNe/20 billion galaxies/17 billion stars



Drlica-Wagner et al. (Snowmass, 2022); Preston, Rogers, et al. (MNRAS, 2025)

Weak gravitational lensing of galaxies can distinguish axion dark matter from feedback
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Figure 3-4. Cosmological simulations play a critical role in informing the observational
e↵ects of dark matter particle physics. This image demonstrates the simulated distribution
of dark matter around a Milky-Way-mass galaxy in three di↵erent models of dark matter:
CDM (left), a 2 keV warm dark matter model (middle), and a self-interacting dark matter
model with a cross section of �SIDM/m� = 1 cm2/g (right). The e↵ects of some models are
immediately obvious by eye (e.g., the middle panel), while others can be detected at high
statistical significance with cosmic observations (e.g., the right panel). Figure adapted from
[50].

understand fundamental properties of dark matter by mapping dark matter microphysics to
astrophysical structure formation and observables associated with it. For example, knowing
the scale on which structures are expected to be modified relative to CDM can enable
simulators to e�ciently target well-motivated regions of parameter space. In turn, targeted
parameter space searches can help theorists focus their work on realistic model-building
e↵orts. Guidance from theorists will be particularly valuable to rigorously develop initial
conditions for simulations of specific dark matter models.

Second, it is important to advance algorithm development and develop code benchmarks
to ensure that simulations meet the required precision targets set by the sensitivity of
new facilities. Broadly speaking, there are four major classes of dark matter models that
currently capture the attention of simulators: CDM, fuzzy dark matter, self-interacting dark
matter, and warm dark matter. Each of these presents distinct challenges in numerical
implementation, requiring benchmarks for validating simulations and ensuring that they
achieve the necessary precision to successfully support dark matter inference. Key predictions
include measurements of (sub)halo mass functions; (sub)halo density profiles; and subhalo
radial distributions, infall times, and phase space distributions.

Third, it is critical to perform simulations with full hydrodynamics using validated sub-
grid models and numerical resolution at the relevant redshifts and cosmological scales.
Understanding the role of baryonic physics at small scales is critically important, since
key discrepancies between the predictions of CDM and alternative dark matter models

Community Planning Exercise: Snowmass 2021

Milky Way satellite galaxies trace dark matter sub-halo mass function
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Ma, Rogers, et al. (ApJ, 2025); Laroche et al. (2022)

Stellar streams gravitationally perturbed by dark matter sub-structure

Strong lensing constraints on ULDM 9

Figure 5. Dark matter halo effective multi-plane convergence maps of ULDM structure for varying 𝐿𝐿 , in comparison to CDM (bottom right). The effective
multi-plane convergence is defined with respect to the mean dark matter density of the universe such that some regions are overdense (red), while others are
underdense (blue). The critical curves are plotted in black for each realization. Density fluctuations associated with the wave interference of the dark matter
profile in the main deflector halo cause small-scale features in the critical curve for 𝐿𝐿 ≤ 10−20.5eV. We only generate density fluctuations in the vicinity of the
critical curve, as this is the area where lensed images appear, but in principle they should exist throughout the entire halo. Note that the elliptical area in which
fluctuations are rendered decreases with increasing 𝐿𝐿 to have a tractable number of fluctuations. The size (amplitude) of these density fluctuations varies
proportionally (as the square root of) to the de Broglie wavelength associated with the particle mass. All realizations have ωsub = 0.025kpc−2, 𝑀LOS = 1.0,
𝑁 = −1.9, log10 (𝑂fluc) = −1.3 and 𝑃𝐿 = 1/3.

MNRAS 000, 1–18 (2022)

Strong gravitational lenses sensitive to sub-structure in lensing halo



Summary

• No evidence for new physics beyond Lambda-CDM in any individual dataset

• 2.8σ CMB-BAO discrepancy alleviated by two-parameter dark energy model 

• Rubin Observatory will test dark energy/dark matter in new regime

29


