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Motivation: what does ‘non-XLZD’ mean?
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My simple minded view of XLZD
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Detector technology with: 
- Single-electron threshold 
- Metre-scale 
- Operate for a few years

These define boundaries of: 
- Lightest dark matter mass 
- heaviest dark matter mass
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Lightest dark matter mass

e -

coo

Signal generation if dark matter can deposit an 
energy above the electron binding energy

DM - Scattering:

- Absorption:

<latexit sha1_base64="uv+U7WXouWJ4Y/3VrqXVlK0Di6c=">AAACJnicbZDLSgMxFIYzXmu9jbp0EyyCbspMkeqyeAE3QgV7gc44ZNK0DU1mhiRTKMM8g6/hC7jVN3An4s6Vz2HaDtS2/hD48p9zOMnvR4xKZVlfxtLyyuraem4jv7m1vbNr7u3XZRgLTGo4ZKFo+kgSRgNSU1Qx0owEQdxnpOH3r0b1xoAIScPgQQ0j4nLUDWiHYqS05ZmnN17iCJ5c36WpIymHfHqHgyk/ljyzYBWtseAi2BkUQKaqZ/447RDHnAQKMyRly7Yi5SZIKIoZSfNOLEmEcB91SUtjgDiRbjL+UgqPtdOGnVDoEyg4dv9OJIhLOeS+7uRI9eR8bWT+V2vFqnPhJjSIYkUCPFnUiRlUIRzlA9tUEKzYUAPCguq3QtxDAmGlU5zZ4gvUJyrN62Ds+RgWoV4q2uVi+f6sULnMIsqBQ3AEToANzkEF3IIqqAEMnsALeAVvxrPxbnwYn5PWJSObOQAzMr5/ATFIpqY=</latexit>

EDM → mDMv2DM
<latexit sha1_base64="sKbPQtD00SnevS1PGXG2mFzz/X8=">AAACQ3icbVBdaxNBFJ2trcZYNeqjL0NDIYKE3SKxj0FFfAmk0HxAJoTZyd1kyMzuMnO3EJb1F/k3/AO+lfrsi2/iq+Ak2UKT9MDA4ZxzuXdOmCpp0fevvYMHh0cPH1UeV58cP332vPbiZd8mmRHQE4lKzDDkFpSMoYcSFQxTA1yHCgbh4uPKH1yBsTKJL3GZwljzWSwjKTg6aVL7zKzUNPC/Ms1xbnQO/YIpiLBBWWS4yPUkZ07+1CmKIg989pbeJjsuWjAjZ3N8M6nV/aa/Bt0nQUnqpER3UvvFponINMQoFLd2FPgpjnNuUAoFRZVlFlIuFnwGI0djrsGO8/V/C3rqlCmNEuNejHSt3p3IubZ2qUOXXN1qd72VeJ83yjA6H+cyTjOEWGwWRZmimNBVeXQqDQhUS0e4MNLdSsWcu5rQVby1JTR8AVhUXTHBbg37pH/WDFrN1sW7evtDWVGFvCYnpEEC8p60yRfSJT0iyDfyg9yQn95377f3x/u7iR545cwrsgXv33+rQbJm</latexit>

→ 10 eV
( mDM

10MeV

)

<latexit sha1_base64="RMs8s+wc1vvoxEDteJktaB39kYg=">AAACGXicbVDLSsNAFJ34rPUVdamLwSK4KolIdVl8gBuhgn1AE8JkOm2HzkzCzEQoIRt/wx9wq3/gTty68gf8DqdtQNt64MLhnHu5954wZlRpx/myFhaXlldWC2vF9Y3NrW17Z7ehokRiUscRi2QrRIowKkhdU81IK5YE8ZCRZji4HPnNByIVjcS9HsbE56gnaJdipI0U2AfXQepJnl7dZhn0FOWQ/wqBXXLKzhhwnrg5KYEctcD+9joRTjgRGjOkVNt1Yu2nSGqKGcmKXqJIjPAA9UjbUIE4UX46/iKDR0bpwG4kTQkNx+rfiRRxpYY8NJ0c6b6a9Ubif1470d1zP6UiTjQReLKomzCoIziKBHaoJFizoSEIS2puhbiPJMLaBDe1JZRoQHRWNMG4szHMk8ZJ2a2UK3enpepFHlEB7INDcAxccAaq4AbUQB1g8AiewQt4tZ6sN+vd+pi0Llj5zB6YgvX5A21loQM=</latexit>

EDM → mDM
<latexit sha1_base64="x0eHs6SIdsZMZxrktl4vxVr4orA=">AAACRHicbVBdSxtBFJ21Wm20NdbHvgwGIUIJuyLaR7EFfREsNB+QCWF2cjcZMrO7zNwthGV/Uv9G/0CfCvrqk2/ia+lskod8eGDgcM653DsnTJW06Pt/vY03m1tvt3feVXb33n/Yrx58bNkkMwKaIlGJ6YTcgpIxNFGigk5qgOtQQTscfy399k8wVibxD5yk0NN8GMtICo5O6levmZWaBj77zDTHkdE5tArKFERYZ5HhItf9nDn5221RFHkZpAvJghk5HOFJpV+t+Q1/CrpOgjmpkTnu+tVHNkhEpiFGobi13cBPsZdzg1IoKCoss5ByMeZD6Doacw22l08/XNBjpwxolBj3YqRTdXEi59raiQ5dsrzVrnql+JrXzTD60stlnGYIsZgtijJFMaFle3QgDQhUE0e4MNLdSsWIu5rQdby0JTR8DFiUxQSrNayT1mkjOG+cfz+rXV7NK9ohn8gRqZOAXJBLckPuSJMI8ov8IffkwfvtPXnP3sssuuHNZw7JErx//wF6krI3</latexit>

→ 10 eV
(mDM

10 eV

)

LXe-TPC



15

FIG. 14. The 90% confidence level upper limits on electric
dipole (top), anapole (middle), and magnetic dipole (bottom)
interactions (dark blue) as function of DM mass m�. For
comparison, we show limits calculated (gray) in Ref. [54] using
data from XENON10 [11] (dashed), XENON1T S2-only [10]
(dot-dashed) and DarkSide-50 [55] (dotted).

and to provide an estimate of the systematic uncertainty
stemming from the unknown di↵erential ionization rate,
we also report our limit calculated under the less con-
servative assumption used in Ref. [38], where the uncer-
tainty between the two assumptions is covered as a blue
shaded region in Figure 15. Additionally limits from di-
rect experimental results are shown in solid lines, and
calculated limits in gray lines. In both cases, we probe
lower mass ranges than previous XENON1T results, and
exclude new parameter space for dark photons in a nar-
row mass range.

c. Solar Dark Photon Finally, we consider the
case of dark photons originating in the Sun. The en-
ergy spectrum and flux of solar dark photons will di↵er
greatly from relic DM dark photons as discussed in Ap-
pendix A 2 c. The absorption rate of solar dark photons
in LXe is strongly a↵ected by their kinetic energy, which
may be orders of magnitude higher than the rest energy,

FIG. 15. The 90% confidence level upper limits on bosonic
DM (dark blue) via dark photons (top) and ALPs (bottom),
as function of DM mass mA. The blue shaded band indicates
the systematic uncertainty induced by the unknown di↵er-
ential ionization rate of the various electron shells in xenon.
For comparison, we show experimental results (solid) from
XENON1T S2-only [10] (light blue), XENON1T Low-ER [46]
(cyan), SENSEI [52] (gold), and SuperCDMS [56] (orange),
alongside limits calculated (gray) in Ref. [38] using data from
XENON10 [11] (dashed) and XENON100 [15] (dotted). Also
shown are astrophysical constraints [57] (dark gray).

and the polarization, which is not isotropic, of the solar
dark photon. The 90% confidence upper limits for solar
dark photons is presented in Figure 16. Since the solar
dark photons may be produced with considerable kinetic
energy, the expected recoil spectrum is maximal in our
3-5 electron region. Due to our low background rate in
the 42-150PE (2-5 electrons) region, we are thus able to
probe new parameter space. As a result we improve over
the previous limits derived from XENON1T S2-only data
by almost an order of magnitude.

VII. CONCLUSION

We have studied the background of single and few-
electron S2 signals in XENON1T. This instrumental
background has been observed in previous LXe TPCs
and has presented an obstacle to push ionization-only
searches for DM candidates in these detectors down to
the lowest number of detected quanta. We attribute
this background as originating from impurities within
the LXe target volume. In doing so, we were able to
develop data selection criteria to optimize the signal-

14

where results have been calculated indirectly from pre-
vious experimental results, and where assumptions have
been made on the exact detector response, we choose to
represent the limit as gray lines. Those results should
be used with caution, as they may not be comparable to
this work.

a. DM-electron Interactions We consider the
case of DM-electron scattering, in which a fermion or
scalar boson DM candidate scatters o↵ an electron bound
in a xenon atom. We follow the approach laid out in
Ref. [49], as described in Appendix A1. We treat the tar-
get xenon atoms as isolated, resulting in assumed binding
energies (12.1 eV [49]) larger than the true binding energy
due to the electronic band structure of LXe (9.2 eV [50]).
Our estimation of the ionization rate can thus be consid-
ered to be conservative [51]. The interaction cross section
is dependent on the DM form factor, for which we con-
sider two benchmark models:

• FDM(q) = 1, where the scattering can be approx-
imated as a point-like interaction, for example re-
sulting from a heavy vector mediator exchange.

• FDM(q) = (↵me
q )2, where the interaction occurs via

the exchange of an ultra-light vector mediator.

The 90% confidence upper limits for DM-electron scat-
tering are shown in Figure 13, where direct experimental
results are shown in solid lines, and limits recast from
experimental data with inferred detector response mod-
els are shown in gray lines. By lowering XENON1T’s
S2 threshold to include single electron signals, we are
able to probe DM-electron scattering via the light me-
diator, which was not done in Ref. [10]. The ability
of XENON1T to set strong limits on DM signals that
are dominated by few-electron signals is degraded due to
the fact that the electron lifetime and maximum electron
drift time in XENON1T are both O(1)ms. This occurs
due to both the large background in the 14-42PE region
(1 electron) from impurities, as well as the fact that elec-
tron loss from larger DM signals (� 2 electrons) deeper
in the detector would result in the signal spectrum being
strongly peaked in the 1 electron region.

Implied in the treatment of the DM-electron scatter-
ing cross section described in detail in Appendix A 1,
is the assumption that the scattering amplitude is de-
pendent only on the transferred momentum. We use a
non-relativistic e↵ective theory [54] to derive the most
general form of this amplitude, for which we investigate
the e↵ective coupling constants on three models of DM-
electron interactions, namely anapole, magnetic dipole,
and electric dipole interactions. The limits are set on the
ratio g/⇤2 for anapole and g/⇤ for magnetic dipole and
electric dipole interactions, where g is the dimensionless
coupling constant and ⇤ is the energy scale at which the
corresponding interaction is generated. These limits are
shown in Figure 14, and represent the first direct limits
from experimental results on these operators.

FIG. 13. The 90% confidence level upper limits on DM-
electron scattering (dark blue) via a heavy mediator (top)
and a light mediator (bottom), as function of DM mass m�.
For comparison, we show experimental results (solid) from
XENON1T S2-only [10] (light blue), PandaX-II [14] (purple),
SENSEI [52] (gold) and DAMIC [53] (red), alongside limits
calculated (gray) in Ref. [37] using data from XENON10 [11]
(dashed). Additionally shown is the relic abundance from
freeze-out (top) and freeze-in (bottom) [49] (dark gray).

b. Bosonic Dark Matter Pseudo-scalar DM,
such as axion-like particles (ALPs), or vector-boson DM
candidates, such as dark photons, would be detectable
through absorption by xenon atoms within the TPC.
Dark photons would be absorbed as a massive non-
relativistic particle with monoenergetic signal at the mass
of the dark photon, mA0 , where the strength of the kinetic
mixing between the photon and dark photon is given by
✏. Axion-like particles (ALPs) interact with electrons
through the “axioelectric” e↵ect [58], where axions may
be absorbed by bound electrons in the xenon atom, re-
sulting in a monoenergetic signal at the rest mass, mA,
of the particle. The absorption rate is dependent on the
axion-electron coupling strength gae.
Exclusion limits are shown for dark photons and ALPs

in the top and bottom panels of Figure 15, respectively.
We report our limits assuming that ionized electrons are
always produced from the lowest electron shell for which
the mass of the DM particle exceeds the binding energy
of that specific shell. This approach is more conservative
than that adopted in Ref. [38], where the ionized electron
is assumed to always originate from the outer most 5p
electron shell. A complete analysis would require a care-
ful treatment of the di↵erential ionization rate for each
shell. In order to compare directly to previous results,
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Heaviest dark matter mass

LXe-TPCDM

e-Xe
DM

DM

DM

Signals generation if dark matter 
passes through the detector
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Heaviest dark matter mass 6

FIG. 5. The XENON1T 90% confidence level constraints on the MIMP spin-independent cross-section (orange shaded) from
this multiple-scatter analysis, with (left) and without (right) the A4 coherence enhancement. For comparison, we show the
results from the XENON1T single-scatter analysis [23] (orange line), MAJORANA Demonstrator [23, 50] using germanium
targets and DEAP-3600 [51] using argon targets. The dashed line denotes the extrapolation region in the DEAP analysis.

FIG. 6. The XENON1T 90% confidence level constraints on the MIMP-neutron (left, green) and MIMP-proton (right, blue)
cross-sections. We show the constraints from this XENON1T multiple-scatter analysis (shaded) and a recast of the XENON1T
spin-dependent single-scatter analysis [19] (line). Given di↵erent theoretical calculations of xenon nuclear models, we show our
results based on the works by Klos et al. [36] (solid), Ressell and Dean [37] (dashed), and Toivanen et al. [38] (dash-dotted).
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MPl → 1019 GeV
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 XLZD is a broadband, multi-purpose particle dark matter 
experiment sensitive to dark matter from the 10 eV to Planck scale

to me, non-XLZD means: 
1. Beyond the Planck scale 
2. Below the eV scale



1. Dark matter (particles) beyond the Planck scale

10 eV 1019 GeV
MPl

XLZD ?
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Theory landscape
11

FIG. 6. Summary of theoretically allowed regions for dark
matter candidates. For a contact interaction, A4 scaling
breaks down for heavy nuclei for ��N & 10�32 cm2, and
by ��N & 4 ⇥ 10�28 any scaling between different nuclei is
model dependent. Here we define the failure of scaling as
setting the lhs of Eq. (11) equal to 0.5. This choice approx-
imately agrees with where scaling obviously fails in Fig. 4.
The breakdown is purely on theoretical grounds. Also shown
is the maximum allowed momentum-transfer cross section
for a m� = 10�4 GeV light mediator using the constraints
shown in Fig. 5, coincidentally at a comparable scale. For
m� . 104 GeV we have applied a conservative self-interaction
constraint ���/m� < 10 cm2/g [125]. For ��N & 10�25 cm2,
no viable pointlike dark matter candidates exist.

Because all currently computed detector ceilings exist
at cross sections where the breakdown of the A4 scaling is
severe, correctly calculated detector ceilings must be spe-
cialized to a specific model. For basic energy-independent
cross-section scaling, the weakened ceilings likely lead to
stronger direct-detection constraints for m� . 1016 GeV.
For such models, direct detection may even have ex-
hausted the parameter space for cross sections up to the
largest cross sections achievable with pointlike dark mat-
ter. For other dark matter form factors, the behavior
around the ceiling could be more complicated.

Further work is required to make detailed adjustments
to existing constraint contours to determine what dark
matter parameter space has been constrained at large
cross sections.

C. Dark matter-proton scattering constraints

Constraints that rely only on dark matter scattering
directly with protons are not directly affected by the
breakdown of scaling relations with A. These are pri-
marily constraints from cosmology and astrophysics, al-

FIG. 7. Claimed constraints from Fig. 1, with the problematic
regions identified in Fig. 6 highlighted. All existing detector
ceiling calculations are deeply in the model-dependent regime,
or entirely excluded for pointlike dark matter. To the right
of the dashed vertical line, the entire (small) direct-detection
region must be reanalyzed.

though at least one laboratory experiment uses proton
targets [108]. Astrophysics constraints (e.g. disk stabil-
ity, stars, cosmic ray interactions, gas clouds, etc) are
typically assumed to occur at galactic virial velocities,
as for direct detection. Cosmology constraints, such as
CMB and structure formation constraints, typically as-
sume that collisions occur at smaller relative velocities.

As shown in Fig. 6, the cross sections of interest for
cosmological or astrophysical constraints are too large to
be pointlike dark matter. Therefore, they should be rein-
terpreted as constraints on specific models of composite
dark matter with a specified form factor, as discussed in
Sec. V.

For cosmology constraints set at lower relative veloc-
ities, the suppression of the cross section by the form
factor of dark matter is not as severe. One consequence
is that it is possible to achieve somewhat larger cross
sections for pointlike dark matter with a light mediator
than those shown in Fig. 5, although even for velocities as
low as v ' 0.3 km/s, existing constraints would still re-
quire �mt

�N . 10�25 cm2. However, invoking such a model
would require additional caution, as direct-detection con-
straints would not be scaled correctly relative to the
cosmology constraints, such that it would no longer be
appropriate to plot cosmology and direct-detection con-
straints on the same axes, as done in Fig. 1.

Cosmological and astrophysical constraints set at
masses m� < 1 GeV, discussed in Sec. VID, are at lower
cross sections, and may still be meaningful constraints
on pointlike dark matter. However, analyses at lower

When looking just beyond XLZD:  

Digman et al, PRD, arXiv:1907.10618

“For σ >10−25 cm2, dark matter cannot be point-
like. Contact interactions cannot achieve cross 
sections larger than the geometric cross section 
σ ≃4πr2. Dark matter with cross sections in this 
range must be composite.”



11Christopher McCabe

(Speculative) new proposal: large area instrument in seawater
2

FIG. 1. Acoustic detection of thermo-acoustic waves gener-
ated when ultra-heavy dark matter scatters with oxygen and
hydrogen nuclei in water. The red region indicates the pri-
mary energy deposition from dark matter, which create acous-
tic waves that propagate outwards as cylindrical waves to an
array of hydrophones (underwater pressure wave detectors)
spanning a volume on the order of 100 km3. Here, ω is the
radial distance from the dark matter track to a hydrophone,
z is aligned along the centre of the energy deposition

, and εA is the width of the energy deposition profile.

energy (UHE) neutrinos. Detecting UHE neutrinos, with
energies ↭ 1018 eV, would enhance our understanding of
the origin of the highest energy particles in the Universe
(see, e.g., refs. [48, 49]). UHE neutrinos have a small
flux requiring detectors with target volumes of tens of
cubic kilometres [50]. Even large-scale detectors like Ice-
Cube [51] and KM3NeT [52] are too small to observe
the expected flux of UHE neutrinos. The need for dense
instrumentation to detect Cherenkov light from neutrino
interactions makes scaling these detectors to the required
volumes impractical.

In response to these challenges, e!orts have been made
to develop acoustic detection methods for UHE neutri-
nos using large arrays of hydrophones [53–55].1 Un-
like electromagnetic radiation, sound waves experience
much less attenuation in water, allowing detection with
less dense instrumentation. Initial projects, such as the
AMADEUS detector [58], were designed as feasibility
studies for larger detectors that could potentially be de-
ployed in the Mediterranean Sea.

Building on these acoustic detection techniques that
enable the instrumentation of a large detection volume,
we explore the use of an underwater array of hydrophones
with a volume on the order of 100 km3 as detectors
for ultra-heavy dark matter. A schematic of the con-
cept is shown in fig. 1, which illustrates how ultra-heavy
dark matter is expected to travel through water in a

1 Radio detectors designed to detect the Askaryan e!ect [56, 57]
provide another direction for the detection of UHE neutrinos.

nearly straight line, radiating acoustic waves that can
be detected by hydrophones. Building on the order-of-
magnitude estimates made in ref. [32], we provide a more
detailed analysis that characterises the expected signal
properties, including the e!ects of attenuation, and o!ers
refined sensitivity projections. Our findings suggest that
such an array could probe regions of the ultra-heavy dark
matter parameter space that are currently unconstrained,
providing additional scientific motivation for this large-
scale underwater detection method.
The paper is structured as follows: In sec. II we derive

the thermo-acoustic signal induced by dark matter and
incorporate the impact of attenuation in sec. III. We then
characterise the properties of the signal post-attenuation
and present sensitivity projections in sec. IV. Finally, we
conclude in sec. V. Several appendices provide technical
derivations of results used in the main body of the paper.

II. DARK MATTER INDUCED
THERMO-ACOUSTIC RADIATION

The thermo-acoustic model predicts that the near-
instantaneous local heating of a liquid results in rapid
expansion, which generates a pressure pulse [53, 54, 59].
The thermo-acoustic model agrees well with experimen-
tal data [60], and has found broad application in studies
informing the design of future large-scale acoustic neu-
trino detectors, which, as discussed in the introduction,
aim to detect the acoustic pulse produced by high-energy
particle showers resulting from interactions of UHE neu-
trinos (see e.g., ref. [61]). In this section, we extend prior
work in the context of UHE neutrinos, particularly that
of refs. [53, 62], to derive the pressure pulse produced by
ultra-heavy dark matter scattering as it traverses through
seawater.
We begin with the equation describing the propaga-

tion of acoustic pressure, p(r, t). In a fluid with thermal
expansion coe”cient ω, and specific heat capacity at con-
stant pressure cp, p(r, t) satisfies

→
2
p↑

1

c2s

ε
2
p

εt2
= ↑

ω

cp

ε
2
q(r, t)

εt2
. (1)

where q(r, t) is the energy deposition density and cs is the
speed of sound in the medium.2 In this work, we assume
parameters typical of those found in the Mediterranean
Sea at a depth of 1.2 km, a location with favourable con-
ditions for acoustic detection experiments [64]. Specif-
ically, we assume cs = 1.52 km s→1, cp = 3.95 ↓ 103

J kg→1 K→1 and ω = 2.22↓10→4 K→1 [65], corresponding
to a Grüneisen parameter ϑG = ω c

2
s/cp = 0.13.

2 For non-isotropic energy depositions, an additional term that
depends on the momentum transfer to the medium should be
included on the right-hand-side of eq. (1) (see ref. [60, 63]). We
assume isotropic nuclear recoils, which results in zero net mo-
mentum transfer, so this additional term does not contribute.
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3

The general solution to eq. (1) is given by the Kirchho!
integral,

p(r, t) =
ω

4εcp

ˆ
d3r→

|r → r→|

ϑ
2
q (r→, t→)

ϑt2
, (2)

where t
→ = t→ |r → r→|/cs is the retarded time. To make

further progress, we need to determine q(r, t) for ultra-
heavy dark matter scattering in seawater.

A. Energy deposition density

First, we consider the time dependence of q(r, t).
Given that the characteristic speed of dark matter is
around vω ↑ 300 km s↑1 [66], which is significantly
larger than cs, and that the energy deposition occurs
on timescales much shorter than hydrodynamic pro-
cesses [67], we assume that the energy deposition occurs
instantaneously at time t

→. As a result, we parametrise
q(r→, t→) = q(r→)” (t→), where” is the Heaviside function.3

Next, we address the spatial dependence, which is
determined by the path and energy loss of dark mat-
ter through seawater. In this work, the typical cross-
section that we consider is ϖω ↑ O(10↑10) cm2. This
leads to a mean free path of dark matter in seawater
of ϱω ↓ 10↑15 m ↔ (10↑10 cm2)/ϖω, where we used that
the density of seawater is ςsea = 1.03 g/cm3. Such a
large cross-section and short mean free path can only
be achieved with composite dark matter candidates [19].
For reference, this distance is considerably smaller than
the intermolecular distance in seawater (↑ 3↔ 10↑10 m).

We focus on the regime in which mω ↗ mA, where mA

is the mass of a hydrogen or oxygen nucleus, and where
the number of scatters N is large, such that N ↗ 1.
In this regime, each collision transfers a recoil energy of
approximately EA ↑ (mA/mω)Eω ↑ O(10 keV), where
Eω = 1

2mωv
2
ω is the dark matter kinetic energy. The

recoil is equally likely in any direction, while the dark
matter is deflected by an angle φ↼ ↑ mA/(mω

↘
N) ≃ 1

after N scatters. Given the large number of scatters and
the small deflection angle, we can model the dark mat-
ter’s energy loss as a continuous process along a straight
path, with the kinetic energy loss per unit path length
given by

dEω

dz
= →ςseaϖωv

2
ω exp

(
→

z

↽sea

)
, (3)

where z is the distance travelled through the seawater
and

↽sea =
mω

2ςseaϖω
(4)

↓ 485 km↔

(
mω

10↑2 g

)(
10↑10 cm2

ϖω

)
(5)

3 In principle, modelling the fast yet finite time for the pulse to
develop is straightforward (see app. H of ref. [68]), but as the
e!ect is negligible, we do not include it in our analysis.

defines the length scale over which the dark matter loses
a significant fraction of its kinetic energy (see app. A
for a derivation). Given that the Mediterranean Sea is
typically only a few kilometres deep, over most of the pa-
rameter space that we consider, the dark matter traverses
the full seawater depth with approximately constant en-
ergy loss per unit length (i.e., ↽sea ↗ km). Moreover,
in this regime, Eω remains approximately constant since
the dark matter loses a negligible fraction of its kinetic
energy in each collision. We focus on this regime in the
main text, while app. C addresses the case in which the
energy loss varies as dark matter passes through the sea-
water.
With these considerations, we model the energy depo-

sition density along the dark matter’s path as

q(r) =
∑

A={H,O}

1

2ε

dEA

dz

1

ϖ
2
A

exp

(
→

ς
2

2ϖ2
A

)
, (6)

where we sum over contributions from scattering with hy-
drogen and oxygen nuclei. Here, ς is the radial (perpen-
dicular) distance from the energy deposition track cen-
tre, such that |r| =

√
ς2 + z2. The species-dependent

terms are dEA/dz, the energy deposition per unit length,
and ϖA, the track width parameter. The approxima-
tion of a Gaussian distribution with radial parameter ϖA

enables analytic solutions while capturing the essential
physics. The cylindrical symmetry around the z-axis,
which is chosen to align with the dark matter’s path,
follows from the isotropic recoil distribution. Unless
stated otherwise, in our calculations, we use dEA/dz =
⇐E⇒A/ϱA, where ⇐E⇒A and ϱA are the mean nuclear re-
coil energy and mean free path between collisions for
species A, respectively. In the regime ↽sea ↗ km, since
Eω is approximately constant along the path, it follows
that ⇐E⇒A and dEA/dz are also approximately constant.
In seawater, dEO/dz ⇑ 7.9 dEH/dz, since the energy
transfer during collisions is more e#cient for heavier el-
ements. A derivation of eq. (6) and further justifications
for the approximations used are given in app. A. The
main features of the energy deposition are illustrated in
fig. 1.
The radial parameter ϖA is set by the larger of two

characteristic length scales. The first is the typical re-
coil distance ϖrecoil of nuclei after a collision with dark
matter, which as detailed in app. A is 0.14µm for oxy-
gen recoils and 0.082µm for hydrogen recoils. The sec-
ond is the radius Rω of the ultra-heavy dark matter,
which we assume to be composite. Following macro
dark matter models [36], we use the geometric approx-
imation for the cross-section, ϖω ⇑ 4εR2

ω, such that

Rω ↓ 0.028 µm↔
√
(ϖω/10↑10 cm2).

B. Attenuation-free solutions

Having established q(r, t) for ultra-heavy dark matter
scattering in seawater, we proceed to solve eq. (2) to find

2

FIG. 1. Acoustic detection of thermo-acoustic waves gener-
ated when ultra-heavy dark matter scatters with oxygen and
hydrogen nuclei in water. The red region indicates the pri-
mary energy deposition from dark matter, which create acous-
tic waves that propagate outwards as cylindrical waves to an
array of hydrophones (underwater pressure wave detectors)
spanning a volume on the order of 100 km3. Here, ω is the
radial distance from the dark matter track to a hydrophone,
z is aligned along the centre of the energy deposition

, and εA is the width of the energy deposition profile.

energy (UHE) neutrinos. Detecting UHE neutrinos, with
energies ↭ 1018 eV, would enhance our understanding of
the origin of the highest energy particles in the Universe
(see, e.g., refs. [48, 49]). UHE neutrinos have a small
flux requiring detectors with target volumes of tens of
cubic kilometres [50]. Even large-scale detectors like Ice-
Cube [51] and KM3NeT [52] are too small to observe
the expected flux of UHE neutrinos. The need for dense
instrumentation to detect Cherenkov light from neutrino
interactions makes scaling these detectors to the required
volumes impractical.

In response to these challenges, e!orts have been made
to develop acoustic detection methods for UHE neutri-
nos using large arrays of hydrophones [53–55].1 Un-
like electromagnetic radiation, sound waves experience
much less attenuation in water, allowing detection with
less dense instrumentation. Initial projects, such as the
AMADEUS detector [58], were designed as feasibility
studies for larger detectors that could potentially be de-
ployed in the Mediterranean Sea.

Building on these acoustic detection techniques that
enable the instrumentation of a large detection volume,
we explore the use of an underwater array of hydrophones
with a volume on the order of 100 km3 as detectors
for ultra-heavy dark matter. A schematic of the con-
cept is shown in fig. 1, which illustrates how ultra-heavy
dark matter is expected to travel through water in a

1 Radio detectors designed to detect the Askaryan e!ect [56, 57]
provide another direction for the detection of UHE neutrinos.

nearly straight line, radiating acoustic waves that can
be detected by hydrophones. Building on the order-of-
magnitude estimates made in ref. [32], we provide a more
detailed analysis that characterises the expected signal
properties, including the e!ects of attenuation, and o!ers
refined sensitivity projections. Our findings suggest that
such an array could probe regions of the ultra-heavy dark
matter parameter space that are currently unconstrained,
providing additional scientific motivation for this large-
scale underwater detection method.
The paper is structured as follows: In sec. II we derive

the thermo-acoustic signal induced by dark matter and
incorporate the impact of attenuation in sec. III. We then
characterise the properties of the signal post-attenuation
and present sensitivity projections in sec. IV. Finally, we
conclude in sec. V. Several appendices provide technical
derivations of results used in the main body of the paper.

II. DARK MATTER INDUCED
THERMO-ACOUSTIC RADIATION

The thermo-acoustic model predicts that the near-
instantaneous local heating of a liquid results in rapid
expansion, which generates a pressure pulse [53, 54, 59].
The thermo-acoustic model agrees well with experimen-
tal data [60], and has found broad application in studies
informing the design of future large-scale acoustic neu-
trino detectors, which, as discussed in the introduction,
aim to detect the acoustic pulse produced by high-energy
particle showers resulting from interactions of UHE neu-
trinos (see e.g., ref. [61]). In this section, we extend prior
work in the context of UHE neutrinos, particularly that
of refs. [53, 62], to derive the pressure pulse produced by
ultra-heavy dark matter scattering as it traverses through
seawater.
We begin with the equation describing the propaga-

tion of acoustic pressure, p(r, t). In a fluid with thermal
expansion coe”cient ω, and specific heat capacity at con-
stant pressure cp, p(r, t) satisfies

→
2
p↑

1

c2s

ε
2
p

εt2
= ↑

ω

cp

ε
2
q(r, t)

εt2
. (1)

where q(r, t) is the energy deposition density and cs is the
speed of sound in the medium.2 In this work, we assume
parameters typical of those found in the Mediterranean
Sea at a depth of 1.2 km, a location with favourable con-
ditions for acoustic detection experiments [64]. Specif-
ically, we assume cs = 1.52 km s→1, cp = 3.95 ↓ 103

J kg→1 K→1 and ω = 2.22↓10→4 K→1 [65], corresponding
to a Grüneisen parameter ϑG = ω c

2
s/cp = 0.13.

2 For non-isotropic energy depositions, an additional term that
depends on the momentum transfer to the medium should be
included on the right-hand-side of eq. (1) (see ref. [60, 63]). We
assume isotropic nuclear recoils, which results in zero net mo-
mentum transfer, so this additional term does not contribute.

Dark matter scatters with every water 
nucleus in its path:

Cleaver, CM, O’Hare, PRD, arXiv:2502.17593



13Christopher McCabe

Track properties: very long and very thin

3

The general solution to eq. (1) is given by the Kirchho!
integral,

p(r, t) =
ω

4εcp

ˆ
d3r→

|r → r→|

ϑ
2
q (r→, t→)

ϑt2
, (2)

where t
→ = t→ |r → r→|/cs is the retarded time. To make

further progress, we need to determine q(r, t) for ultra-
heavy dark matter scattering in seawater.

A. Energy deposition density

First, we consider the time dependence of q(r, t).
Given that the characteristic speed of dark matter is
around vω ↑ 300 km s↑1 [66], which is significantly
larger than cs, and that the energy deposition occurs
on timescales much shorter than hydrodynamic pro-
cesses [67], we assume that the energy deposition occurs
instantaneously at time t

→. As a result, we parametrise
q(r→, t→) = q(r→)” (t→), where” is the Heaviside function.3

Next, we address the spatial dependence, which is
determined by the path and energy loss of dark mat-
ter through seawater. In this work, the typical cross-
section that we consider is ϖω ↑ O(10↑10) cm2. This
leads to a mean free path of dark matter in seawater
of ϱω ↓ 10↑15 m ↔ (10↑10 cm2)/ϖω, where we used that
the density of seawater is ςsea = 1.03 g/cm3. Such a
large cross-section and short mean free path can only
be achieved with composite dark matter candidates [19].
For reference, this distance is considerably smaller than
the intermolecular distance in seawater (↑ 3↔ 10↑10 m).

We focus on the regime in which mω ↗ mA, where mA

is the mass of a hydrogen or oxygen nucleus, and where
the number of scatters N is large, such that N ↗ 1.
In this regime, each collision transfers a recoil energy of
approximately EA ↑ (mA/mω)Eω ↑ O(10 keV), where
Eω = 1

2mωv
2
ω is the dark matter kinetic energy. The

recoil is equally likely in any direction, while the dark
matter is deflected by an angle φ↼ ↑ mA/(mω

↘
N) ≃ 1

after N scatters. Given the large number of scatters and
the small deflection angle, we can model the dark mat-
ter’s energy loss as a continuous process along a straight
path, with the kinetic energy loss per unit path length
given by

dEω

dz
= →ςseaϖωv

2
ω exp

(
→

z

↽sea

)
, (3)

where z is the distance travelled through the seawater
and

↽sea =
mω

2ςseaϖω
(4)

↓ 485 km↔

(
mω

10↑2 g

)(
10↑10 cm2

ϖω

)
(5)

3 In principle, modelling the fast yet finite time for the pulse to
develop is straightforward (see app. H of ref. [68]), but as the
e!ect is negligible, we do not include it in our analysis.

defines the length scale over which the dark matter loses
a significant fraction of its kinetic energy (see app. A
for a derivation). Given that the Mediterranean Sea is
typically only a few kilometres deep, over most of the pa-
rameter space that we consider, the dark matter traverses
the full seawater depth with approximately constant en-
ergy loss per unit length (i.e., ↽sea ↗ km). Moreover,
in this regime, Eω remains approximately constant since
the dark matter loses a negligible fraction of its kinetic
energy in each collision. We focus on this regime in the
main text, while app. C addresses the case in which the
energy loss varies as dark matter passes through the sea-
water.
With these considerations, we model the energy depo-

sition density along the dark matter’s path as

q(r) =
∑

A={H,O}

1

2ε

dEA

dz

1

ϖ
2
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exp
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)
, (6)

where we sum over contributions from scattering with hy-
drogen and oxygen nuclei. Here, ς is the radial (perpen-
dicular) distance from the energy deposition track cen-
tre, such that |r| =

√
ς2 + z2. The species-dependent

terms are dEA/dz, the energy deposition per unit length,
and ϖA, the track width parameter. The approxima-
tion of a Gaussian distribution with radial parameter ϖA

enables analytic solutions while capturing the essential
physics. The cylindrical symmetry around the z-axis,
which is chosen to align with the dark matter’s path,
follows from the isotropic recoil distribution. Unless
stated otherwise, in our calculations, we use dEA/dz =
⇐E⇒A/ϱA, where ⇐E⇒A and ϱA are the mean nuclear re-
coil energy and mean free path between collisions for
species A, respectively. In the regime ↽sea ↗ km, since
Eω is approximately constant along the path, it follows
that ⇐E⇒A and dEA/dz are also approximately constant.
In seawater, dEO/dz ⇑ 7.9 dEH/dz, since the energy
transfer during collisions is more e#cient for heavier el-
ements. A derivation of eq. (6) and further justifications
for the approximations used are given in app. A. The
main features of the energy deposition are illustrated in
fig. 1.
The radial parameter ϖA is set by the larger of two

characteristic length scales. The first is the typical re-
coil distance ϖrecoil of nuclei after a collision with dark
matter, which as detailed in app. A is 0.14µm for oxy-
gen recoils and 0.082µm for hydrogen recoils. The sec-
ond is the radius Rω of the ultra-heavy dark matter,
which we assume to be composite. Following macro
dark matter models [36], we use the geometric approx-
imation for the cross-section, ϖω ⇑ 4εR2

ω, such that

Rω ↓ 0.028 µm↔
√
(ϖω/10↑10 cm2).

B. Attenuation-free solutions

Having established q(r, t) for ultra-heavy dark matter
scattering in seawater, we proceed to solve eq. (2) to find
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The general solution to eq. (1) is given by the Kirchho!
integral,

p(r, t) =
ω

4εcp

ˆ
d3r→
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q (r→, t→)
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where t
→ = t→ |r → r→|/cs is the retarded time. To make

further progress, we need to determine q(r, t) for ultra-
heavy dark matter scattering in seawater.

A. Energy deposition density

First, we consider the time dependence of q(r, t).
Given that the characteristic speed of dark matter is
around vω ↑ 300 km s↑1 [66], which is significantly
larger than cs, and that the energy deposition occurs
on timescales much shorter than hydrodynamic pro-
cesses [67], we assume that the energy deposition occurs
instantaneously at time t

→. As a result, we parametrise
q(r→, t→) = q(r→)” (t→), where” is the Heaviside function.3

Next, we address the spatial dependence, which is
determined by the path and energy loss of dark mat-
ter through seawater. In this work, the typical cross-
section that we consider is ϖω ↑ O(10↑10) cm2. This
leads to a mean free path of dark matter in seawater
of ϱω ↓ 10↑15 m ↔ (10↑10 cm2)/ϖω, where we used that
the density of seawater is ςsea = 1.03 g/cm3. Such a
large cross-section and short mean free path can only
be achieved with composite dark matter candidates [19].
For reference, this distance is considerably smaller than
the intermolecular distance in seawater (↑ 3↔ 10↑10 m).

We focus on the regime in which mω ↗ mA, where mA

is the mass of a hydrogen or oxygen nucleus, and where
the number of scatters N is large, such that N ↗ 1.
In this regime, each collision transfers a recoil energy of
approximately EA ↑ (mA/mω)Eω ↑ O(10 keV), where
Eω = 1

2mωv
2
ω is the dark matter kinetic energy. The

recoil is equally likely in any direction, while the dark
matter is deflected by an angle φ↼ ↑ mA/(mω

↘
N) ≃ 1

after N scatters. Given the large number of scatters and
the small deflection angle, we can model the dark mat-
ter’s energy loss as a continuous process along a straight
path, with the kinetic energy loss per unit path length
given by

dEω
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2
ω exp

(
→

z

↽sea

)
, (3)

where z is the distance travelled through the seawater
and
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(5)

3 In principle, modelling the fast yet finite time for the pulse to
develop is straightforward (see app. H of ref. [68]), but as the
e!ect is negligible, we do not include it in our analysis.

defines the length scale over which the dark matter loses
a significant fraction of its kinetic energy (see app. A
for a derivation). Given that the Mediterranean Sea is
typically only a few kilometres deep, over most of the pa-
rameter space that we consider, the dark matter traverses
the full seawater depth with approximately constant en-
ergy loss per unit length (i.e., ↽sea ↗ km). Moreover,
in this regime, Eω remains approximately constant since
the dark matter loses a negligible fraction of its kinetic
energy in each collision. We focus on this regime in the
main text, while app. C addresses the case in which the
energy loss varies as dark matter passes through the sea-
water.
With these considerations, we model the energy depo-

sition density along the dark matter’s path as
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where we sum over contributions from scattering with hy-
drogen and oxygen nuclei. Here, ς is the radial (perpen-
dicular) distance from the energy deposition track cen-
tre, such that |r| =

√
ς2 + z2. The species-dependent

terms are dEA/dz, the energy deposition per unit length,
and ϖA, the track width parameter. The approxima-
tion of a Gaussian distribution with radial parameter ϖA

enables analytic solutions while capturing the essential
physics. The cylindrical symmetry around the z-axis,
which is chosen to align with the dark matter’s path,
follows from the isotropic recoil distribution. Unless
stated otherwise, in our calculations, we use dEA/dz =
⇐E⇒A/ϱA, where ⇐E⇒A and ϱA are the mean nuclear re-
coil energy and mean free path between collisions for
species A, respectively. In the regime ↽sea ↗ km, since
Eω is approximately constant along the path, it follows
that ⇐E⇒A and dEA/dz are also approximately constant.
In seawater, dEO/dz ⇑ 7.9 dEH/dz, since the energy
transfer during collisions is more e#cient for heavier el-
ements. A derivation of eq. (6) and further justifications
for the approximations used are given in app. A. The
main features of the energy deposition are illustrated in
fig. 1.
The radial parameter ϖA is set by the larger of two

characteristic length scales. The first is the typical re-
coil distance ϖrecoil of nuclei after a collision with dark
matter, which as detailed in app. A is 0.14µm for oxy-
gen recoils and 0.082µm for hydrogen recoils. The sec-
ond is the radius Rω of the ultra-heavy dark matter,
which we assume to be composite. Following macro
dark matter models [36], we use the geometric approx-
imation for the cross-section, ϖω ⇑ 4εR2

ω, such that

Rω ↓ 0.028 µm↔
√
(ϖω/10↑10 cm2).

B. Attenuation-free solutions

Having established q(r, t) for ultra-heavy dark matter
scattering in seawater, we proceed to solve eq. (2) to find
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The general solution to eq. (1) is given by the Kirchho!
integral,

p(r, t) =
ω

4εcp

ˆ
d3r→

|r → r→|

ϑ
2
q (r→, t→)

ϑt2
, (2)

where t
→ = t→ |r → r→|/cs is the retarded time. To make

further progress, we need to determine q(r, t) for ultra-
heavy dark matter scattering in seawater.

A. Energy deposition density

First, we consider the time dependence of q(r, t).
Given that the characteristic speed of dark matter is
around vω ↑ 300 km s↑1 [66], which is significantly
larger than cs, and that the energy deposition occurs
on timescales much shorter than hydrodynamic pro-
cesses [67], we assume that the energy deposition occurs
instantaneously at time t

→. As a result, we parametrise
q(r→, t→) = q(r→)” (t→), where” is the Heaviside function.3

Next, we address the spatial dependence, which is
determined by the path and energy loss of dark mat-
ter through seawater. In this work, the typical cross-
section that we consider is ϖω ↑ O(10↑10) cm2. This
leads to a mean free path of dark matter in seawater
of ϱω ↓ 10↑15 m ↔ (10↑10 cm2)/ϖω, where we used that
the density of seawater is ςsea = 1.03 g/cm3. Such a
large cross-section and short mean free path can only
be achieved with composite dark matter candidates [19].
For reference, this distance is considerably smaller than
the intermolecular distance in seawater (↑ 3↔ 10↑10 m).

We focus on the regime in which mω ↗ mA, where mA

is the mass of a hydrogen or oxygen nucleus, and where
the number of scatters N is large, such that N ↗ 1.
In this regime, each collision transfers a recoil energy of
approximately EA ↑ (mA/mω)Eω ↑ O(10 keV), where
Eω = 1

2mωv
2
ω is the dark matter kinetic energy. The

recoil is equally likely in any direction, while the dark
matter is deflected by an angle φ↼ ↑ mA/(mω

↘
N) ≃ 1

after N scatters. Given the large number of scatters and
the small deflection angle, we can model the dark mat-
ter’s energy loss as a continuous process along a straight
path, with the kinetic energy loss per unit path length
given by

dEω

dz
= →ςseaϖωv

2
ω exp

(
→

z

↽sea

)
, (3)

where z is the distance travelled through the seawater
and

↽sea =
mω

2ςseaϖω
(4)

↓ 485 km↔

(
mω

10↑2 g

)(
10↑10 cm2

ϖω

)
(5)

3 In principle, modelling the fast yet finite time for the pulse to
develop is straightforward (see app. H of ref. [68]), but as the
e!ect is negligible, we do not include it in our analysis.

defines the length scale over which the dark matter loses
a significant fraction of its kinetic energy (see app. A
for a derivation). Given that the Mediterranean Sea is
typically only a few kilometres deep, over most of the pa-
rameter space that we consider, the dark matter traverses
the full seawater depth with approximately constant en-
ergy loss per unit length (i.e., ↽sea ↗ km). Moreover,
in this regime, Eω remains approximately constant since
the dark matter loses a negligible fraction of its kinetic
energy in each collision. We focus on this regime in the
main text, while app. C addresses the case in which the
energy loss varies as dark matter passes through the sea-
water.
With these considerations, we model the energy depo-

sition density along the dark matter’s path as
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∑
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→

ς
2

2ϖ2
A

)
, (6)

where we sum over contributions from scattering with hy-
drogen and oxygen nuclei. Here, ς is the radial (perpen-
dicular) distance from the energy deposition track cen-
tre, such that |r| =

√
ς2 + z2. The species-dependent

terms are dEA/dz, the energy deposition per unit length,
and ϖA, the track width parameter. The approxima-
tion of a Gaussian distribution with radial parameter ϖA

enables analytic solutions while capturing the essential
physics. The cylindrical symmetry around the z-axis,
which is chosen to align with the dark matter’s path,
follows from the isotropic recoil distribution. Unless
stated otherwise, in our calculations, we use dEA/dz =
⇐E⇒A/ϱA, where ⇐E⇒A and ϱA are the mean nuclear re-
coil energy and mean free path between collisions for
species A, respectively. In the regime ↽sea ↗ km, since
Eω is approximately constant along the path, it follows
that ⇐E⇒A and dEA/dz are also approximately constant.
In seawater, dEO/dz ⇑ 7.9 dEH/dz, since the energy
transfer during collisions is more e#cient for heavier el-
ements. A derivation of eq. (6) and further justifications
for the approximations used are given in app. A. The
main features of the energy deposition are illustrated in
fig. 1.
The radial parameter ϖA is set by the larger of two

characteristic length scales. The first is the typical re-
coil distance ϖrecoil of nuclei after a collision with dark
matter, which as detailed in app. A is 0.14µm for oxy-
gen recoils and 0.082µm for hydrogen recoils. The sec-
ond is the radius Rω of the ultra-heavy dark matter,
which we assume to be composite. Following macro
dark matter models [36], we use the geometric approx-
imation for the cross-section, ϖω ⇑ 4εR2

ω, such that

Rω ↓ 0.028 µm↔
√
(ϖω/10↑10 cm2).

B. Attenuation-free solutions

Having established q(r, t) for ultra-heavy dark matter
scattering in seawater, we proceed to solve eq. (2) to find
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FIG. 1. Acoustic detection of thermo-acoustic waves gener-
ated when ultra-heavy dark matter scatters with oxygen and
hydrogen nuclei in water. The red region indicates the pri-
mary energy deposition from dark matter, which create acous-
tic waves that propagate outwards as cylindrical waves to an
array of hydrophones (underwater pressure wave detectors)
spanning a volume on the order of 100 km3. Here, ω is the
radial distance from the dark matter track to a hydrophone,
z is aligned along the centre of the energy deposition

, and εA is the width of the energy deposition profile.

energy (UHE) neutrinos. Detecting UHE neutrinos, with
energies ↭ 1018 eV, would enhance our understanding of
the origin of the highest energy particles in the Universe
(see, e.g., refs. [48, 49]). UHE neutrinos have a small
flux requiring detectors with target volumes of tens of
cubic kilometres [50]. Even large-scale detectors like Ice-
Cube [51] and KM3NeT [52] are too small to observe
the expected flux of UHE neutrinos. The need for dense
instrumentation to detect Cherenkov light from neutrino
interactions makes scaling these detectors to the required
volumes impractical.

In response to these challenges, e!orts have been made
to develop acoustic detection methods for UHE neutri-
nos using large arrays of hydrophones [53–55].1 Un-
like electromagnetic radiation, sound waves experience
much less attenuation in water, allowing detection with
less dense instrumentation. Initial projects, such as the
AMADEUS detector [58], were designed as feasibility
studies for larger detectors that could potentially be de-
ployed in the Mediterranean Sea.

Building on these acoustic detection techniques that
enable the instrumentation of a large detection volume,
we explore the use of an underwater array of hydrophones
with a volume on the order of 100 km3 as detectors
for ultra-heavy dark matter. A schematic of the con-
cept is shown in fig. 1, which illustrates how ultra-heavy
dark matter is expected to travel through water in a

1 Radio detectors designed to detect the Askaryan e!ect [56, 57]
provide another direction for the detection of UHE neutrinos.

nearly straight line, radiating acoustic waves that can
be detected by hydrophones. Building on the order-of-
magnitude estimates made in ref. [32], we provide a more
detailed analysis that characterises the expected signal
properties, including the e!ects of attenuation, and o!ers
refined sensitivity projections. Our findings suggest that
such an array could probe regions of the ultra-heavy dark
matter parameter space that are currently unconstrained,
providing additional scientific motivation for this large-
scale underwater detection method.
The paper is structured as follows: In sec. II we derive

the thermo-acoustic signal induced by dark matter and
incorporate the impact of attenuation in sec. III. We then
characterise the properties of the signal post-attenuation
and present sensitivity projections in sec. IV. Finally, we
conclude in sec. V. Several appendices provide technical
derivations of results used in the main body of the paper.

II. DARK MATTER INDUCED
THERMO-ACOUSTIC RADIATION

The thermo-acoustic model predicts that the near-
instantaneous local heating of a liquid results in rapid
expansion, which generates a pressure pulse [53, 54, 59].
The thermo-acoustic model agrees well with experimen-
tal data [60], and has found broad application in studies
informing the design of future large-scale acoustic neu-
trino detectors, which, as discussed in the introduction,
aim to detect the acoustic pulse produced by high-energy
particle showers resulting from interactions of UHE neu-
trinos (see e.g., ref. [61]). In this section, we extend prior
work in the context of UHE neutrinos, particularly that
of refs. [53, 62], to derive the pressure pulse produced by
ultra-heavy dark matter scattering as it traverses through
seawater.
We begin with the equation describing the propaga-

tion of acoustic pressure, p(r, t). In a fluid with thermal
expansion coe”cient ω, and specific heat capacity at con-
stant pressure cp, p(r, t) satisfies

→
2
p↑

1

c2s

ε
2
p

εt2
= ↑

ω

cp

ε
2
q(r, t)

εt2
. (1)

where q(r, t) is the energy deposition density and cs is the
speed of sound in the medium.2 In this work, we assume
parameters typical of those found in the Mediterranean
Sea at a depth of 1.2 km, a location with favourable con-
ditions for acoustic detection experiments [64]. Specif-
ically, we assume cs = 1.52 km s→1, cp = 3.95 ↓ 103

J kg→1 K→1 and ω = 2.22↓10→4 K→1 [65], corresponding
to a Grüneisen parameter ϑG = ω c

2
s/cp = 0.13.

2 For non-isotropic energy depositions, an additional term that
depends on the momentum transfer to the medium should be
included on the right-hand-side of eq. (1) (see ref. [60, 63]). We
assume isotropic nuclear recoils, which results in zero net mo-
mentum transfer, so this additional term does not contribute.

Dark matter scatters with every water 
nucleus in its path:

…but energy loss inefficient, so long tracks:

Cleaver, CM, O’Hare, PRD, arXiv:2502.17593
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Track properties: very long and very thin
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FIG. 10. Upper panel: The continuous slowing-down approx-
imation range of hydrogen (red) and oxygen (blue) ions as a
function of their recoil energy, calculated using the SRIM soft-
ware for seawater (modelled as water with a density of ωsea).
Lower panel: The one-dimensional energy deposition profile
for oxygen and hydrogen recoils. Solid lines show the nu-
merical calculation using eq. (A4), while dashed lines show a
Gaussian distribution approximation.

q1D(z), as a function of distance by calculating

q1D(z) =

ˆ
dE

→ 1

RA

dRA

dE→
dE

dz
(E→

, z) . (A4)

The results are shown as solid lines in the lower panel
of Fig. 10 for hydrogen and oxygen ions. We approx-
imate these distributions with a Gaussian distribution
(dashed lines), since this allows for an analytical solu-
tion to eq. (2). When fitting the Gaussian function, we
ensure the distributions integrate to match the mean en-
ergy obtained from eq. (A4). For hydrogen, we find a
standard deviation of ωrecoil,H = 0.082 µm, while for oxy-
gen, ωrecoil,O = 0.14 µm.

Although the Gaussian fit slightly underestimates the
numerical calculation from eq. (A4) at both small and
large distances, this level of accuracy is su!cient for our
purposes. This is because, as discussed in sec. III, the
high-frequency components of the signal – those depen-
dent on the precise shape of the energy deposition density
– are naturally attenuated in seawater. Therefore, the
Gaussian fit captures the essential characteristics of the
energy deposition profile required for the current analy-
sis. If higher precision were needed, the energy deposi-
tion density could be modelled as a linear combination
of Gaussian functions, following the approach developed

in quantum chemistry [105]. This approach is e”ective
since the solutions to the pressure wave equation, eq. (1),
satisfy the principle of superposition.
To determine the 3D distribution, we apply the as-

sumption of isotropic scattering. For a single collision,
this translates to a product of Gaussian distributions in
the x, y and z directions, normalised to give the mean
energy per collision. For dark matter that traverses the
medium along the z direction, scattering occurs on aver-
age every mean free path ε, resulting in a total energy
deposition represented by a sum of Gaussian distribu-
tions separated by ε. Assuming an infinitely long track
and accounting for both hydrogen and oxygen contribu-
tions separately, we obtain

q(r) =
∑

A

→E↑A
1

2ϑω2
recoil,A

exp

(
↓

x
2 + y

2

2ω2
recoil,A

)

↔
1

(2ϑω2
recoil,A)

1/2

↑∑

k=↓↑
exp

(
↓
(z ↓ kεA)2

2ω2
recoil,A

)
.

(A5)

Since εA ↗ ωrecoil,A, we can approximate the sum over k
as an integral over z→, where z→ = kεA, and by identifying
dEA/dz = →E↑A/εA, as used at the starting point of this
appendix, we find

q(r) ↘
∑

A

1

2ϑ

dEA

dz

1

ω
2
recoil,A

exp

(
↓

ϖ
2

2ω2
recoil,A

)
, (A6)

where ϖ = x
2 + y

2. This matches the form given in
eq. (6) when ωA = ωrecoil,A. Finally, if the dark mat-
ter radius Rω is larger than ωrecoil,O and ωrecoil,H, the
Gaussian width parameter in the x, y directions should
be replaced with Rω in eq. (A5), leading to the same
simplified expression in eq. (A6) but with ωA = Rω.

Appendix B: Finite-width acoustic pressure
solutions

Our aim is to find a solution p(r, t) of eq. (2) given the
geometry of the energy deposition density from ultra-
heavy dark matter, namely, as a long straight cylinder
that is symmetric around the azimuthal angle. The en-
ergy density is given by q(r→, t→) = q(r→)# (t→), where
q(r→) is defined in eq. (6), and t

→ = t↓ |r ↓ r→|/cs.
It is useful to work in cylindrical coordinates where z→ is

aligned along the centre of the energy deposition, and we
align our coordinate system so that r = (x, y = 0, z). We
define a time t0, according to c2st

2
0 = (x↓x

→)2+(y↓y
→)2 =

(ϖ ↓ ϖ
→ cosϱ→)2 + (ϖ→ sinϱ→)2, such that the propagation

time ς satisfies c2sς
2 = |r ↓ r→|2 = (z ↓ z

→)2 + c
2
st

2
0.

This allows us to trade the z→ coordinate for ς . This is
useful since, when we act with one of the time derivatives
from eq. (2) on # (t→) we get the term φ(t ↓ ς), so can
immediately integrate over the ς (equivalent to z

→) extent
of the track. Upon doing this, we arrive at
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FIG. 1. Acoustic detection of thermo-acoustic waves gener-
ated when ultra-heavy dark matter scatters with oxygen and
hydrogen nuclei in water. The red region indicates the pri-
mary energy deposition from dark matter, which create acous-
tic waves that propagate outwards as cylindrical waves to an
array of hydrophones (underwater pressure wave detectors)
spanning a volume on the order of 100 km3. Here, ω is the
radial distance from the dark matter track to a hydrophone,
z is aligned along the centre of the energy deposition

, and εA is the width of the energy deposition profile.

energy (UHE) neutrinos. Detecting UHE neutrinos, with
energies ↭ 1018 eV, would enhance our understanding of
the origin of the highest energy particles in the Universe
(see, e.g., refs. [48, 49]). UHE neutrinos have a small
flux requiring detectors with target volumes of tens of
cubic kilometres [50]. Even large-scale detectors like Ice-
Cube [51] and KM3NeT [52] are too small to observe
the expected flux of UHE neutrinos. The need for dense
instrumentation to detect Cherenkov light from neutrino
interactions makes scaling these detectors to the required
volumes impractical.

In response to these challenges, e!orts have been made
to develop acoustic detection methods for UHE neutri-
nos using large arrays of hydrophones [53–55].1 Un-
like electromagnetic radiation, sound waves experience
much less attenuation in water, allowing detection with
less dense instrumentation. Initial projects, such as the
AMADEUS detector [58], were designed as feasibility
studies for larger detectors that could potentially be de-
ployed in the Mediterranean Sea.

Building on these acoustic detection techniques that
enable the instrumentation of a large detection volume,
we explore the use of an underwater array of hydrophones
with a volume on the order of 100 km3 as detectors
for ultra-heavy dark matter. A schematic of the con-
cept is shown in fig. 1, which illustrates how ultra-heavy
dark matter is expected to travel through water in a

1 Radio detectors designed to detect the Askaryan e!ect [56, 57]
provide another direction for the detection of UHE neutrinos.

nearly straight line, radiating acoustic waves that can
be detected by hydrophones. Building on the order-of-
magnitude estimates made in ref. [32], we provide a more
detailed analysis that characterises the expected signal
properties, including the e!ects of attenuation, and o!ers
refined sensitivity projections. Our findings suggest that
such an array could probe regions of the ultra-heavy dark
matter parameter space that are currently unconstrained,
providing additional scientific motivation for this large-
scale underwater detection method.
The paper is structured as follows: In sec. II we derive

the thermo-acoustic signal induced by dark matter and
incorporate the impact of attenuation in sec. III. We then
characterise the properties of the signal post-attenuation
and present sensitivity projections in sec. IV. Finally, we
conclude in sec. V. Several appendices provide technical
derivations of results used in the main body of the paper.

II. DARK MATTER INDUCED
THERMO-ACOUSTIC RADIATION

The thermo-acoustic model predicts that the near-
instantaneous local heating of a liquid results in rapid
expansion, which generates a pressure pulse [53, 54, 59].
The thermo-acoustic model agrees well with experimen-
tal data [60], and has found broad application in studies
informing the design of future large-scale acoustic neu-
trino detectors, which, as discussed in the introduction,
aim to detect the acoustic pulse produced by high-energy
particle showers resulting from interactions of UHE neu-
trinos (see e.g., ref. [61]). In this section, we extend prior
work in the context of UHE neutrinos, particularly that
of refs. [53, 62], to derive the pressure pulse produced by
ultra-heavy dark matter scattering as it traverses through
seawater.
We begin with the equation describing the propaga-

tion of acoustic pressure, p(r, t). In a fluid with thermal
expansion coe”cient ω, and specific heat capacity at con-
stant pressure cp, p(r, t) satisfies

→
2
p↑

1

c2s

ε
2
p

εt2
= ↑

ω

cp

ε
2
q(r, t)

εt2
. (1)

where q(r, t) is the energy deposition density and cs is the
speed of sound in the medium.2 In this work, we assume
parameters typical of those found in the Mediterranean
Sea at a depth of 1.2 km, a location with favourable con-
ditions for acoustic detection experiments [64]. Specif-
ically, we assume cs = 1.52 km s→1, cp = 3.95 ↓ 103

J kg→1 K→1 and ω = 2.22↓10→4 K→1 [65], corresponding
to a Grüneisen parameter ϑG = ω c

2
s/cp = 0.13.

2 For non-isotropic energy depositions, an additional term that
depends on the momentum transfer to the medium should be
included on the right-hand-side of eq. (1) (see ref. [60, 63]). We
assume isotropic nuclear recoils, which results in zero net mo-
mentum transfer, so this additional term does not contribute.

Recoiling nuclei don’t travel far:

Energy deposition in very long and thin cylinder
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Energy deposition = sound waves
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FIG. 1. Acoustic detection of thermo-acoustic waves gener-
ated when ultra-heavy dark matter scatters with oxygen and
hydrogen nuclei in water. The red region indicates the pri-
mary energy deposition from dark matter, which create acous-
tic waves that propagate outwards as cylindrical waves to an
array of hydrophones (underwater pressure wave detectors)
spanning a volume on the order of 100 km3. Here, ω is the
radial distance from the dark matter track to a hydrophone,
z is aligned along the centre of the energy deposition

, and εA is the width of the energy deposition profile.

energy (UHE) neutrinos. Detecting UHE neutrinos, with
energies ↭ 1018 eV, would enhance our understanding of
the origin of the highest energy particles in the Universe
(see, e.g., refs. [48, 49]). UHE neutrinos have a small
flux requiring detectors with target volumes of tens of
cubic kilometres [50]. Even large-scale detectors like Ice-
Cube [51] and KM3NeT [52] are too small to observe
the expected flux of UHE neutrinos. The need for dense
instrumentation to detect Cherenkov light from neutrino
interactions makes scaling these detectors to the required
volumes impractical.

In response to these challenges, e!orts have been made
to develop acoustic detection methods for UHE neutri-
nos using large arrays of hydrophones [53–55].1 Un-
like electromagnetic radiation, sound waves experience
much less attenuation in water, allowing detection with
less dense instrumentation. Initial projects, such as the
AMADEUS detector [58], were designed as feasibility
studies for larger detectors that could potentially be de-
ployed in the Mediterranean Sea.

Building on these acoustic detection techniques that
enable the instrumentation of a large detection volume,
we explore the use of an underwater array of hydrophones
with a volume on the order of 100 km3 as detectors
for ultra-heavy dark matter. A schematic of the con-
cept is shown in fig. 1, which illustrates how ultra-heavy
dark matter is expected to travel through water in a

1 Radio detectors designed to detect the Askaryan e!ect [56, 57]
provide another direction for the detection of UHE neutrinos.

nearly straight line, radiating acoustic waves that can
be detected by hydrophones. Building on the order-of-
magnitude estimates made in ref. [32], we provide a more
detailed analysis that characterises the expected signal
properties, including the e!ects of attenuation, and o!ers
refined sensitivity projections. Our findings suggest that
such an array could probe regions of the ultra-heavy dark
matter parameter space that are currently unconstrained,
providing additional scientific motivation for this large-
scale underwater detection method.
The paper is structured as follows: In sec. II we derive

the thermo-acoustic signal induced by dark matter and
incorporate the impact of attenuation in sec. III. We then
characterise the properties of the signal post-attenuation
and present sensitivity projections in sec. IV. Finally, we
conclude in sec. V. Several appendices provide technical
derivations of results used in the main body of the paper.

II. DARK MATTER INDUCED
THERMO-ACOUSTIC RADIATION

The thermo-acoustic model predicts that the near-
instantaneous local heating of a liquid results in rapid
expansion, which generates a pressure pulse [53, 54, 59].
The thermo-acoustic model agrees well with experimen-
tal data [60], and has found broad application in studies
informing the design of future large-scale acoustic neu-
trino detectors, which, as discussed in the introduction,
aim to detect the acoustic pulse produced by high-energy
particle showers resulting from interactions of UHE neu-
trinos (see e.g., ref. [61]). In this section, we extend prior
work in the context of UHE neutrinos, particularly that
of refs. [53, 62], to derive the pressure pulse produced by
ultra-heavy dark matter scattering as it traverses through
seawater.
We begin with the equation describing the propaga-

tion of acoustic pressure, p(r, t). In a fluid with thermal
expansion coe”cient ω, and specific heat capacity at con-
stant pressure cp, p(r, t) satisfies
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where q(r, t) is the energy deposition density and cs is the
speed of sound in the medium.2 In this work, we assume
parameters typical of those found in the Mediterranean
Sea at a depth of 1.2 km, a location with favourable con-
ditions for acoustic detection experiments [64]. Specif-
ically, we assume cs = 1.52 km s→1, cp = 3.95 ↓ 103

J kg→1 K→1 and ω = 2.22↓10→4 K→1 [65], corresponding
to a Grüneisen parameter ϑG = ω c

2
s/cp = 0.13.

2 For non-isotropic energy depositions, an additional term that
depends on the momentum transfer to the medium should be
included on the right-hand-side of eq. (1) (see ref. [60, 63]). We
assume isotropic nuclear recoils, which results in zero net mo-
mentum transfer, so this additional term does not contribute.

Thermo-acoustic model: 
Rapid energy deposition creates localised heating, which instantaneously 
expands the seawater and produces a propagating acoustic pressure wave

Thermal expansion coefficient

Specific heat capacitySpeed of sound
Energy deposition density
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FIG. 2. Expected acoustic pressure without attenuation
from ultra-heavy dark matter with mω = 10→2 g and ωω =
10→10 cm2 at a radial distance ε = 300m. We show contribu-
tions from oxygen (blue) and hydrogen (red) separately. The
full solution is the sum of these signals. The oxygen signal has
a greater amplitude and is broader because dEA/dz and ωA

are both larger, relative to hydrogen.

the acoustic pressure. The form of q(r, t) is a sum of
independent contributions from scattering with oxygen
and hydrogen, allowing us to similarly decompose the
solution to eq. (2) into these separate components.

In the regime where ωA → ε — a condition that holds
for any physically relevant case — the solution for each
species A is given by

pA(ε, t) =
ϑ

2ϖcp

dEA

dz

c
2
s

↑
2ϖ

ω
→3/2
A
↑
ε

Ip

(
t↓ ε/cs

ωA/cs

)
. (7)

The 1/
↑
ε dependence in the amplitude reflects the cylin-

drical symmetry of the outward-propagating pressure
waves, as illustrated in fig. 1. The radial distance ε is
the only relevant geometric parameter. The temporal
evolution of the pressure wave is governed by the dimen-
sionless bipolar-pulse function, Ip(A), which takes O(1)
values, so the overall signal amplitude is determined by
the other pre-factors.

The full expression for Ip(A) in terms of modified
Bessel functions is derived in app. B. For physical insight,
we examine its behaviour across three time regimes:
early, intermediate, and late times. Since at a radial
distance ε, the signal arrives after a delay of approxi-
mately ε/cs, this corresponds to t → ε/cs, t ↔ ε/cs and
t ↗ ε/cs.

The full bipolar-pulse profile is shown in fig. 2. We sep-
arately plot the solutions for oxygen (blue) and hydrogen
(red) at a fixed distance of ε = 300m, for mω = 10→2 g
and ωω = 10→10 cm2, values typical of the dark matter
parameter regions we aim to explore. The time is shown
relative to the arrival delay ε/cs, and the full solution is
a sum of these two signals.

FIG. 3. Absolute magnitude of frequency-domain acoustic
pressure solutions without attenuation from ultra-heavy dark
matter with mω = 10→2 g and ωω = 10→10 cm2 at a radial dis-
tance ε = 300m. We show contributions from oxygen (blue)
and hydrogen (red) separately. Dotted lines labelled ‘Han-
kel’ show an analytic approximation, which provides a good
match for ϑ → cs/ωA.

As the pulse begins to arrive, the pressure follows

Ip(t → ε/cs) ↘

√
ϖ

2

∣∣∣∣
t↓ ε/cs

ωA/cs

∣∣∣∣ exp
(
↓
(t↓ ε/cs)2

2ω2
A/c

2
s

)
,

(8)
which shows a signal rising as it sweeps through the tail
of the Gaussian profile, reflecting the initial energy de-
position profile given in eq. (6).

At intermediate times, the pulse exhibits a charac-
teristic compression phase followed by a decompression
phase, resulting in a bipolar structure, with a character-
istic width governed by ωA/cs. This bipolar structure
mirrors that observed in acoustic signals from UHE neu-
trinos [69].

At late times, the asymptotic limit gives

Ip(t ↗ ε/cs) ↘ ↓

↑
ϖ

2

(
ωA/cs

(t↓ ε/cs)

)3/2

. (9)

When substituted into eq. (7), we obtain a power-law in
time that is independent of ωA. This late-time behaviour
arises from the coherent sum of acoustic contributions
along the dark matter track, and is the scaling found for
a long, zero-width line-source track [53].

Importantly, the solution in eq. (7) does not account
for attenuation e!ects. To incorporate attenuation,
which we discuss in the next section, we need to under-
stand the frequency spectrum of the pressure pulse. The
frequency-domain representation of the pressure signal,
p̃(ε,ϱ), is obtained by taking the Fourier transform of
the time-domain solution. As derived in app. B, the so-

No attenuation!

Energy deposition = sound waves

At first sight: extremely promising! Hydrophone detection threshold ~ 5 mPa
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FIG. 2. Expected acoustic pressure without attenuation
from ultra-heavy dark matter with mω = 10→2 g and ωω =
10→10 cm2 at a radial distance ε = 300m. We show contribu-
tions from oxygen (blue) and hydrogen (red) separately. The
full solution is the sum of these signals. The oxygen signal has
a greater amplitude and is broader because dEA/dz and ωA

are both larger, relative to hydrogen.

the acoustic pressure. The form of q(r, t) is a sum of
independent contributions from scattering with oxygen
and hydrogen, allowing us to similarly decompose the
solution to eq. (2) into these separate components.

In the regime where ωA → ε — a condition that holds
for any physically relevant case — the solution for each
species A is given by
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ϑ
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dz

c
2
s

↑
2ϖ

ω
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A
↑
ε

Ip

(
t↓ ε/cs

ωA/cs

)
. (7)

The 1/
↑
ε dependence in the amplitude reflects the cylin-

drical symmetry of the outward-propagating pressure
waves, as illustrated in fig. 1. The radial distance ε is
the only relevant geometric parameter. The temporal
evolution of the pressure wave is governed by the dimen-
sionless bipolar-pulse function, Ip(A), which takes O(1)
values, so the overall signal amplitude is determined by
the other pre-factors.

The full expression for Ip(A) in terms of modified
Bessel functions is derived in app. B. For physical insight,
we examine its behaviour across three time regimes:
early, intermediate, and late times. Since at a radial
distance ε, the signal arrives after a delay of approxi-
mately ε/cs, this corresponds to t → ε/cs, t ↔ ε/cs and
t ↗ ε/cs.

The full bipolar-pulse profile is shown in fig. 2. We sep-
arately plot the solutions for oxygen (blue) and hydrogen
(red) at a fixed distance of ε = 300m, for mω = 10→2 g
and ωω = 10→10 cm2, values typical of the dark matter
parameter regions we aim to explore. The time is shown
relative to the arrival delay ε/cs, and the full solution is
a sum of these two signals.

FIG. 3. Absolute magnitude of frequency-domain acoustic
pressure solutions without attenuation from ultra-heavy dark
matter with mω = 10→2 g and ωω = 10→10 cm2 at a radial dis-
tance ε = 300m. We show contributions from oxygen (blue)
and hydrogen (red) separately. Dotted lines labelled ‘Han-
kel’ show an analytic approximation, which provides a good
match for ϑ → cs/ωA.

As the pulse begins to arrive, the pressure follows
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√
ϖ

2

∣∣∣∣
t↓ ε/cs

ωA/cs
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(8)
which shows a signal rising as it sweeps through the tail
of the Gaussian profile, reflecting the initial energy de-
position profile given in eq. (6).

At intermediate times, the pulse exhibits a charac-
teristic compression phase followed by a decompression
phase, resulting in a bipolar structure, with a character-
istic width governed by ωA/cs. This bipolar structure
mirrors that observed in acoustic signals from UHE neu-
trinos [69].

At late times, the asymptotic limit gives

Ip(t ↗ ε/cs) ↘ ↓

↑
ϖ

2

(
ωA/cs

(t↓ ε/cs)

)3/2

. (9)

When substituted into eq. (7), we obtain a power-law in
time that is independent of ωA. This late-time behaviour
arises from the coherent sum of acoustic contributions
along the dark matter track, and is the scaling found for
a long, zero-width line-source track [53].

Importantly, the solution in eq. (7) does not account
for attenuation e!ects. To incorporate attenuation,
which we discuss in the next section, we need to under-
stand the frequency spectrum of the pressure pulse. The
frequency-domain representation of the pressure signal,
p̃(ε,ϱ), is obtained by taking the Fourier transform of
the time-domain solution. As derived in app. B, the so-

No attenuation!

Energy deposition = sound waves

At first sight: extremely promising! 7

FIG. 5. Expected acoustic pressure in seawater from ultra-
heavy dark matter with mω = 10→2 g and ωω = 10→10 cm2

at radial distances of ε = 300m (blue) and ε = 1km (pink,
multiplied by 10 for clarity). Compared to the unattenuated
pulse in fig. 2, attenuation causes significant amplitude re-
duction and temporal broadening. The signal experiences a
small delay in arrival time, which is most pronounced for the
ε = 1km pulse, due to dispersion from the absorption coe!-
cient’s imaginary component.

feature at ω = 300m, where a distinctive shoulder near
5 → 105 rad/s is observed. This arises because the real
part of the magnesium sulphate absorption coe!cient ap-
proaches an asymptotic value of 1/ε2 at high frequencies,
so the exponent in eq. (15) tends to ↑ω/ε2. At ω = 1km,
where the distance significantly exceeds ε2, this term be-
comes negligible, resulting in a frequency response that
more closely resembles the case of pure water, but with
a lower frequency cut-o”.

Next, we examine the seawater attenuated signal in
the time domain. The results are shown in fig. 5 for
ω = 300m (blue) and 1 km (pink) for mω = 10→2 g and
ϑω = 10→10 cm2, where the 1 km pulse has been rescaled
by a factor of 10 for clarity. The frequency-dependent
distortions observed in fig. 4 manifest as modifications to
the bipolar pulse structure. Three distinct phenomena
emerge relative to the pure water scenario.

Firstly, we observe a delay in the arrival time of the
pulse. This is most evident for ω = 1km where the pulse
is shifted by approximately 15µs. This delay in the ar-
rival time arises from the imaginary component of ã(ϖ),
which acts as an e”ective frequency-dependent refractive
index that modifies the group velocity of the propagating
wave. Quantitatively, the speed of sound is reduced by
#cs ↓ ↑c

2
sϱ(Im ã)/ϱϖ ↓ ↑c

2
s/(ε2ϖ2) ↓ ↑2.6 cm/s.

The second modification is to the pulse asymmetry,
which we characterise by the ratio of the minimum-to-
maximum amplitudes of the pulse, also known as the
rarefaction (R) and compression (C) peaks, respectively.
In fig. 5, we see that the asymmetry is more pronounced
at 300m compared to the 1 km pulse. More generally,
the R/C ratio as a function of radial distance is shown in

FIG. 6. The ratio of the height of the rarefaction peak (R)
and the compression peak (C) as a function of distance. The
asymmetry in seawater arises from the magnesium sulphate
absorption dominating at this distance scale, with the mini-
mum occurring around ε → ϑ2. In contrast, the pure water
case maintains a constant R/C ratio. The inset illustrates the
definition of the R and C peaks in the pressure-time domain.

fig. 6. We see that the seawater pulses have a smaller R/C
ratio than pure water for all distances. The minimum at
just below 200m is determined by the length scale ε2.
Finally, the bipolar pulse scaling in seawater is steeper

than both the unattenuated case (ω→0.5) and pure water
case (ω→1.25). In seawater, the scaling follows three dis-
tinct regimes: approximately ω

→1.36 below 50m, ω→1.92

between 50m and 500m, and ω
→1.43 at larger distances.

IV. SENSITIVITY ANALYSIS
AND DETECTION PROSPECTS

Having characterised the properties of the pressure
pulse generated by ultra-heavy dark matter traversing
seawater, we now turn to the experimental prospects for
detection using large-scale hydrophone arrays. Early fea-
sibility studies explored the sensitivity of existing under-
water arrays to acoustic UHE neutrino detection [77].
The main challenge in detecting ultra-heavy dark mat-
ter arises from its extremely low flux, which requires de-
tectors with exceptionally large volumes. Additionally,
we must characterise the detection e!ciency, which de-
pends on both the signal detection threshold, pthr, de-
termined by experimental noise sources and the sensi-
tivity of the hydrophone, and the maximum pressure
amplitude induced by dark matter at a given distance,
pmax(ω) = maxt[ pa(ω, t) ].
For a dark matter candidate, the number of detectable

events is given by

Nevents = ςω(mω) ·Aarray · φ

(
dE

dz
(ϑω, vω) ; pthr

)
, (18)

With attenuation

…still interesting even after attenuation included

Hydrophone detection threshold ~ 5 mPa
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Backgrounds

Backgrounds understood: 
- Seawater waves 
- Sea traffic (ships) 
- Animals (dolphins, shrimps) 

Can produce pulses similar to dark matter 
…but none extend over km-long tracks

Wenz, J. Acoust. Soc. Am 1962

DM signal
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FIG. 8. Detection e!ciency as a function of energy deposition
per unit length for tracks with constant energy deposition,
shown for two signal detection threshold values: 5mPa (blue)
corresponding to an optimistic scenario, and 35mPa (green)
corresponding to a more conservative

scenario. The detection e!ciency assumes a 100 km3 volume
instrumented with 45→ 45→ 10 hydrophones, where

detection of each event requires signals above threshold in at
least ten hydrophones.

the acoustic pressure at every hydrophone position in the
45 → 45 → 10 array configuration. Following the recon-
struction requirements for cylindrical sources established
in ref. [69], we classify a track as detected if it produces
a pressure exceeding the threshold pthr in at least ten
hydrophones. The detection e!ciency is given by the
fraction of simulated tracks that satisfy this detection
criterion.

Figure 8 shows the detection e!ciency as a function
of the energy deposition per unit length, dE/dz, for
two values of pthr: 5mPa and 35mPa. As we showed
in fig. 4, attenuated dark matter-induced acoustic sig-
nals are expected to peak in the 10 – 50 kHz frequency
range, similar to neutrino-induced signals. The value of
5mPa corresponds to a detection threshold taken in sev-
eral UHE neutrino studies [69, 83, 92]. Based on the
measured noise levels of ↑ 5 – 10mPa in this frequency
band, this represents an optimistic threshold that would
require multi-detector correlation to achieve sensitivity
below the noise level measured in a single hydrophone.
The extended track length of dark matter events and our
requirement of a signal above threshold in at least ten hy-
drophones means that multiple hydrophones will detect
the same event, with time delays from the finite speed
of sound. When signals from these detectors are prop-
erly time-aligned and summed, the dark matter signal
adds coherently while uncorrelated detector noise adds
incoherently, thus providing a naive e”ective

↓
N im-

provement in signal-to-noise ratio for N triggered detec-
tors. In contrast, 35mPa represents a more conserva-
tive threshold that ensures a signal-to-noise ratio exceeds

FIG. 9. The red filled region shows the projected sensitivity
reach in the spin-independent cross-section–dark matter mass
plane of a 100 km3 volume instrumented with 45 → 45 → 10
hydrophones, assuming pthr = 5mPa (solid boundary) and
pthr = 35mPa (dot-dashed boundary), signals in at least
10 hydrophones per event, and at least 10 events per year.
Light-orange-hatched regions show exclusion regions from cos-
mology and astrophysics [40–44], blue from non-traditional
search strategies or repurposed experimental data [35, 37–
39, 45, 46, 95], and green from underground terrestrial exper-
iments [15, 16, 96].

unity even for a single hydrophone, without requiring
multi-detector correlation. From fig. 8, for the optimistic
threshold of 5mPa, the detection e!ciency exceeds 50%
for dE/dz ↭ 9 → 10→4 keV/fm. Increasing the threshold
to 35mPa reduces the sensitivity by a factor of seven.
This reflects a linear dependence of detection e!ciency
on pressure threshold that we verified across the range
1 – 50mPa.

E. Projected sensitivity reach

Having characterised the array configuration, signal
threshold requirements, and detection e!ciency, we now
establish the sensitivity reach of a hypothetical hy-
drophone array to ultra-heavy dark matter. As a baseline
scenario, we require at least 10 dark matter events per
year. While this choice is somewhat arbitrary, it is com-
parable to rates considered in UHE neutrino studies. The
event rate is proportional to the scattering cross-section,
so a linear change in the required number of signal events
corresponds to a linear change in the sensitivity to ωω.
The characteristic energy-loss length scale in seawa-
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FIG. 8. Detection e!ciency as a function of energy deposition
per unit length for tracks with constant energy deposition,
shown for two signal detection threshold values: 5mPa (blue)
corresponding to an optimistic scenario, and 35mPa (green)
corresponding to a more conservative

scenario. The detection e!ciency assumes a 100 km3 volume
instrumented with 45→ 45→ 10 hydrophones, where

detection of each event requires signals above threshold in at
least ten hydrophones.

the acoustic pressure at every hydrophone position in the
45 → 45 → 10 array configuration. Following the recon-
struction requirements for cylindrical sources established
in ref. [69], we classify a track as detected if it produces
a pressure exceeding the threshold pthr in at least ten
hydrophones. The detection e!ciency is given by the
fraction of simulated tracks that satisfy this detection
criterion.

Figure 8 shows the detection e!ciency as a function
of the energy deposition per unit length, dE/dz, for
two values of pthr: 5mPa and 35mPa. As we showed
in fig. 4, attenuated dark matter-induced acoustic sig-
nals are expected to peak in the 10 – 50 kHz frequency
range, similar to neutrino-induced signals. The value of
5mPa corresponds to a detection threshold taken in sev-
eral UHE neutrino studies [69, 83, 92]. Based on the
measured noise levels of ↑ 5 – 10mPa in this frequency
band, this represents an optimistic threshold that would
require multi-detector correlation to achieve sensitivity
below the noise level measured in a single hydrophone.
The extended track length of dark matter events and our
requirement of a signal above threshold in at least ten hy-
drophones means that multiple hydrophones will detect
the same event, with time delays from the finite speed
of sound. When signals from these detectors are prop-
erly time-aligned and summed, the dark matter signal
adds coherently while uncorrelated detector noise adds
incoherently, thus providing a naive e”ective
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provement in signal-to-noise ratio for N triggered detec-
tors. In contrast, 35mPa represents a more conserva-
tive threshold that ensures a signal-to-noise ratio exceeds

FIG. 9. The red filled region shows the projected sensitivity
reach in the spin-independent cross-section–dark matter mass
plane of a 100 km3 volume instrumented with 45 → 45 → 10
hydrophones, assuming pthr = 5mPa (solid boundary) and
pthr = 35mPa (dot-dashed boundary), signals in at least
10 hydrophones per event, and at least 10 events per year.
Light-orange-hatched regions show exclusion regions from cos-
mology and astrophysics [40–44], blue from non-traditional
search strategies or repurposed experimental data [35, 37–
39, 45, 46, 95], and green from underground terrestrial exper-
iments [15, 16, 96].

unity even for a single hydrophone, without requiring
multi-detector correlation. From fig. 8, for the optimistic
threshold of 5mPa, the detection e!ciency exceeds 50%
for dE/dz ↭ 9 → 10→4 keV/fm. Increasing the threshold
to 35mPa reduces the sensitivity by a factor of seven.
This reflects a linear dependence of detection e!ciency
on pressure threshold that we verified across the range
1 – 50mPa.

E. Projected sensitivity reach

Having characterised the array configuration, signal
threshold requirements, and detection e!ciency, we now
establish the sensitivity reach of a hypothetical hy-
drophone array to ultra-heavy dark matter. As a baseline
scenario, we require at least 10 dark matter events per
year. While this choice is somewhat arbitrary, it is com-
parable to rates considered in UHE neutrino studies. The
event rate is proportional to the scattering cross-section,
so a linear change in the required number of signal events
corresponds to a linear change in the sensitivity to ωω.
The characteristic energy-loss length scale in seawa-
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Ultra-light dark matter

DM lighter than ~few eV behaves as a classical wave

Angular frequency set by the ULDM mass: 

e.g., Foster et al arXiv: 1711.10489 
Derevianko arXiv:1605.09717
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'ULDM(t) ⇠ cos(m't+ ✓)

Impact of scalars is to make ‘fundamental constants’ time-dependent 

with oscillation frequency set by the ULDM mass



Ultra-light scalar dark matter induces changes in atoms

25Christopher McCabe

Typical atomic size ~ Bohr radius 

Typical atomic energy ~ Rydberg energy 

See e.g., Geraci et al, arXiv:1605.04048 
and Arvanitaki et al, arXiv:1606.04541

<latexit sha1_base64="YaF0dEZoYyfts6VIkFGqH8ZWegA=">AAACGnicbZDLSsNAFIYnXmu9RV2KMFgEVyURUZeiG5cVbBWaEk6mJ3boTBJmJkIJWfkavoBbfQN34taNL+BzOG2z8PbDwM9/zuGc+aJMcG0878OZmZ2bX1isLdWXV1bX1t2NzY5Oc8WwzVKRqpsINAqeYNtwI/AmUwgyEngdDc/H9es7VJqnyZUZZdiTcJvwmDMwNgrdHQg9GmguaRArYIVfFjJEGoDIBlCGbsNrehPRv8avTINUaoXuZ9BPWS4xMUyA1l3fy0yvAGU4E1jWg1xjBmwIt9i1NgGJuldMvlHSPZv0aZwq+xJDJ+n3iQKk1iMZ2U4JZqB/18bhf7VubuKTXsGTLDeYsOmiOBfUpHTMhPa5QmbEyBpgittbKRuAxWEsuR9bIgVDNGXdgvF/Y/hrOgdN/6h5dHnYOD2rENXINtkl+8Qnx+SUXJAWaRNG7skjeSLPzoPz4rw6b9PWGaea2SI/5Lx/AUrYoOE=</latexit>

a0 → 1

meω

<latexit sha1_base64="kKCVswdq3ratzHX7kzbrD2gb4e4=">AAACGXicbVA9TxtBEN3jGyeAgZIUK6xIqaw7hIASkSYloBhb8pnT3HoOr7y7d9qdQ7JObvI38gfShn9AF6Wl4g/wO7I2LmLDk0Z6em9GM/PSQklHYfgcLC2vrK6tb2zWPnzc2t6p7+7duLy0AlsiV7ntpOBQSYMtkqSwU1gEnSpsp8OvE799j9bJ3HynUYE9DXdGZlIAeSmpf7pOqliajEZjHjupuU6Qx6CKAdweJfVG2Ayn4G9JNCMNNsNlUn+J+7koNRoSCpzrRmFBvQosSaFwXItLhwWIIdxh11MDGl2vmn4x5p+90udZbn0Z4lP1/4kKtHMjnfpODTRwi95EfM/rlpSd9SppipLQiNdFWak45XwSCe9Li4LUyBMQVvpbuRiABUE+uLktqYUh0rjmg4kWY3hLbo6a0Unz5Oq4cX4xi2iDHbBD9oVF7JSds2/skrWYYD/YL/abPQQ/g8fgT/D3tXUpmM3sszkET/8Asi6gjQ==</latexit>

R→ → meω
2

Recent developments:  
use very precise quantum sensors to search for these changes
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interferometry26). In many future experiments to explore gravitational 
physics, differential measurement schemes27 (for example, gravity 
gradiometry) will be used to exploit the increased sensitivity offered 
by large superposition states while cancelling the vibration-induced 
phase noise as a common mode12–14. In the work presented here,  
common-mode cancellation of the vibration-induced phase noise 
between different parts of the atom cloud allows us to observe con-
trast and additionally to see spatial interference fringes across the atom 
cloud (see below).

To further demonstrate interference, we measure the contrast enve-
lope, that is, the variation of P1 as a function of a timing delay δT before 
the final beam-recombining pulse sequence. At suitably large delays, 
contrast is suppressed, thus allowing characterization of technical noise 
sources which might be conflated with contrast at shorter delays.  
The timing asymmetry leads to a phase shift nkvzδT that depends  
on the vertical velocity vz (refs 24, 25). Integrating over the vertical 
velocity distribution of the atom cloud after the interferometer (r.m.s. 
width ∆vz), the contrast is expected to decay with δT as the envelope 

function28 T n k v T T Texp[ 2] exp[ 2 ]z
2 2 2 2 2

c
2Γ(δ )≡ − ∆ δ / = −δ / δ    , where 

the coherence time is given by δTc ≡ 1/(nk∆νz). Figure 4a displays the 
contrast envelopes and comparison to theory for 30ħk, 60ħk, and 90ħk 
beam splitters. We plot σ(P1), the standard deviation of the set of 
observed P1 values after a sequence of 20 shots at the specified δT, as 
δT is varied (see also Extended Data Fig. 2). Note that σ( )P2 2 1  is 
approximately equal to the contrast22. The data closely match the 
expected decay dependence Γ(δT) for the known values of n, k and ∆vz. 

  54 cm  

Figure 2 | Wave packets separated by 54 cm. We adjust the launch height 
of the millimetre-sized atom cloud so that it passes the detector when the 
wave packets (corresponding to the two peaks in the image) are maximally 
separated. In order to visualize the full extent of the wave function, we take 
36 snapshots of different slices of the distribution. The images are taken 
at slightly different times between the atom launch and the fluorescence 
imaging and are stitched together according to the velocity of the atoms. 
The vertical height in the plot corresponds to atom density (red indicates 
higher density).
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δI�= π

δI�= π

δI�= 0

Figure 3 | Fluorescence images of output ports. The two atom clouds 
resulting from the final beam splitter constitute the output ports of the 
interferometer. A single fluorescence image allows us to extract the atom 
number in each port. a, The 2ħk interferometer shows high contrast with 
nearly full population oscillation between the upper port (front image) and 
the lower port (back image). b, For the 90ħk interferometer, the population 
oscillates by more than 40%. Owing to spontaneous emission and velocity 
selectivity, the detected atom number is more than ten times smaller 
than for 2ħk. All displayed images are normalized to have the same peak 
height and are labelled with δφ corresponding to the interferometer phase 
modulo 2π. Each image is 13.8 × 9.7 mm, and the data are smoothed with 
a Gaussian filter with radius 0.5 mm.

Figure 1 | Fountain interferometer. a, After evaporative cooling and a 
magnetic lensing sequence (see Methods), the ultra-cold atom cloud is 
launched vertically from below the cylindrical magnetic shield using an 
optical lattice. At t = 0, the first beam splitter sequence splits the cloud into 
a superposition of momentum states separated by nħk. At t = T, the wave 
packet is fully separated, and a mirror sequence reverses the momentum 
states of the two halves of the cloud. At t = 2T, the clouds spatially overlap, 
and a final beam splitter sequence is applied. After a short drift time, the 
output ports spatially separate by 6 mm owing to their differing momenta, 
and the two complementary ports are imaged. This diagram is not to scale, 
and the upward- and downward-going clouds are shown horizontally 
displaced for clarity. The red, cylindrical arrows illustrate the counter-
propagating laser beams that drive the Bragg transitions. The blue spheres 

represent the atomic wave packets. The solid and dashed lines show the 
trajectories of the atomic wave packets (solid lines correspond to nħk 
greater momentum in the upward direction than the dashed lines), and the 
yellow arrowheads indicate the direction of motion. b, Pulse sequence of 
a 16ħk interferometer, see Methods for details. The main plot depicts the 
spacetime trajectories of the wave packets, and the pulse train underneath 
shows the temporal profile of the laser pulse sequences. c, A moving 
standing wave (red wave, direction of motion indicated by red arrow) 
induces a Bragg transition of one specific velocity class and changes its 
momentum by 2ħk, for example, from 2ħk to 4ħk. The black lines show a 
zoomed-in view of the spacetime trajectories, labelled by momentum.  
The black dot indicates the point at which the transition from momentum 
2ħk to 4ħk occurs.
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Light-pulse atom interferometry (physical-space)

Launch ultra-cold cloud of atoms into an atomic fountain  

Sequence of optical pulses manipulate the atoms  

Quantum superposition over macroscopic distances  
(>50cm achieved) 

Interfere using a final optical pulse when they spatially overlap 

Image the two interferometer output ports 

Kovachy et al, Nature 
528, 530–533 (2015)
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Light-pulse atom interferometry (space-time)

Abe et al (MAGIS-100) arXiv:2104.02835

Matter-wave Atomic Gradiometer Interferometric Sensor (MAGIS-100) 16
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Figure 4. Space-time diagram of a clock atom interferometer. An atom is launched upwards and
is freely falling under the influence of gravity. The atom is manipulated by a series of three laser
pulses (wavy lines), emitted at times 0, T , and 2T . The first pulse, with pulse area fi{2, puts the
atom in an equal superposition of ground and excited states (|1y and |2y). The second pulse, with
pulse area fi, flips each state and redirects the two parts of the wavefunction. A third pulse with
pulse area fi{2 recombines the two paths, leading to a ground and excited state population whose
ratio depends on the relative phase accumulated between the two arms.

the time each interferometer arm spends in the excited state through the increased phase
accumulation rate in the clock state. Thus, a modulation of the light travel time in between
the laser pulses changes the relative phase of the two paths, which is then expressed in the
population ratio of the output states.

The phase sensitivity of the clock interferometer can be enhanced with additional fi-pulses
from alternating directions, in between the beamsplitter pulses. Every new pair of pulses
represents an additional measurement of the light travel time across the baseline and linearly
increases the phase sensitivity. This enhancement is analogous to the Fabry-Perot cavities
employed in laser interferometers such as LIGO, which coherently enhance the sensitivity
with each reflection between the mirrors, e�ectively folding a much larger baseline. In
MAGIS, additional fi-pulses can also be applied from a single direction, creating a multi-loop
geometry in which the atomic wavepackets oscillate back and forth with some chosen period
T , resonantly enhancing the sensitivity of the detector at frequency „ 1{T [11]. This resonant
enhancement comes at the cost of bandwidth, so the pulse sequence needs to be adjusted
dynamically to scan over the target frequency range. MAGIS-100 will provide a testbed for
developing these advanced atom optics techniques for future generations of MAGIS detectors.

Increasing the space-time area through additional laser pulses is a common tool to boost
the sensitivity of atom interferometers [38, 64, 125, 137–146]. Recently, several key advances
have been made in such large-momentum-transfer (LMT) atom optics techniques. First, LMT
atom optics have been successfully incorporated into atom interferometers with long durations
of up to several seconds, enabling ultrasensitive atom interferometers in which the atomic

3P0

1S0

87Sr 698 nm 
1 mHz 
‘clock’ 

Two-level system separated by optical 
frequency difference ωa 

Initial pulse: ‘beamsplitter’ 
Middle pulse: ‘mirror’ 
Final pulse: ‘beamsplitter (interfere)’ 

Atom evolves extra clock phase: 

Phase sensitive to changes in timings, 
atomic structure, and local accelerations 
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A bit more involved… operate as a gradiometer
Matter-wave Atomic Gradiometer Interferometric Sensor (MAGIS-100) 18
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Figure 5. Clock gradiometer. (a) Two dilute clouds of Sr atoms (blue dots) are initially launched
from positions z1 and z2, and are freely falling in vacuum under the influence of gravity. Laser light
(dark and light gray arrows) propagates between the atoms from either side, creating a symmetric
pair of atom interferometers at opposite ends of the baseline. (b) Space-time diagram of the
interferometer trajectories based on single-photon transitions between ground (blue) and excited
(red) states driven by laser pulses from both directions (dark and light gray). In contrast to Figure 4,
the pulse sequence shown here features an additional series of fi-pulses (light gray) traveling in the
opposite direction to illustrate the implementation of LMT atom optics (here n “ 2).

such as MAGIS, the laser pulses are derived from a single laser and both interferometers
are driven by nominally identical laser pulses (see Figure 5). Thus, clock gradiometry in
principle enables superior common-mode rejection of laser frequency noise compared to what
is possible with two-photon transitions in a single-baseline configuration12.

The measurement concept described here is closely related to recent proposals to detect
gravitational waves and dark matter using two optical lattice clocks separated over a baseline [7,
62]. Optical lattices circumvent the need to account for phase shifts associated with the
motion and the recoil of the atoms. However, in contrast to freely-falling atoms, those trapped
in optical lattices do not intrinsically serve as well-isolated inertial references since they are
rigidly connected to the sensor frame by the optical lattice trapping potential. Instead, these
proposals require an auxiliary inertial reference that can be realized by, for example, placing
the optical lattice clocks on drag-free satellites [7].

4. MAGIS-100 Detector Design

The MAGIS-100 detector is a long-baseline atom interferometer, interrogating ultracold atoms
in free fall along a 100 m baseline with a vertically propagating laser. The operation of the
12 With two-photon atom optics, it is possible to achieve su�cient rejection of laser frequency noise by using
multiple baselines [5, 133].

Run two atom interferometers 
simultaneously with the same laser 
(‘gradiometer’) 

State-of-the-art single photon strontium 
atom interferometry with large 
momentum transfer (LMT) techniques 

Cancels one of the leading noise sources 
(laser phase noise) 

Badurina , CM, et al (AION), JCAP, arXiv:1911.11755 
Image from Abe et al (MAGIS-100),Quant.Sci.Technol, arXiv:2104.02835
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New atom interferometers across the world coming online

MIGA 

AION 

ZAIGA 

VLBAI 

MAGIS-100 
Stanford 

10m tower

MAGIS-100, arXiv:2104.02835; MIGA, arXiv:1703.02490; AION, arXiv:1911.11755; VLBAI, arXiv:2003.04875; ZAIGA, arXiv:1903.09288 
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Collaboration ~50 people 
Cold atom: fundamental physics ratio is ~50:50 

7 institutes in the UK 

Autumn 2021

AION: Atom Interferometer Observatory and Network 

AION, arXiv:1911.11755

AIONAION
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AION & TVLBAI: Towards very-long baselines

Prospects for Atomic Interferometry at Boulby…

DRAFT schematics of AION-100 in Boulby No. 3 shaft.
It DOES look practicable from a local engineering perspective. More detailed 
engineering(+) work now to be done…

Boulby SHAFT 3: Tailings shaft. Possible location for AION-100 @ Boulby

Existing steel 
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Water 
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Prospects for Atomic Interferometry at Boulby…

DRAFT schematics of AION-100 in Boulby No. 3 shaft.
It DOES look practicable from a local engineering perspective. More detailed 
engineering(+) work now to be done…

Boulby SHAFT 3: Tailings shaft. Possible location for AION-100 @ Boulby

Existing steel 
framework 

Water 
Pipes

Lift cage space

Ladder 
access

Proposed AION 
Interferometer 

tube

Sidearm 
Footprint

AION-10 
2025+ ~10m  
instrument in 

Oxford 

AION-100 
2030s ~100m  
instrument at 

Boulby/CERN/…? 

km-instrument 
2040s major 
international 

project(s) 

Space-instrument 
2050s 

detectors with 
~107km baseline  

AION-10 technical design: arXiv:2508.03491; CERN studies: arXiv:2304.00614 & 2509.11867; AEDGE, arXiv:1908.00802; Cold atoms in Space, arXiv:2201.07789; TVLBAI arXiv:2503.21366
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Phase is accumulated by the 
excited state relative to the 
ground state along all paths:

t1, t2 = time in excited state
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Figure 5. Clock gradiometer. (a) Two dilute clouds of Sr atoms (blue dots) are initially launched
from positions z1 and z2, and are freely falling in vacuum under the influence of gravity. Laser light
(dark and light gray arrows) propagates between the atoms from either side, creating a symmetric
pair of atom interferometers at opposite ends of the baseline. (b) Space-time diagram of the
interferometer trajectories based on single-photon transitions between ground (blue) and excited
(red) states driven by laser pulses from both directions (dark and light gray). In contrast to Figure 4,
the pulse sequence shown here features an additional series of fi-pulses (light gray) traveling in the
opposite direction to illustrate the implementation of LMT atom optics (here n “ 2).

such as MAGIS, the laser pulses are derived from a single laser and both interferometers
are driven by nominally identical laser pulses (see Figure 5). Thus, clock gradiometry in
principle enables superior common-mode rejection of laser frequency noise compared to what
is possible with two-photon transitions in a single-baseline configuration12.

The measurement concept described here is closely related to recent proposals to detect
gravitational waves and dark matter using two optical lattice clocks separated over a baseline [7,
62]. Optical lattices circumvent the need to account for phase shifts associated with the
motion and the recoil of the atoms. However, in contrast to freely-falling atoms, those trapped
in optical lattices do not intrinsically serve as well-isolated inertial references since they are
rigidly connected to the sensor frame by the optical lattice trapping potential. Instead, these
proposals require an auxiliary inertial reference that can be realized by, for example, placing
the optical lattice clocks on drag-free satellites [7].

4. MAGIS-100 Detector Design

The MAGIS-100 detector is a long-baseline atom interferometer, interrogating ultracold atoms
in free fall along a 100 m baseline with a vertically propagating laser. The operation of the
12 With two-photon atom optics, it is possible to achieve su�cient rejection of laser frequency noise by using
multiple baselines [5, 133].

ground state

excited state
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5

where Ss(!) is the PSD of the ULDM signal and �Sn(!) is
the standard deviation of the noise PSD.

Although several background components will contribute
to the noise PSD Sn(!) (see for example the detector system-
atics discussion in Ref. [22]), the design goal of an experi-
ment’s detection system is that the dominant phase noise is
from atom shot noise. This is a challenging goal as reach-
ing the shot noise limit has so far proved elusive except in
smaller atom interferometers. For a single interferometer, the
noise variance is �2

= (C2Na)
�1 for phase differences close

to ⇡/2, where Na is the number of atoms in the cloud and
C  1 is the interferometer contrast [43, 44]. The interfer-
ometer contrast C is important because it characterises the
amplitude of the oscillation of the number of atoms in the
ground/excited state, from which the interferometer phase is
inferred (see e.g. [45]). By the Wiener-Khinchin theorem,
this implies that the noise PSD for a single interferometer is
�t/C2Na, while for an atom gradiometer employing identi-
cal interferometers, Sn = 2�t/C2Na. Because atom shot
noise is white noise, the standard deviation of the gradiometer
noise PSD is

�Sn = Sn =
2�t

C2Na
, (24)

which is frequency-independent by definition. Hence, at
SNR = 1 the peak of the ULDM-induced PSD is within one
standard deviation of the mean of the noise PSD.

Next, we consider the PSD for the ULDM signal, Ss(!).
From the PSD defining equation, Eq. (22), we can see that the
maximum of Ss(!) will be proportional to �

2
s . The frequency

spread of Ss(!) is related to the reciprocal of the coherence
time, 2⇡/⌧c ⇠ 10

�7
(m�/10

�15
eV) Hz, while the experi-

ment’s frequency resolution is given by 2⇡/Tint.
In the regime Tint < ⌧c, the ULDM signal is dominated

by a single frequency, which implies that the PSD is approx-
imately Ss(!0) ⇡ Tint|�s|

2 at a frequency !0 largely set by
m�, and zero elsewhere. Hence, the experiment’s sensitivity
to the coupling constants increases with integration time and
is given by

d� '

p
SNR

�R
⇥

r
Sn

Tint
, (25)

where in order to isolate the dependence on the couplings dme

and de, we have defined

�s = d��R (26)
d� = dme + (2 + ⇠A)de , (27)

where �R is the remaining part of the signal amplitude with
the couplings factored out.

In the limit Tint > ⌧c, it might naively be expected that
the experiment’s sensitivity to d� follows a similar argument.
However, this is not the case since the PSD of the entire sig-
nal will no longer correspond to a spike in frequency space,
but will have a finite width and profile dictated by the DM
velocity distribution. In this case, a likelihood profile analy-
sis could be used to extract the experiment’s sensitivity to d�

(see e.g. [46]). Alternatively, Bartlett’s method [42, 47] can
be applied to find individual PSDs from data streams of du-
ration ⌧Bart . ⌧c, which are then averaged. An advantage of
Bartlett’s method over a likelihood-based analysis is that the
detailed form of the DM speed distribution does not need to be
specified. Bartlett’s method reduces the frequency resolution
of the signal PSD to a spike, while also reducing the standard
deviation of the noise PSD by a factor

p
Tint/⌧Bart. In the

limit ⌧Bart = ⌧c, the experiment’s sensitivity to the couplings
strengths is therefore given by

d� '

p
SNR

�R
⇥

s
Sn

p
⌧cTint

. (28)

For terrestrial atom gradiometers, Newtonian gravity gra-
dient noise (GGN) is expected to exceed atom shot noise at
frequencies less than approximately 10

�1
Hz, which corre-

sponds to a mass m� ⇡ 4⇥10
�16 eV. If the GGN noise cannot

be mitigated, this will impose a lower limit on the frequencies
that can be probed [18]. In our treatment, we take a conserva-
tive approach and only show projections above 10

�1
Hz. For

compact atom gradiometers that operate on the time scale of
years (i.e. Tint & few ⇥ 10

7
s), the total integration time will

in general exceed the coherence time of an ULDM signal for
all ULDM masses of interest. Hence, the scaling of the ex-
perimental parameters for a linear scalar ULDM-electron or
photon interaction is described by Eq. (28).

Pulling all parts of this discussion together, we find that the
experiment’s maximum sensitivity to a linear scalar ULDM-
electron or photon interaction (in the limit Tint > ⌧c) scales
with experimental parameters in the following way:

dbest� ⇠

 
1

T

!5/4
1

C n�r

 
�t

Na

!1/2 
1

Tint

!1/4

. (29)

The additional m� dependence in ⌧c has two effects; the max-
imum sensitivity occurs for ULDM masses m� ⇡ 2.04/T ,
which is slightly below m� ⇡ 2.33/T (where �s is max-
imised), and the scaling is T�5/4 rather than T�1. Equa-
tion (29) reveals a hierarchy of importance amongst the tune-
able experimental parameters: the sensitivity scales as T�5/4,
so is most sensitive to changes in this parameter; it varies lin-
early with the inverse of C, n, and �r; with the square root
of �t and Na; and with the quartic root of Tint, indicating the
least sensitivity to this parameter.

The scaling in Eq. (29) shows that the interrogation time
T is important as it not only sets the ULDM mass at which
the experiment has the maximum sensitivity, but it also af-
fects the experiment’s maximum sensitivity reach in d�. We
demonstrate this explicitly in the left panel of Fig. 2, where
we have plotted the electron coupling when SNR = 1 for dif-
ferent values of the the interrogation time from 0.74 s to 0.2 s

while keeping the gradiometer length (�r) and all other pa-
rameters fixed. The left panel shows that as T increases, the
curves both move to higher ULDM masses and higher values
of dme as predicted by Eq. (29). Hence, shorter interroga-
tion times imply a loss in sensitivity. In these plots, we have
assumed Tint = 10

8
s to employ Bartlett’s method, and set

T ~ 1s (interrogation time)
C ~ 0.1 - 1 (constrast)
 n ~ 1000 (LMT)
     ~ AI separation
     ~ sampling time
        atoms in cloud
               (integration time)
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FIG. 2. Left: Phase di↵erence between the upper and lower atom interferometers from an oscillating ULDM field (upper panel)
with m' ' 4 ⇥ 10�16 eV (f' = 0.1Hz) and dme = 1, and from atom shot noise (ASN, lower panel) assuming a phase noise
�� = 10�4 rad/

p
Hz. The points represent 50 simulated measurements, assuming �t = 2 s. The solid grey line in the upper

panel highlights the periodic nature of the di↵erential phase induced by ULDM, compared to the stochastic phase induced by
ASN in the lower panel. Right: Square-root of the PSD,

p
Sk, for the ULDM phase signal (pink spike), and the ASN (purple

curve) assuming Tint = 1/3 yr. The parameters for the ULDM signal and ASN are the same as in the left panels. The yellow
line shows the root mean square for ASN, which is constant in frequency space, as expected for white noise.

(goal) scenario [35]: a baseline L = 10m, a separation
�r = 5m, and n = 1000. Assuming that the atom
clouds are launched with a speed of vl = 3.86m s�1, we
find T = 0.73 s, and we assume �t = 2 s.

The goal of AION-10 is to reach a phase noise �� that
is dominated by the standard quantum limit, set by atom
shot noise (ASN). The ASN scales as (Natom)�1/2, where
Natom is the number of atoms per shot. The purple points
in the lower left panel of Fig. 2 show simulated phase
di↵erences assuming only ASN with the AION-10 (goal)
phase noise of �� = 10�4 rad/

p
Hz [35].

Comparing the upper and lower panels on the left of
Fig. 2 highlights the challenge of searching for a ULDM
signal in the time domain with ASN-limited measure-
ments. The magnitude of the ULDM phase di↵erence is
substantially smaller than from ASN, even for dme = 1,
which is orders of magnitude larger than current con-
straints on this parameter [79].

Instead, the frequency domain provides a better way
to search for the periodic ULDM signal amid the ASN.
For an uniformly sampling experiment, the classical pe-
riodogram [80] is a good estimator of the power spectral
density (PSD), which provides information on the spec-
tral content of the phase time-series. For a total integra-
tion time Tint = N�t, the classical periodogram is

Sk =
�t

N

�����

N�1X

`=0

��` exp


�
2⇡i`k

N

������

2

, (8)

where k = 0, . . . , (N � 1) labels the discrete frequencies,
fk = k/Tint, with a frequency resolution �f = (Tint)�1.
The maximum non-aliased frequency is given by the
Nyquist frequency fNy = (2�t)�1. ULDM signals at

frequencies higher than fNy are still measurable through
aliasing [81]. Following common usage, we will use the
terms periodogram and PSD interchangeably to refer
to Sk.
The right panel of Fig. 2 shows the square root of

the PSD for ULDM (pink ‘spike’) and for ASN (purple
curve). The pink spike occurs at m', the frequency of
the phase di↵erence given in eq. (7), and the spike’s am-
plitude scales with dme or de, and with the integration
time [21]. The stochastic nature of the ASN is reflected
in the purple curve, which varies stochastically with fre-
quency. Since the frequency resolution �f ⇠ 10�7 Hz,
when plotted on this scale it appears as a band, so we
have also plotted in yellow the root mean square for an
ensemble of ASN-only experimental realisations. As ex-
pected for white noise, this is constant in frequency space.
Previous ULDM sensitivity projections for atom in-

terferometers have utilised this frequency-domain frame-
work with the assumption that experimental noise is
dominated by ASN (e.g., Refs. [20, 22, 35, 37]).4 While
the phase response from rotational e↵ects, magnetic
fields, black-body radiation, and from laser phase noise
have previously been considered and been shown to be
sub-dominant to ASN [37], the impact of time-dependent
anthropogenic and synanthropic noise on this formalism
has yet to be investigated. We will address this in re-
mainder of this paper.

4
These projections utilise Bartlett’s method when the integration

time is greater than the ULDM coherence time, which reduces

the ULDM PSD to a spike (single frequency bin). We will also

follow this approach.
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(goal) scenario [35]: a baseline L = 10m, a separation
�r = 5m, and n = 1000. Assuming that the atom
clouds are launched with a speed of vl = 3.86m s�1, we
find T = 0.73 s, and we assume �t = 2 s.

The goal of AION-10 is to reach a phase noise �� that
is dominated by the standard quantum limit, set by atom
shot noise (ASN). The ASN scales as (Natom)�1/2, where
Natom is the number of atoms per shot. The purple points
in the lower left panel of Fig. 2 show simulated phase
di↵erences assuming only ASN with the AION-10 (goal)
phase noise of �� = 10�4 rad/

p
Hz [35].

Comparing the upper and lower panels on the left of
Fig. 2 highlights the challenge of searching for a ULDM
signal in the time domain with ASN-limited measure-
ments. The magnitude of the ULDM phase di↵erence is
substantially smaller than from ASN, even for dme = 1,
which is orders of magnitude larger than current con-
straints on this parameter [79].

Instead, the frequency domain provides a better way
to search for the periodic ULDM signal amid the ASN.
For an uniformly sampling experiment, the classical pe-
riodogram [80] is a good estimator of the power spectral
density (PSD), which provides information on the spec-
tral content of the phase time-series. For a total integra-
tion time Tint = N�t, the classical periodogram is

Sk =
�t
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where k = 0, . . . , (N � 1) labels the discrete frequencies,
fk = k/Tint, with a frequency resolution �f = (Tint)�1.
The maximum non-aliased frequency is given by the
Nyquist frequency fNy = (2�t)�1. ULDM signals at

frequencies higher than fNy are still measurable through
aliasing [81]. Following common usage, we will use the
terms periodogram and PSD interchangeably to refer
to Sk.
The right panel of Fig. 2 shows the square root of

the PSD for ULDM (pink ‘spike’) and for ASN (purple
curve). The pink spike occurs at m', the frequency of
the phase di↵erence given in eq. (7), and the spike’s am-
plitude scales with dme or de, and with the integration
time [21]. The stochastic nature of the ASN is reflected
in the purple curve, which varies stochastically with fre-
quency. Since the frequency resolution �f ⇠ 10�7 Hz,
when plotted on this scale it appears as a band, so we
have also plotted in yellow the root mean square for an
ensemble of ASN-only experimental realisations. As ex-
pected for white noise, this is constant in frequency space.
Previous ULDM sensitivity projections for atom in-

terferometers have utilised this frequency-domain frame-
work with the assumption that experimental noise is
dominated by ASN (e.g., Refs. [20, 22, 35, 37]).4 While
the phase response from rotational e↵ects, magnetic
fields, black-body radiation, and from laser phase noise
have previously been considered and been shown to be
sub-dominant to ASN [37], the impact of time-dependent
anthropogenic and synanthropic noise on this formalism
has yet to be investigated. We will address this in re-
mainder of this paper.

4
These projections utilise Bartlett’s method when the integration

time is greater than the ULDM coherence time, which reduces

the ULDM PSD to a spike (single frequency bin). We will also

follow this approach.

ULDM signal has frequency set by the ULDM mass 

Most natural to search for ULDM in frequency space (power spectral density)

Carlton, CM, PRD, arXiv:2308.10731  
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The ‘spike’ has a characteristic distribution set by ULDM properties in the Solar System
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Figure 2. Expected power spectrum densities of aliased and non-aliased ULDM signals which
satisfy either T st

int < ⌧c (left column) or T st
int > ⌧c (right column). In the top row we show the

spectra of a ULDM signal with f� = 0.4 Hz, which is not affected by aliasing in light of the chosen
sampling frequency (see Table 1), for different coupling strengths. In the second row, we show the
spectra of a ULDM signal with f� = 8.4 Hz, which is subject to aliasing, for different coupling
strengths. In the regime of short stacked integration time, the aliased and non-aliased signals that
we show are identical; in the opposite regime, the aliased and non-aliased signal are characterised
by a marked difference in spectral broadening.

f�). To illustrate this point, we consider the usual experiment operating with the parame-
ters shown in Table 1, but in the case of limited stacking (Nstacks = 10). For this choice of
stacking and integration time, the non-aliased signal at f� = 0.4 Hz with d2

� = 2 ⇥ 10
�12

and the aliased signal at f� = 8.4 Hz with d2

� = 4 ⇥ 10
�8 satisfy the condition T st

int
> ⌧c.

In the right column of Fig. 2 we show the expected PSD of these two signals. In each
case, the signals are mapped to f⇤

�,1 = 0.4 Hz but exhibit significantly different spectral
broadening. Since the spectral width of a ULDM signal scales linearly with f�, the PSD of
the f� = 8.4 Hz signal is the broadest. Hence, despite their identical maximum amplitude,
these two signals can be easily distinguished.

If we did not take aliasing into account, an aliased signal satisfying the condition
T st

int
> ⌧c would be confused for a non-aliased one with different coupling strength and

much larger (and unphysical) velocity dispersion, which we remind the reader is given
by v0/

p
2. We show this in Fig. 3, where we provide a comparison of the reconstructed

coupling and v0 of an injected ULDM signal using the discovery test statistic defined in

– 12 –

2

4

6

8
T st

int
< �c, Nstacks = 104

f� = 0.4 Hz
d2

� = 4 ⇥ 10�10

T st

int
> �c, Nstacks = 10

f� = 0.4 Hz
d2

� = 2 ⇥ 10�12

�10 �5 0 5 10 15 20
(f � 0.4)/10�5 [Hz]

2

4

6

8
f� = 8.4 Hz
d2

� = 4.16 ⇥ 10�7

�10 �5 0 5 10 15 20
(f � 0.4)/10�6 [Hz]

f� = 8.4 Hz
d2

� = 4 ⇥ 10�8

P
ow

er
S
p
ec

tr
al

D
en

si
ty

/1
0�

1
0

[H
z�

1
]

Figure 2. Expected power spectrum densities of aliased and non-aliased ULDM signals which
satisfy either T st

int < ⌧c (left column) or T st
int > ⌧c (right column). In the top row we show the

spectra of a ULDM signal with f� = 0.4 Hz, which is not affected by aliasing in light of the chosen
sampling frequency (see Table 1), for different coupling strengths. In the second row, we show the
spectra of a ULDM signal with f� = 8.4 Hz, which is subject to aliasing, for different coupling
strengths. In the regime of short stacked integration time, the aliased and non-aliased signals that
we show are identical; in the opposite regime, the aliased and non-aliased signal are characterised
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Features in the speed distribution would show up 
in the measured signal
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Very long-term: dark matter gravitational interactions9

probability density function of the SNR2 in the absence of
a signal is given by a chi-squared distribution with one
degree of freedom [71]. Setting the probability of false
alarm at 5%, the threshold value of the SNR2, which we
define as SNR2

t , is approximately 4.
To estimate the projected reach, we apply a statisti-

cal procedure previously presented in the context of pul-
sar timing arrays [15, 16, 21] and laser interferometer
searches of DM clumps [13]. We perform Monte Carlo
simulations to sample the DM initial conditions, namely
the DM clump position and velocity vector.9 We de-
scribe the distribution of DM clump velocities using the
Standard Halo model (SHM) [100]. This model yields a
Maxwell-Boltzmann distribution whose velocity disper-
sion is set, at the solar position, by the value of the local
standard of rest v0 → 238 km/s; furthermore, the dis-
tribution is boosted by the average speed of the Earth
relative to the halo rest frame vobs → 252 km/s, and
truncated at the escape velocity vesc = 600 km/s [101].
The spatial clump distribution is assumed to be homoge-
neous and isotropic. For each choice of the dark matter
fraction and clump mass, we generate 200 simulations in
a volume centered around the baseline. Since events with
minimal impact parameters induce maximal phase shifts
(cf. section III B), in each simulation we compute the
phase shift induced by the nearest encounter. From the
distribution of minimum impact parameters for a given
choice of M and fDM, we compute the 90th percentile,
which we define as bmin. The 90% upper limit on the
dark matter fraction for a given clump mass is then de-
termined by computing the smallest dark matter fraction
for which the gradiometer phase shift at bmin exceeds
the signal-to-noise ratio threshold SNRt. For a detailed
discussion on the analytical derivation of the minimum
impact parameter, see Appendix B.

In Figure 2, we plot the 90% upper limit on the dark
matter fraction saturated by clumps as a function of
the clump mass, focusing on the projected reach of the
broadband AG experiments described in Table I. For
each experiment we plot the projected reach assuming
a benchmark and optimistic experimental bandwidth,
which we display with dots and crosses, respectively.
Since the Doppler phase shift is the dominant contri-
bution to the gradiometer observable in the entirety of
parameter space, we find that the qualitative scaling of
the projected sensitivity curves, which are based on the
full calculation presented in section III B, agrees with the
heuristic estimate from section III A. For example, we
find that the projected reach of space-based proposals
peaks at bmin ↑ L, while the reach of the Earth-based ex-
periment features a flat spectrum, since L ↓ vT , where
v ↑ v0 ↑ 10→3. Furthermore, since the leading order
gravitational phase shift scales like ke!T 2a, where a is the
atom acceleration, we find that the space-based proposal

9 For related works on Monte Carlo-based sensitivity studies for
DM clump detection using interferometers, see Refs. [8, 11].

Figure 2. MC-generated projected 90% upper limits on the
fraction of DM (fDM) composed of transient clumps of mass
M . We assume an experimental observation time Tint = 108 s,
ωDM = 0.46 GeV/cm3 and a signal-to-noise ratio threshold
SNRt → 2. We consider three (broadband) AG concepts:
a terrestrial experiment with a km-long baseline (blue), a
space-based experiment consisting of two AIs that are con-
fined within two satellites in mid-Earth orbit (orange), and
a space-based gradiometer that enables the free evolution of
the atoms outside each satellite (green). The parameters for
these experiments are summarized in Table I. For AG exper-
iments, we present projections for both optimistic (marked
by crosses) and benchmark (marked by dots) scenarios. Pro-
jections for laser interferometer experiments, including LIGO
and LISA, as derived in Ref. [13], are also plotted (grey) for
comparison. We also plot regions of parameter space where b,
as estimated in Eq. (11) and carefully computed in Eq. (B2),
is equal to L.

enclosing the largest spacetime area (i.e. ↑ ke!T 2) sets
the strongest constraints. For all AG proposals, note that
the optimistic and benchmark curves scale with M1/5

and M , respectively, when b ↔ L. This agrees with
regimes (D) and (E) in section IIIA. This should come
as no surprise: since benchmark scenarios assume much
larger red noise than optimistic scenarios, the peak fre-
quency of the signal ↑ v/b in benchmark scenarios be-
comes comparable to ωmin for smaller values of b; given
the dependence of b on M (cf. Eq. (11)), the reach tran-
sitions from regime (D) to (E) at smaller clump masses.

Although a terrestrial proposal would only probe a sig-
nal in the presence of a large DM overdensity, we find that
the space-based proposal analogous to AEDGE+ may be
able to probe an O(10%) subcomponent of DM in the
106 kg ↭ M ↭ 1010 kg (or equivalently 10→25 M↑ ↭
M ↭ 10→21 M↑) mass window. Remarkably, there ex-

14

Figure 4. Projected 90% upper limits on the fraction of
DM (fDM) composed of ULDM fields of mass m. We as-
sume an experimental observation time Tint = 108 s and
ωDM = 0.46 GeV/cm3. We consider three (broadband) AG
concepts: a terrestrial experiment with a km-long baseline
(blue), a space-based experiment consisting of two AIs that
are confined within two satellites in mid-Earth orbit (orange),
and a space-based gradiometer that enables the free evolution
of the atoms outside each satellite (green). The parameters
for these experiments are summarized in Table I. For AGs
we show power-averaged projections with darker lines. Solid
and dotted lines show the reach in benchmark and optimistic
scenarios. Projections for LISA, as derived in Ref. [37], are
also plotted (grey) for comparison.

surement campaign Tint relative to the coherence time
ωc of the field. Indeed, in the limit Tint → ωc, the ex-
periment cannot resolve the full spectral content of the
field. Therefore, in this regime, the SNR increases with↑

Tint. In contrast, in the regime where Tint ↓ ωc, the
experiment fully resolves the full spectral content of the
signal, whose bandwidth is ↔ 1/ωc. In this regime, the
SNR only grows as (ωcTint)1/4.

In Fig. 4 we plot the 90% projected upper limits
on the DM fraction as a function of the DM mass for
the experiments listed in Table I. In light of ULDM’s
statistics, the 90% upper limits on fDM correspond to
SNRt ↗ 11 for Tint → ωc and SNRt ↗ 2.6 for Tint ↓
ωc [116].13 As for the dark clump case, we plot the pro-

13 When Tint → ωc, one samples a single value of the stochastically
fluctuating and Rayleigh-distributed DM field amplitude, which
may be smaller than its long-time average; to account for this,
the exclusion SNR threshold is larger in the short integration
time regime, as also discussed in Ref. [117].

jected reach for benchmark and optimistic experimen-
tal bandwidths, which we display with solid and dashed
lines, respectively. Furthermore, we show with darker
lines the power-averaged envelope using the approxima-
tion | sin x| = min(x, 1/

↑
2), which smoothens the peaks

and troughs arising from the fast oscillation of the detec-
tor response kernels in Eq. (37). Note that the power-
averaged sensitivity is in excellent agreement with our
heuristic estimate. Due to the change in SNRt in the long
and short integration time limits, the sensitivity curves
for space-based proposals plateau for m → 1/T , corre-
sponding to regime (A) in Eq. (31), and transition to
regime (C) for m ↭ 1/T . For m ↭ 1/nL, the sensitivity
curves exhibit the mass scaling of regime (D). The pro-
jected reach of the “space-based (outside)” proposal tran-
sitions from regime (C) to (D) at smaller ULDM masses
than the “space-based (inside)” configuration because of
the much larger number of LMT kicks (cf. Table I). For
the terrestrial experiment considered here, we also find
that the curve plateaus at low masses after rising due to
the increase in SNRt in the Tint → ωc regime. However,
at m ↔ 10→17 eV, when the integration time exceeds
the coherence time of the signal, the projected sensitiv-
ity exhibits a m1/4 mass scaling, in agreement with the
arguments presented in section IV A.

As anticipated in section IV A, space-based gradiome-
ters may be able to probe a DM overdensity of O(10)
times the local DM energy density for masses below
m ↫ 10→17 eV. Furthermore, we find that the space-
based AG proposals would be able to set much stronger
constraints on dark matter overdensities than other in-
terferometric probes. Indeed, as we show in Fig. 4, LISA
is projected to only probe DM fractions many orders of
magnitude greater than unity, and proposed laser inter-
ferometer experiments such as BBO and µAres would
also set much weaker constraints [37].

The remarkable reach of space-based AGs arises from
their strain sensitivity and measurement type. In the
limit εL → 1, the square root of the strain noise PSD
is approximately given by

√
Sa(ε)/ε2L, where

√
Sa(ε)

is the AG acceleration noise defined in Eq. (26). There-
fore, the ratio of the LISA and AG strain noise spectra
is given by Eq. (27) times the ratio of the AG and LISA
baseline lengths, which is approximately 1/50. In light of
this correction, the strain sensitivity of LISA is compara-
ble to that of the “space-based (inside)” proposal, while
the “space-based (outside)” design is more sensitive by
a few orders of magnitude. Furthermore, AGs can be
understood as clock comparison experiments [61, 62, 91],
due to the dependence of the observable on the Einstein
time delay measured by the two AIs [68]. This di!ers
from the measurement performed by a two-arm laser in-
terferometer, such as LISA and LIGO [70]. In laser inter-
ferometers and in Newtonian gauge, the fast-oscillating
fluctuations of the ULDM’s pressure and energy density
exclusively influence the tidal displacement of the mirrors
(i.e. Doppler time delay), which is v-suppressed. Indeed,
as shown in Ref. [37], in the relevant mass range, the sig-
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9

probability density function of the SNR2 in the absence of
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define as SNR2

t , is approximately 4.
To estimate the projected reach, we apply a statisti-
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sar timing arrays [15, 16, 21] and laser interferometer
searches of DM clumps [13]. We perform Monte Carlo
simulations to sample the DM initial conditions, namely
the DM clump position and velocity vector.9 We de-
scribe the distribution of DM clump velocities using the
Standard Halo model (SHM) [100]. This model yields a
Maxwell-Boltzmann distribution whose velocity disper-
sion is set, at the solar position, by the value of the local
standard of rest v0 → 238 km/s; furthermore, the dis-
tribution is boosted by the average speed of the Earth
relative to the halo rest frame vobs → 252 km/s, and
truncated at the escape velocity vesc = 600 km/s [101].
The spatial clump distribution is assumed to be homoge-
neous and isotropic. For each choice of the dark matter
fraction and clump mass, we generate 200 simulations in
a volume centered around the baseline. Since events with
minimal impact parameters induce maximal phase shifts
(cf. section III B), in each simulation we compute the
phase shift induced by the nearest encounter. From the
distribution of minimum impact parameters for a given
choice of M and fDM, we compute the 90th percentile,
which we define as bmin. The 90% upper limit on the
dark matter fraction for a given clump mass is then de-
termined by computing the smallest dark matter fraction
for which the gradiometer phase shift at bmin exceeds
the signal-to-noise ratio threshold SNRt. For a detailed
discussion on the analytical derivation of the minimum
impact parameter, see Appendix B.

In Figure 2, we plot the 90% upper limit on the dark
matter fraction saturated by clumps as a function of
the clump mass, focusing on the projected reach of the
broadband AG experiments described in Table I. For
each experiment we plot the projected reach assuming
a benchmark and optimistic experimental bandwidth,
which we display with dots and crosses, respectively.
Since the Doppler phase shift is the dominant contri-
bution to the gradiometer observable in the entirety of
parameter space, we find that the qualitative scaling of
the projected sensitivity curves, which are based on the
full calculation presented in section III B, agrees with the
heuristic estimate from section III A. For example, we
find that the projected reach of space-based proposals
peaks at bmin ↑ L, while the reach of the Earth-based ex-
periment features a flat spectrum, since L ↓ vT , where
v ↑ v0 ↑ 10→3. Furthermore, since the leading order
gravitational phase shift scales like ke!T 2a, where a is the
atom acceleration, we find that the space-based proposal

9 For related works on Monte Carlo-based sensitivity studies for
DM clump detection using interferometers, see Refs. [8, 11].

Figure 2. MC-generated projected 90% upper limits on the
fraction of DM (fDM) composed of transient clumps of mass
M . We assume an experimental observation time Tint = 108 s,
ωDM = 0.46 GeV/cm3 and a signal-to-noise ratio threshold
SNRt → 2. We consider three (broadband) AG concepts:
a terrestrial experiment with a km-long baseline (blue), a
space-based experiment consisting of two AIs that are con-
fined within two satellites in mid-Earth orbit (orange), and
a space-based gradiometer that enables the free evolution of
the atoms outside each satellite (green). The parameters for
these experiments are summarized in Table I. For AG exper-
iments, we present projections for both optimistic (marked
by crosses) and benchmark (marked by dots) scenarios. Pro-
jections for laser interferometer experiments, including LIGO
and LISA, as derived in Ref. [13], are also plotted (grey) for
comparison. We also plot regions of parameter space where b,
as estimated in Eq. (11) and carefully computed in Eq. (B2),
is equal to L.

enclosing the largest spacetime area (i.e. ↑ ke!T 2) sets
the strongest constraints. For all AG proposals, note that
the optimistic and benchmark curves scale with M1/5

and M , respectively, when b ↔ L. This agrees with
regimes (D) and (E) in section IIIA. This should come
as no surprise: since benchmark scenarios assume much
larger red noise than optimistic scenarios, the peak fre-
quency of the signal ↑ v/b in benchmark scenarios be-
comes comparable to ωmin for smaller values of b; given
the dependence of b on M (cf. Eq. (11)), the reach tran-
sitions from regime (D) to (E) at smaller clump masses.

Although a terrestrial proposal would only probe a sig-
nal in the presence of a large DM overdensity, we find that
the space-based proposal analogous to AEDGE+ may be
able to probe an O(10%) subcomponent of DM in the
106 kg ↭ M ↭ 1010 kg (or equivalently 10→25 M↑ ↭
M ↭ 10→21 M↑) mass window. Remarkably, there ex-
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Figure 4. Projected 90% upper limits on the fraction of
DM (fDM) composed of ULDM fields of mass m. We as-
sume an experimental observation time Tint = 108 s and
ωDM = 0.46 GeV/cm3. We consider three (broadband) AG
concepts: a terrestrial experiment with a km-long baseline
(blue), a space-based experiment consisting of two AIs that
are confined within two satellites in mid-Earth orbit (orange),
and a space-based gradiometer that enables the free evolution
of the atoms outside each satellite (green). The parameters
for these experiments are summarized in Table I. For AGs
we show power-averaged projections with darker lines. Solid
and dotted lines show the reach in benchmark and optimistic
scenarios. Projections for LISA, as derived in Ref. [37], are
also plotted (grey) for comparison.

surement campaign Tint relative to the coherence time
ωc of the field. Indeed, in the limit Tint → ωc, the ex-
periment cannot resolve the full spectral content of the
field. Therefore, in this regime, the SNR increases with↑

Tint. In contrast, in the regime where Tint ↓ ωc, the
experiment fully resolves the full spectral content of the
signal, whose bandwidth is ↔ 1/ωc. In this regime, the
SNR only grows as (ωcTint)1/4.

In Fig. 4 we plot the 90% projected upper limits
on the DM fraction as a function of the DM mass for
the experiments listed in Table I. In light of ULDM’s
statistics, the 90% upper limits on fDM correspond to
SNRt ↗ 11 for Tint → ωc and SNRt ↗ 2.6 for Tint ↓
ωc [116].13 As for the dark clump case, we plot the pro-

13 When Tint → ωc, one samples a single value of the stochastically
fluctuating and Rayleigh-distributed DM field amplitude, which
may be smaller than its long-time average; to account for this,
the exclusion SNR threshold is larger in the short integration
time regime, as also discussed in Ref. [117].

jected reach for benchmark and optimistic experimen-
tal bandwidths, which we display with solid and dashed
lines, respectively. Furthermore, we show with darker
lines the power-averaged envelope using the approxima-
tion | sin x| = min(x, 1/

↑
2), which smoothens the peaks

and troughs arising from the fast oscillation of the detec-
tor response kernels in Eq. (37). Note that the power-
averaged sensitivity is in excellent agreement with our
heuristic estimate. Due to the change in SNRt in the long
and short integration time limits, the sensitivity curves
for space-based proposals plateau for m → 1/T , corre-
sponding to regime (A) in Eq. (31), and transition to
regime (C) for m ↭ 1/T . For m ↭ 1/nL, the sensitivity
curves exhibit the mass scaling of regime (D). The pro-
jected reach of the “space-based (outside)” proposal tran-
sitions from regime (C) to (D) at smaller ULDM masses
than the “space-based (inside)” configuration because of
the much larger number of LMT kicks (cf. Table I). For
the terrestrial experiment considered here, we also find
that the curve plateaus at low masses after rising due to
the increase in SNRt in the Tint → ωc regime. However,
at m ↔ 10→17 eV, when the integration time exceeds
the coherence time of the signal, the projected sensitiv-
ity exhibits a m1/4 mass scaling, in agreement with the
arguments presented in section IV A.

As anticipated in section IV A, space-based gradiome-
ters may be able to probe a DM overdensity of O(10)
times the local DM energy density for masses below
m ↫ 10→17 eV. Furthermore, we find that the space-
based AG proposals would be able to set much stronger
constraints on dark matter overdensities than other in-
terferometric probes. Indeed, as we show in Fig. 4, LISA
is projected to only probe DM fractions many orders of
magnitude greater than unity, and proposed laser inter-
ferometer experiments such as BBO and µAres would
also set much weaker constraints [37].

The remarkable reach of space-based AGs arises from
their strain sensitivity and measurement type. In the
limit εL → 1, the square root of the strain noise PSD
is approximately given by

√
Sa(ε)/ε2L, where

√
Sa(ε)

is the AG acceleration noise defined in Eq. (26). There-
fore, the ratio of the LISA and AG strain noise spectra
is given by Eq. (27) times the ratio of the AG and LISA
baseline lengths, which is approximately 1/50. In light of
this correction, the strain sensitivity of LISA is compara-
ble to that of the “space-based (inside)” proposal, while
the “space-based (outside)” design is more sensitive by
a few orders of magnitude. Furthermore, AGs can be
understood as clock comparison experiments [61, 62, 91],
due to the dependence of the observable on the Einstein
time delay measured by the two AIs [68]. This di!ers
from the measurement performed by a two-arm laser in-
terferometer, such as LISA and LIGO [70]. In laser inter-
ferometers and in Newtonian gauge, the fast-oscillating
fluctuations of the ULDM’s pressure and energy density
exclusively influence the tidal displacement of the mirrors
(i.e. Doppler time delay), which is v-suppressed. Indeed,
as shown in Ref. [37], in the relevant mass range, the sig-

Badurina, Du, Lee, Wang, 
Zurek, arXiv:2505.00781
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Design L [m] n T [s]
→
Sn [1/

→
Hz] ωmin/2ε [Hz] ωmax/2ε [Hz]

km-baseline 103 2500 1.7 10→5
{10→4, 10→1

} 10

Space-based (inside) 4.4↑ 107 2 100 10→4
{10→6, 10→3

} 10

Space-based (outside) 4.4↑ 107 250 150 10→4
{10→6, 10→3

} 10

Table I. Parameters of the AG experiments considered in this work. The three designs are as follows: a terrestrial experiment
with a km-long baseline [“km-baseline”] [54], whose parameters are compatible with those of the MAGIS-km [90] and AION-km
proposals [41]; a space-based experiment, which is based on the MAGIS-space [46, 90] and AEDGE proposals [48], consisting
of two AIs that are confined within two satellites in mid-Earth orbit [“space-based (inside)”]; and a space-based gradiometer
that enables the free evolution of the atoms outside each satellite [“space-based (outside)”], which is akin to the AEDGE+
proposal [49] (the single-photon version of AGIS [50]). Here, L is the length of the baseline (which is a good approximation
of the gradiometer length), n is the number of LMT kicks, T is the interrogation time, and Sn is the shot-noise limited power
spectral density. We assume that the experiments are shot-noise limited between ωmin and ωmax.

B. Coordinate-invariant phase shift calculation

To compute leading-order general relativistic phase
shifts in an atom gradiometer, we use the simplified
general relativistic framework introduced in Ref. [68],
which is valid to leading order in the metric perturba-
tion hµω → 1 and the atom’s recoil velocity. In this
framework, the observable (i.e. the di!erence between
the phase shifts recorded by each AI) is decomposed as a
sum of three distinct (and separately not di!eomorphism-

invariant) contributions: the phase shift caused by the
tidal displacement of the atoms along the baseline (i.e.
the Doppler phase shift), the phase shift due to the gravi-
tational redshift measured by the atoms (i.e. the Einstein
phase shift) and the phase shift due to the delay in the
arrival time of photons at atom-light interaction points
(i.e. the Shapiro phase shift).1 Focusing on LMT config-
urations, and quoting results from Ref. [68], the Fourier
transform (FT)2 of the leading order total gradiometer
observable is given by

”ω̃LMT
grad = ”ω̃LMT

grad,D + ”ω̃LMT
grad,E + ”ω̃LMT

grad,S , (1)

where the Doppler (D), Einstein (E) and Shapiro (S) contributions can be expressed as

”ω̃LMT
grad,D(ε) =

1

2
ke! T 2 ε2

[
niϑx̃

i(ε, xAI)
(
K+(ε)eiε(xAI→xL1 ) + K→(ε)eiε(xL2→xAI)

)]xAI=xAI1

xAI=xAI2

,

”ω̃LMT
grad,E(ε) =

1

2
ke! T 2 ε2

[
↑ 1

2iε
h̃00(ε, xAI)

(
K+(ε)eiε(xAI→xL1 ) ↑ K→(ε)eiε(xL2→xAI)

)]xAI=xAI1

xAI=xAI2

,

”ω̃LMT
grad,S(ε) =

1

2
ke! T 2 ε2

[
K+(ε)”T̃ +

S (ε, xL1 , xAI) ↑ K→(ε)”T̃ →
S (ε, xL2 , xAI)

]xAI=xAI1

xAI=xAI2

,

(2)

respectively.3 Here, T is the interrogation time, ke! = nεa is the e!ective momentum transferred after the beamsplitter
sequence, n̂ = ni is the unit vector defining the orientation of the baseline, xAI1 and xAI2 are the positions of the
AIs along the baseline, and xL1 and xL2 are the positions of the lasers, with L = xL2 ↑ xL1 being the length of the
baseline. Here we have conveniently chosen a non-inertial frame where n̂ is time-independent. The detector response
kernels are defined in terms of experimental parameters as

K+(ε) =
eiεT

sinc(εL)
sinc

(
εT

2

)
sinc

(
ε nL

2

)
sinc

(
ε(T ↑ (n ↑ 2)L)

2

)(
1 ↑ (n ↑ 2)L

T

)
,

K→(ε) =
eiεT

sinc(εL)
sinc

(
εT

2

)
sinc

(
ε nL

2

)
sinc

(
ε(T ↑ nL)

2

)(
1 ↑ nL

T

)
,

(3)

where the sign depends on whether the photons are traveling from xL1 to xL2 (+) or vice versa (↑).4 While the
Einstein phase shift only depends on the 00-component of the metric perturbation, the Doppler phase shift depends

1 Note that there exist alternative methods for computing general
relativistic e!ects in AIs, e.g., Refs. [91–94].

2 We use the conventions x̃(ω) =
∫↑
→↑ dt x(t)e→iωt and x(t) =

(2ε)→1
∫↑
→↑ dω x̃(ω)eiωt, where ω is the angular frequency [95].

3 We work in natural units (i.e. ⊋ = c = 1) and use the convention
ϑµε = diag(→1, 1, 1, 1) for the flat spacetime metric.

4 Here and elsewhere in this paper, sinc(x) ↑ sin(x)/x.

Very long-term: dark matter gravitational interactions
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Atomic clocks are complementary (lower mass)
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Figure 7. Constraints on d
(1)
me

→ d
(1)
g (top panel) and d

(1)
mq

→ d
(1)
g (bottom panel). The best fit from Sr/Cs (green) along with

expected noise level (black dashed line) and 95% C.L. (light green) lines are displayed, including comparisons with EP tests and
Rb/Cs [21], Yb/Cs [24], and H/Si [22].

To the best of our knowledge, the only previously published clock-based studies to account for stochastic
degradation factor→3 were those performed by the BACON collaboration with Al+/(Yb, Hg+) and Yb/Sr
clock comparisons [23], JILA using clock-cavity Sr/Si and H/Si comparisons [22] and NMIJ using Yb/Cs
clock comparisons [24]. Note that EP tests do not rely on assumptions of the amplitude ω0 and thus the
contribution of the scalar field to the dark matter abundance. Similarly, though BBN constraints use
〈ρφ〉= ρDM, the field is non-oscillating with constant ω0 formφ ↔ 10−16 eV so coherence considerations
are irrelevant.

Limits on linear and quadratic d(n)me − d(n)g and d(n)q − d(n)g couplings are presented in figures 7 and 8,
respectively. The linear constraints are competitive and similar in shape and magnitude with H/Si, Rb/Cs and
Yb/Cs comparisons over the range of data, however the sensitivity of Rb/Cs extends up to two orders of

magnitude below EP tests aroundmφ → 10−23 eV. Note that Rb/Cs has no sensitivity to d(n)me − d(n)g .

Regarding the quadratic constraints, Sr/Cs data probes a new region for clocks in the d(2)me − d(2)g panel and
displays roughly two orders of magnitude more sensitivity than EP tests at the low-mass range. Despite this,
BBN still dwarfs the sensitivity by comparison and both EP tests and BBN encompass the range probed for

d(2)q − d(2)g .
The final scalar constraints are extracted on the parameter A from the scalar-Higgs interaction and are

presented in figure 9. The simplest (n= 1) linear couplings have garnered theoretical attention since they can
emerge from the technically natural operator LφH =−AωH†H for Higgs doublet H [100]. The sensitivity
coefficient is

KH =
α

2π
Kα − (1− b)Kµ − 1.05(1− b)Kq, (25)

where b∼ 0.2− 0.5 is a dimensionless factor in the Higgs-nucleon Yukawa coupling ghNN = bmN/v,
where v→ 246 GeV is the Higgs vacuum expectation value and where the nucleon massmN = (mp +mn)/
2→ 0.94 GeV. To easily compare with existing Rb/Cs limits, we choose b= 0.2 and use the relevant
Sr/Cs values from table 1 of [90]. Using the Sr/Cs spectrum and noting κdH ≃ A/m2

h for Higgs mass

14

Atomic clocks also sensitive to changes in energy levels 

Always need to compare two clocks (use one as a reference)

[atom interferometers probe ~ 10-16 to 10-13 eV]
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Laser interferometers are complementary (higher mass)

How Scalar Field Dark Matter Affects LIGO Measurements

➢ Oscillations in LIGO’s beamsplitter and test masses, leading to detectable path length differences.

➢ These effects are measured through changes in the interferometer's output signal.

DM “size” effect only:

• Beamsplitter

➢ Splitting occurs far from the center of mass

• Test masses

➢ Asymmetry from thickness differences

9/3/2024 6

Scalar ULDM leads to oscillations in  

the beamsplitter and the test masses

Typical atomic size ~ Bohr radius 

<latexit sha1_base64="YaF0dEZoYyfts6VIkFGqH8ZWegA=">AAACGnicbZDLSsNAFIYnXmu9RV2KMFgEVyURUZeiG5cVbBWaEk6mJ3boTBJmJkIJWfkavoBbfQN34taNL+BzOG2z8PbDwM9/zuGc+aJMcG0878OZmZ2bX1isLdWXV1bX1t2NzY5Oc8WwzVKRqpsINAqeYNtwI/AmUwgyEngdDc/H9es7VJqnyZUZZdiTcJvwmDMwNgrdHQg9GmguaRArYIVfFjJEGoDIBlCGbsNrehPRv8avTINUaoXuZ9BPWS4xMUyA1l3fy0yvAGU4E1jWg1xjBmwIt9i1NgGJuldMvlHSPZv0aZwq+xJDJ+n3iQKk1iMZ2U4JZqB/18bhf7VubuKTXsGTLDeYsOmiOBfUpHTMhPa5QmbEyBpgittbKRuAxWEsuR9bIgVDNGXdgvF/Y/hrOgdN/6h5dHnYOD2rENXINtkl+8Qnx+SUXJAWaRNG7skjeSLPzoPz4rw6b9PWGaea2SI/5Lx/AUrYoOE=</latexit>

a0 → 1

meω

2

the galactic gravity potential, as in the standard galactic
DM halo model. Similarly, the observed frequency ωobs
shifts from ωω by a → v2obs term, negligible in our analysis.

Scalar field DM could couple to the fields of the Stan-
dard Model (SM) in various ways. These couplings are
modelled by the addition of a parameterised interaction
term to the SM Lagrangian [19, 20]. In this paper, we
consider linear interaction terms with the electromagnetic
field tensor Fµε and the electron rest mass me:

Lint ↑
ε

!ϑ

FµεFµε

4
↓

ε

!e
meϑ̄eϑe, (2)

where ϑe, ϑ̄e are the SM electron field and its Dirac conju-
gate, respectively, and !ϑ , !e parameterise the coupling.
They can also be expressed in terms of the dimensionless
parameters de and dme , with de,me = MPl/(

↔
4ϖ!ϑ,e),

where MPl is the Planck mass. The terms in Eq. (2)
cause e!ective changes of the fine structure constant ϱ
and the e!ective rest mass me [16, 21]. These changes in
turn modify the lattice spacing and electronic modes of
solids, driving modulations of size l and refractive index
n:

ςl
l
= ↓

(
ςϖ
ϱ

+
ςme

me

)
, (3)

ςn
n

= ↓5 · 10
→3

(
2
ςϖ
ϱ

+
ςme

me

)
, (4)

where ςx denotes a change of the parameter x:
x ↗ x+ ςx. Eqs. 3, 4 hold in the adiabatic limit, which
applies for solids with a mechanical resonance frequency
much higher than the driving frequency ωω [3, 22, 23].
In the LIGO interferometers, light from a laser source im-
pinges on a beamsplitter (BS) and splits into two orthog-
onal arms, each containing a Fabry-Pérot cavity (com-
prised of two mirrors, referred to as test masses) to in-
crease the e!ective optical path length and optical power
of the arms. A sketch of this optical layout can be seen
in Fig. 1. While all components of the interferometers
can be a!ected by DM, the BS has been identified as a
dominant coupling element for scalar field dark matter, as
argued in [3]. This is because the “splitting” e!ect occurs
on one surface of the BS and not at its centre of mass,
see Fig. 1. This results in DM causing a path length dif-
ference between the arms.
For a BS of thickness tB and index of refraction n, one
expects from Eqs. (1) and (3) a length change to be pro-
duced in the LIGO interferometers [3]:

ς(Lx ↓ Ly) ↘

(
1

!ϑ
+

1

!e

)
·
n tB ⊋

↔
2 φlocal

mω c
, (5)

where ς(Lx ↓ Ly) is the optical path di!erence between
both arms and we have neglected the contribution of the
refractive index changes to the signal, as it is more than
two orders of magnitude smaller than that of the size
changes. In this work, for the first time, we also take
into account the contribution of the four arm test masses,
which predominantly produce a signal by changing the
optical path lengths within the arms. While this e!ect
mostly cancels out if the test masses have identical thick-
nesses, as pointed out in [3], we find that the real small
thickness di!erences between LIGO’s test masses lead to
non-negligible additions to the BS-induced coupling.

Length fluctuations, such as those caused by the BS and
the test mass couplings, are transduced by the optical in-
terferometric setup into signals on the photodetector (see
Fig. 1). This conversion can be represented by so-called
transfer functions, which describe how the interferometer
responds to signals of di!erent frequencies. In LIGO, the
photodetector signal IPD(ω) is calibrated to GW-induced
strain h(ω) according to:

h(ω) =
IPD(ω)

LTGW(ω) eiωGW
, (6)

where L is the arm length of the interferometer (↘4 km),
and TGW is the optical transfer function from GW-
induced strain (with phase εGW) to photodetector signal.
However, to search for the expansion e!ect of scalar field
dark matter, we are interested in a di!erent type of strain
that corresponds to thickness changes of the optical com-

FIG. 1. Simplified optical layout of a LIGO-type inter-
ferometer. A beamsplitter BS splits a laser beam into
two long arms that contain Fabry-Pérot cavities com-
posed of test masses ITMX/Y and ETMX/Y, respec-
tively. The interferometric output is read by a photode-
tector PD.
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Laser interferometers are complementary (higher mass)

5

This approach enabled the search for DM signals by
identifying local excesses in the q0 value across di!erent
frequency bins. A 5ω threshold, corrected for the look-
elsewhere-e!ect, resulted in 349 candidates, which was re-
duced to 159 by associating neighbouring over-threshold
bins to single candidates. Finally, since the reconstructed
amplitude of DM should not vary much over time, the
consistency of the results was further probed with a t=5
threshold on a student-t test comparing results from dif-
ferent segment combinations. A final cut on the remaining
42 candidates was then set on requiring that both interfer-
ometers have results that are significantly di!erent from
zero. Faced with the lack of surviving candidates, our
upper limits can be seen in the context of other measure-
ments in Fig. 3 for !

→1

e and !
→1

ω , respectively.
These results assume a local dark matter density εCDM =

a)

b)

FIG. 3. Upper limit on !
→1

i (95% C.L.) as a function of
frequency. a) and b) depict our results in the context
of other experimental results on !e, !ω , respectively.
Our results are shown by the thick blue line, constraints
from direct experimental searches for DM [8–10, 33–43]
are shown in thin grey, and constraints from searches
for ‘fifth forces’ [44, 45] are depicted by the dashed red
lines. Our results were smoothed for visual purposes.

0.4 GeV/cm3 (as in [46] for the standard smooth DM halo
model). Models in which DM forms a relaxion halo [47,
48] predict local DM overdensities of up to εRH/εCDM →

10
16 [49]. Our results impose significantly more stringent

constraints on the coupling constants for higher assumed
values of the DM density εA > εCDM: the constraint
becomes more stringent by a factor (εA/εCDM)

1/2 (see
Eq. 5).
Our limits represent a several order of magnitude im-
provement on other direct searches in a band from 10Hz

to 180Hz (roughly 5 ↑ 10
→14

eV to 1 ↑ 10
→12

eV). The
main limiting factor being detector noise, we expect those
results to be improved greatly in future LIGO runs and
with future gravitational wave detectors. We emphasise
in particular that the results could also be improved dras-
tically by increasing mirror thickness di!erences in the
interferometer arms, for which this study paves the way.
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Limits from LIGO data in blue

[atom interferometers probe ~ 10-16 to 10-13 eV]
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Much more could be said…
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'ULDM(t) ⇠ cos(m't+ ✓)

ULDM can give rise to: 
1. Changes in fundamental constants (scalar ULDM) 
2. Accelerations on test masses (vector ULDM) 
3. Precession of spins (pseudoscalar ULDM) 
4. Mimic GW signals (spin-2 ULDM)

Lots of activity in this area, including many groups in the UK  

(apologies to all of those I wasn’t to mention)



XLZD is an incredible detector with potential  
to detect many types of particle dark matter candidate 

And there is a very active and comprehensive programme  
of activity to search for dark matter across

10 eV 1019 GeV
MPl

XLZD Large exposureQuantum sensors

Summary


