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H → τ τ    and H → c c at ATLAS
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ATLAS Detector
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H → τ τ decays

The Higgs boson Yukawa coupling to fermions is proportional to the 
Fermion mass 

• After b-quarks the τ-lepton has the highest branching fraction of 
6.3% 

• The final state of e, μ, 1- and 3-prongs (π±) can be distinguished 
from background jets 

Test the SM Higgs couplings 
• 3rd generation Higgs couplings (τ) 
• Differential cross section tests SM even more 

• VBF, ttH, kinematics 
• CP properties of the H → τ τ vertex 

Use the τ τ final state as tool for other investigations 
• VBF H → τ τ probes  CP properties of W/Z H vertex 
• Search for further scalars in the low / medium / high mass region  
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• The Higgs boson couples to fermions via Yukawa 
couplings
o Decays preferably to heavy particles due to its coupling 

being proportional to the mass ∝ mf, mV

o Coupling to 2nd generation fermions is challenging due to 
lower branching fractions

• Test SM Higgs predictions across fermion generations
o ATLAS Run 2: to 3rd generation leptons (τ): well-

established, precision measurements, CP properties
 Differential cross-section measurements of  H → τ+τ- 

(arxiv:2407.1632, J. High Energ. Phys. 2025, 10 (2025)) 
 CP properties in VBF H → τ+τ- (arxiv:2506.19395, accepted by 

JHEP)

o ATLAS Run 2 + partial Run 3: to 2nd generation leptons 
(μ): emerging evidence, challenging measurements
 Evidence of  H →μ+μ- (arxiv:2507.03595, accepted by PRL)

Introduction and Motivation

19-10-2025

From ATLAS Run 2 data

Higgs 2025 Tamás M. Baer1
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H → τ τ decays

Largest leptonic branching 
fraction of 6.3% 
500k H → τ τ produced 
Three different final states: 
• Lep - lep: τe + τμ  
• Lep - had:  τlep + τhad 
• Had - had: τhad + τhad 

(Re-)Analysis of the full Run 
2 dataset of 140/fb 
• STXS H → τ τ cross 

section 
• Differential fiducial cross 

section 
https://arxiv.org/abs/
2407.16320 

• CP properties 
https://arxiv.org/abs/
2212.05833
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• Largest leptonic BR(H) of  
6.3%

• Three di-τ system decay 
channels:
o τlepτlep
o τlepτhad
o τhadτhad

• Re-analysis of  full Run 
2 dataset
o STXS H→𝜏𝜏 

measurements
o Fiducial differential cross 

section measurements
o CP properties in VBF H 

→ τ+τ-

Measurement of  SM Higgs decay to τ-leptons

19-10-2025

VBF H → τ+τ-: Candidate Higgs event decaying to two τ-leptons (blue cones) and two 
addition jets (yellow cones) associated with VBF production

Tamás M. Baer2 Higgs 2025

Early H → τμ τe + 2 jets candidate

https://arxiv.org/abs/
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H → τ τ differential cross section

Baseline selection: lepton pT with high trigger efficiency; medium particle ID, isolation, kinematics (mcoll, mT), no b-jet, 
ETmiss>20GeV, min jet pT, ΔR, Δη, τ centrality 
Analysis strategy: four main categories 
• VBF H → τ τ  

• At least 2 forward jets in opposite hemispheres with pT > 30GeV with large separation 
• mjj > 350 GeV; central leptons 
• split into 8 bins: 4 mjj bins and pTNN(H) <> 200 GeV for STXS 
• A new NN improves the pT(H) resolution by 50% 
• A new BDT defines enriched VBF regions for all channels 

• tt(0 lep)H → τhad τhad 

• At least 6 / 5 jets; at least 1 / 2 b-jets 
• 3 bins in pTNN(H) for STXS 
• Multi-class BDT ttH/Zττ/tt 

• V(had)H → τ τ  
• At least 2 jets with pT > 30 GeV 
• 60 GeV < mjj < 120 GeV 
• BDT for VH enrichment 

• Boosted H → τ τ 
• No other category 
• pT(H) > 100 GeV 
• Binned in pT(H) and n-jets
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Figure 1: (a) Expected SM 𝐿 → 𝑀𝑀 signal yield and (b) expected signal purity in each signal region of the analysis
(𝑁-axis). Yields are summed over the three 𝑀𝑀 channels (𝑀𝐿𝑀𝑀, 𝑀lep𝑀had, 𝑀had𝑀had). Only entries with a value above 0.1
are shown in the plots.

5.2 tt(0𝜴)𝜶 → 𝜷had𝜷had categorization

The tt(0𝑂)𝐿 → 𝑀had𝑀had region is designed to enhance the contribution from 𝑃𝑃𝐿 production. Events are
required to have at least six jets including at least one 𝑄-tagged jet, or five jets including at least two
𝑄-tagged jets. Events within this category are split into several regions based on a multiclass BDT trained
to discriminate the 𝑃𝑃𝐿 signal events from the 𝑅 (→ 𝑀𝑀) and 𝑃𝑃 background events. A detailed description
of the kinematic variables used for the multiclass BDT training is given in Table 5. Regions enhanced in
signal events are defined by combining requirements on the BDT scores; the threshold values for the scores
are optimized using the same figure of merit as the one used for VBF categorization. By inverting the

13

Expected SM H→ττ signal yield

• Event categorization based on BDT 
discriminants
o Separation of  VBF from ggH/ Z →𝜏𝜏: 

 via a dedicated BDT optimized in STXS bin 
 to maximize significance in the two regions 

resulting from the cut
o Separation of  ttH from 𝒕 ҧ𝒕/Z→𝜏𝜏: 

Multiclass BDT with 3 output nodes (signal, 
Z→𝜏𝜏, 𝑡 ҧ𝑡)
 Two trainings, for pT

H < 200 GeV and pT
H > 

200 GeV

H→ττ: analysis strategy

19-10-2025

• pT
H reconstruction approach:

o VBF and ttH categorization 
o rely on a novel NN regression exploiting ET

miss and di-𝜏 system 
variables 

o improves pT
H resolution by ~50% compared to pT

reco(H)

Tamás M. Baer4 Higgs 2025

pTNN(H)

pT(H)

pT(H) reconstruction



Physics

H. Fox

H → τ τ differential cross section

MMC mass reconstruction: Likelihood based approach using visible τ decay products, ETmiss and 
jets to improve mass resolution. If no solution is found, mcoll is used. 
The output includes the most likely direction of the true taus and the neutrinos.

7

(a) (b)

(c) (d)

Figure 3: Distribution of the reconstructed 𝐿𝐿 invariant mass (𝑀𝐿𝐿) for all events in the (a,b) VBF_0 and (c,d) VBF_1
signal regions for (a,c) 𝑀 𝑀 𝑀 < 1 TeV and (b,d) 𝑀 𝑀 𝑀 > 1 TeV. The bottom panel shows the di!erences between observed
data events and expected background events (black points). The observed Higgs boson signal, corresponding to
(𝑁 → 𝑂)/(𝑁 → 𝑂)SM = 0.99, is shown with a filled red histogram. Entries with values above the 𝑃-axis range are
shown in the last bin of each distribution. The prediction for each sample is determined from the likelihood fit
performed to measure the total 𝑄𝑄 ↑ 𝑅 ↑ 𝐿𝐿 cross-section.

21

Figure 4: Comparison of the observed and expected event yields in the 𝐿𝐿𝑀 categories. The window category contains
events with 𝑁𝐿𝐿 → [100, 150] GeV, while events outside of this mass region are included in the sideband region. The
bottom panel shows the di!erences between observed data events and expected background events (black points).
The observed Higgs boson signal, corresponding to (𝑂 ↑ 𝑃)/(𝑂 ↑ 𝑃)SM = 0.99, is shown with a filled red histogram.
The prediction for each sample is determined from the likelihood fit performed to measure the total 𝑄𝑄 ↓ 𝑀 ↓ 𝑅𝑅

cross-section.
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Figure 5: The measured values of 𝑂𝑀 ↑ 𝑃(𝑀 ↓ 𝑅𝑅) relative to the SM expectations in the total (labelled as
‘Combined’) and per-production-mode fit. The total ±1𝑂 uncertainty in each measurement is indicated by the error
bar, with the contribution from the systematic uncertainty indicated by the coloured band.
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Figure 9: Reconstructed mass of the ττ system in Z/γ∗→ττ→lτhνν‘ν̄ (l = e or µ)
candidate events using the MMC and collinear approximation techniques: (a) ττ mass
reconstructed with MMC technique, data (points) compared to the sum of background
and signal predictions; (b) comparison of the MMC (filled circles are data and red line is
the signal prediction) and collinear approximation (open circles are data and blue line is
the signal prediction) results after subtracting the corresponding background predictions.
Unreconstructed events are shown in the first histogram bin (Mττ∼0). Events with
Mττ>160 GeV/c2 are outside the histogram range and are shown in the overflow bin.

Tevatron, where the main challenge is the promotion of Z→ττ background
events into the Higgs boson mass region.
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candidate events using the MMC and collinear approximation techniques: (a) ττ mass
reconstructed with MMC technique, data (points) compared to the sum of background
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the signal prediction) and collinear approximation (open circles are data and blue line is
the signal prediction) results after subtracting the corresponding background predictions.
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Tevatron, where the main challenge is the promotion of Z→ττ background
events into the Higgs boson mass region.
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Signal and background in 
the VBF_1, mjj>1000 GeV 
category

Signal and background in the ttH 
signal and sideband regions The analysis is limited by statistics. 

Main systematics: 
• Theoretical uncertainties 
• Jet and ETmiss uncertainty 
• τ misidentification for VH
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H → τ τ STXS cross section results

No significant deviation from the SM 

STXS VBF  
4 bins in mjj  
2 bins in pT(H) 
(σ x B) / (σ x B)SM = 1.04 +0.19 -0.17 

At the time the first measurement at 
high pT and the most precise at low pT 
STXS ttH 
3 bins in pT(H) 
(σ x B) / (σ x B)SM = 0.77 +1.02 -0.92 

Statistically limited
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Figure 6: The measured values for 𝐿𝐿 → 𝑀(𝑁 ↑ 𝑂𝑂) relative to the SM expectations in the simplified template
cross-section measurement. The error bars and shaded areas show the total uncertainty and systematic uncertainty in
the measurements, respectively.
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Figure 4: Comparison of the observed and expected event yields in the 𝐿𝐿𝑀 categories. The window category contains
events with 𝑁𝐿𝐿 → [100, 150] GeV, while events outside of this mass region are included in the sideband region. The
bottom panel shows the di!erences between observed data events and expected background events (black points).
The observed Higgs boson signal, corresponding to (𝑂 ↑ 𝑃)/(𝑂 ↑ 𝑃)SM = 0.99, is shown with a filled red histogram.
The prediction for each sample is determined from the likelihood fit performed to measure the total 𝑄𝑄 ↓ 𝑀 ↓ 𝑅𝑅

cross-section.
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Figure 5: The measured values of 𝑂𝑀 ↑ 𝑃(𝑀 ↓ 𝑅𝑅) relative to the SM expectations in the total (labelled as
‘Combined’) and per-production-mode fit. The total ±1𝑂 uncertainty in each measurement is indicated by the error
bar, with the contribution from the systematic uncertainty indicated by the coloured band.
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Table 6: Summary of the di!erent sources of uncertainty in the ratio of𝐿𝐿→𝑀(𝑁 ↑ 𝑂𝑂) to the SM expectation for each
production mode. Experimental uncertainties for reconstructed objects combine e"ciency and energy/momentum
scale and resolution uncertainties. Samples size includes the bin-by-bin statistical uncertainties in the simulated
backgrounds as well as statistical uncertainties in misidentified 𝑂 backgrounds, which are estimated using data.
Entries with no significant impact on the measurement are denoted by ‘–’.

Production mode ggF ttH VBF VH

Best-fit value 0.92 0.77 1.04 0.98
Total uncertainty ±0.30 ±0.97 ±0.18 ±0.66

Statistical uncertainty ±0.15 ±0.82 ±0.13 ±0.55
Total systematic uncertainty ±0.25 ±0.51 ±0.12 ±0.36

Samples size ±0.09 ±0.31 ±0.04 ±0.26
Theoretical uncertainty in signal ±0.18 ±0.12 ±0.11 ±0.14

Jet and 𝑃
miss
T ±0.12 ±0.15 ±0.03 ±0.12

Hadronic 𝑂-lepton decays ±0.04 ±0.09 ±0.01 ±0.04
Misidentified 𝑂-lepton background ±0.04 ±0.05 ±0.02 ±0.11

Luminosity ±0.01 ±0.01 ±0.01 ±0.01
Theoretical uncertainty in top-quark processes ±0.01 ±0.31 – ±0.02
Theoretical uncertainty in 𝑄 + jets processes ±0.02 ±0.08 – ±0.02

Flavour tagging ±0.02 ±0.05 ±0.01 ±0.01
Electrons and muons ±0.02 ±0.02 ±0.01 ±0.02

Table 7: Best-fit values and uncertainties of the 𝐿𝐿 → 𝑀(𝑁 ↑ 𝑂𝑂) for the four dominant production modes. The
uncertainties include both the statistical and systematic components. The SM predictions for each region, computed
using the inclusive cross-section calculations and the simulated event samples, are also shown.

Production mode 𝐿𝐿 → 𝑀(𝑁 ↑ 𝑂𝑂) [pb]
SM prediction Measurement

ggF 2.77 ± 0.09 2.5 ± 0.8
𝑅𝑁 0.117 ± 0.003 0.11 ± 0.08

VBF 0.220 ± 0.005 0.23 ± 0.04
𝑆𝑆𝑁 0.031 ± 0.003 0.02 ± 0.03
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H → τ τ unfolded fiducial differential XS

Unfolded for efficiencies and acceptance using MC 
techniques. 
A different binning is used to optimise for 
• Kinematics of VBF Higgs boson production  => 

improve sensitivity to BSM 
• Signed angle between jets => sensitivity to 

Higgs C, P and CP 
• pTNN(H) for Higgs decay kinematics. 

9

Table 8: Summary of the fiducial particle-level event selection for all channels. The requirements on light-lepton 𝐿T
and 𝑀truth 𝐿T follow those reported in Table 3.

𝑀𝐿𝑀𝑀 𝑀lep𝑀had 𝑀had𝑀had

Per Channel
Object counting 𝑁𝐿 = 1, 𝑁𝑀 = 1, 𝑁𝑁truth = 0 𝑁

𝐿/𝑀 = 1, 𝑁𝑁truth = 1 𝑁
𝐿/𝑀 = 0, 𝑁𝑁truth = 2

𝐿T cut 𝑂/𝑃 : 𝐿T cut 10 to 27.3 GeV 𝑂/𝑃 : 𝐿T cut 27.0 to 27.3 GeV,
𝑀truth: 𝐿T > 30 GeV 𝑀truth: 𝐿T > 40 ,30 GeV

Kinematics 𝑄
coll
𝑁𝑁

> 𝑄𝑂 → 25 GeV 𝑄T < 70 GeV
30 < 𝑄𝐿𝑀 < 100 GeV

Angular ω𝑅𝐿𝑀 < 2.0, |ω𝑆𝐿𝑀 | < 1.5 ω𝑅𝑃𝑁truth < 2.5, |ω𝑆𝑃𝑁truth | < 1.5 0.6 < ω𝑅𝑁truth𝑁truth < 2.5
|ω𝑆𝑁truth𝑁truth | < 1.5

𝑇1 and 𝑇2 0.1 < 𝑇1 < 1.0, 0.1 < 𝑇2 < 1.0 0.1 < 𝑇1 < 1.4, 0.1 < 𝑇2 < 1.2 0.1 < 𝑇1 < 1.4, 0.1 < 𝑇2 < 1.4

Common selection leading jet 𝐿T > 40 GeV, sub-leading jet 𝐿T > 30 GeV
𝑈

miss
T > 20 GeV

Opposite charge of 𝑀-decay products
𝑄 𝑄 𝑄 > 600 GeV, |ω𝑆 𝑄 𝑄 | > 3.4, 𝐿T( 𝑉 𝑉) > 30 GeV

𝑆( 𝑉0) ↑ 𝑆( 𝑉1) < 0
lepton centrality: visible decay products of the 𝑀-leptons between VBF jets

𝐿T(𝑊 𝑉 𝑉) < 50 GeV

9.2 Di!erential variables

The di!erential cross-sections are measured in the fiducial phase space as a function of variables sensitive
to the kinematics of VBF Higgs boson production, with the goal of validating the SM as well as providing
sensitivity to physics beyond the SM. The variables related to jets are the transverse momentum of the
leading jet, 𝐿T( 𝑉0), and the signed angle (sorted by rapidity of the jets) in the transverse plane of the two
jets, ω𝑋signed

𝑄 𝑄
, which also provides a way to test the charge (C) and parity (P) of the Higgs boson. The

kinematics of the Higgs boson is tested by measuring its transverse momentum (𝐿H
T ). As in the STXS

measurement, the NN reconstruction of 𝐿H
T , introduced in Section 5.1, is used at reconstruction level. To

increase the sensitivity to the CP property of the Higgs boson, ω𝑋signed
𝑄 𝑄

is also measured as a function of
𝐿

H
T . The binning of each di!erential distribution is driven by the size of the available data sample and is

reported in Table 9.

Table 9: Binning of the di!erential variables.

𝐿T( 𝑉0) [GeV] 𝐿
H
T [GeV] ω𝑋signed

𝑄 𝑄
ω𝑋signed

𝑄 𝑄
vs 𝐿

H
T [GeV]

Bin 1 [40, 95] [0, 110] [→𝑌,→𝑌/2] ω𝑋signed
𝑄 𝑄

< 0 & 𝐿
H
T < 200

Bin 2 [95, 130] [110, 150] [→𝑌/2, 0] ω𝑋signed
𝑄 𝑄

> 0 & 𝐿
H
T < 200

Bin 3 [130, 180] [150, 200] [0, 𝑌/2] ω𝑋signed
𝑄 𝑄

< 0 & 𝐿
H
T > 200

Bin 4 [180, 500] [200, 550] [𝑌/2, 𝑌] ω𝑋signed
𝑄 𝑄

> 0 & 𝐿
H
T > 200
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Figure 10: Measured fiducial di!erential cross-sections for (a) 𝐿T ( 𝑀0), (b) 𝐿H
T , (c)ω𝑁signed

𝐿 𝐿
, and (d)ω𝑁signed

𝐿 𝐿
vs 𝐿H

T . The
measurements are compared with particle-level SM predictions from the P!"#$%+P&’#() 8, P!"#$%+H$*"(% 7 and
M)+G*),#5_)MC@NLO+P&’#() 8 generators for the combined VBF, ggF, 𝑂𝑃, and 𝑄𝑄𝑃 Higgs boson production
modes. The shaded box around each data point shows the statistical uncertainty, while the total uncertainty is indicated
by the error bar. The contribution from the ggF, 𝑂𝑃, and 𝑄𝑄𝑃 production modes as predicted by P!"#$%+P&’#() 8
is also shown. The bottom panel shows the ratio of di!erent predictions to the data, with the error bars and shaded
bands representing the total and statistical uncertainties of the measurements, respectively.
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Measured fiducial differential cross section and particle 
level SM prediction
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Figure 12: The 95% expected and observed confidence intervals for each of the six considered Wilson coe!cients.
Each coe!cient is treated individually and both the linear and linear + quadratic models are considered when
evaluating the sensitivity to the terms that enter at O(ω→4

). For the (a) CP-even operators the ε𝐿signed
𝐿 𝐿

distribution is
used to extract the confidence interval, while for (b) the CP-odd operators the ε𝐿signed

𝐿 𝐿
vs 𝑀H

T distribution is used. The
limits are computed at a new-physics scale ω = 1 TeV.

introduce distinct shape di"erences to the distribution such that there are no ‘flat directions’. In all cases
the observed 95% confidence limits agree well with the expected confidence limits such that there is no
evidence of BSM physics.
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limits are computed at a new-physics scale ω = 1 TeV.

introduce distinct shape di"erences to the distribution such that there are no ‘flat directions’. In all cases
the observed 95% confidence limits agree well with the expected confidence limits such that there is no
evidence of BSM physics.
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H → τ τ    CP properties

The SM predicts the Higgs boson to be CP-even. 
A CP-odd admixture is possible and not yet excluded. 
The di-tau final state is a unique test lab for this measurement 
• Coupling of the Higgs boson to fermions (all other measurements are using bosons) 
• A CP-odd contribution from BSM physics can be present at tree level 
• Weak decay of the τ-lepton preserves the CP information 

CP-odd admixture is parametrised by the angle φτ: 

• φτ =      0o  → CP-even 
• φτ = ±90o   → CP-odd 

φ*CP is the acoplanarity angle between the taus  
is sensitive to φτ  

n* is the impact parameter (IP) vector or the π0 vector

10
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LHωω = →mω

v
ωω (cosεω ϑ̄ ϑ + sinεω ϑ̄ iϖ5ϑ)H

3 Analysis strategy

A 𝐿𝑀-sensitive observable 𝑁
→

CP is built with di!erent methods depending on the 𝑂-lepton decay modes. In
general, 𝑁→

CP is the signed acoplanarity angle between the 𝑂-lepton decay planes. Each 𝑂 decay plane is
constructed from the spatial momentum vector of a charged decay particle and either its impact parameter
(impact parameter method) or the spatial momentum vectors of other visible 𝑂-lepton decay particles
(𝑃-decay plane and 𝑄1 methods). All vectors are boosted to the zero-momentum frame (ZMF) of the
visible 𝑂-lepton-pair decay particles. Figures 1(a)–1(c) illustrate the methods used to construct the 𝑁

→

CP
observable in 𝑅 ↑ 𝑂

+
𝑂
↓
↑ 𝑆

+
𝑆
↓
+ 2𝑇, 𝑅 ↑ 𝑂

+
𝑂
↓
↑ 𝑆

+
𝑆

0
𝑇𝑆

↓
𝑆

0
𝑇 and 𝑅 ↑ 𝑂

+
𝑂
↓
↑ 𝑆

+
𝑆

0
𝑇𝑆

↓
𝑇

decays, respectively. The visible 𝑂-lepton-pair ZMF (indicated by →) is used to approximate the Higgs boson
rest frame, which is not accessible due to the presence of undetected neutrinos in the 𝑂-lepton decays.

Figure 2 shows the normalised distribution of 𝑁→

CP for simulated 𝑅 ↑ 𝑂
+
𝑂
↓
↑ 𝑆

+
𝑆
↓
+ 2𝑇 events at the

generator level. The distribution peaks at 𝑁→

CP = 180↔ for a 𝐿𝑀-even (e.g. SM) Higgs boson, whereas for
the case of a pure 𝐿𝑀-odd Higgs boson, the distribution peaks at 𝑁→

CP = 0↔ and 360↔. The phase di!erence
between the 𝑁

→

CP distributions for two di!erent mixing scenarios is twice their 𝑈𝐿 di!erence.

The 𝑂-lepton-pair decay combinations used in the analysis and the respective methods for constructing
the 𝑁

→

CP observable are summarised in Table 2. The corresponding fraction of events relative to the total
from all possible di-𝑂 decay combinations is calculated from the single-𝑂-lepton decay mode branching
fractions in Table 1. Other decay combinations are not considered in this analysis because their respective
𝑁
→

CP observables perform relatively poorly in discriminating between di!erent 𝐿𝑀 scenarios.
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Figure 1: Illustration of the 𝑂-lepton decay planes for constructing the 𝑁→

CP observable in (a) 𝑅 ↑ 𝑂
+
𝑂
↓
↑ 𝑆

+
𝑆
↓
+2𝑇

decay using the impact parameter method, (b) 𝑅 ↑ 𝑂
+
𝑂
↓
↑ 𝑆

+
𝑆

0
𝑇𝑆

↓
𝑆

0
𝑇 using the 𝑃-decay plane method, and (c)

𝑅 ↑ 𝑂
+
𝑂
↓
↑ 𝑆

+
𝑆

0
𝑇𝑆

↓
𝑇 using the combined impact parameter and 𝑃-decay plane method. The decay planes are

spanned by the spatial momentum vector of the charged decay particle of the 𝑂-lepton (𝑆±) and either its impact
parameter n→± or the spatial momentum vector of the neutral decay particle of the 𝑂-lepton (𝑆0).

5



Physics

H. Fox

H → τ τ   CP properties

Four methods depending on the τ final state: 
• Impact parameter (IP) method 

• τ± → π± ν,  τ± → l± ν ν  
• Using the π± momentum and the impact parameter  

vector to define the decay plane 
• ρ - method 

• τ± → ρ± ν,  ρ± → π± π0   
• Di-ρ rest frame 
• π± momentum and π0 define decay plane 
• y± determines the φCP sign and is correlated with φτ  

• a1 method 
• τ± → a1± ν,  a1± → π± π± π0 

• The highest π± momentum and the sum  
        of the other pions determine the decay plane 

• The methods can be mixed for each tau 
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Figure 2: Normalised 𝐿
→

CP distributions in simulated 𝑀 ↑ 𝑁
+
𝑁
↓
↑ 𝑂

+
𝑂
↓
+ 2𝑃 events at the generator level for

di!erent 𝑄𝑅 hypotheses. The predictions for a pure 𝑄𝑅-even SM Higgs boson (scalar, red circle), a pure 𝑄𝑅-odd
hypothesis (pseudoscalar, green square), and 𝑄𝑅-mix hypothesis (𝑆𝐿 = 45↔, blue triangle) are shown. The transverse
momentum of the simulated 𝑁 leptons is required to be larger than 30 GeV (20 GeV) for the leading (sub-leading) 𝑁
lepton during the event generation.

Table 2: Decay mode combinations of the 𝑁-lepton pair and the corresponding methods to construct the 𝐿→

CP observable
used in this analysis. The fraction of events for each decay mode combination relative to the total from all di-𝑁 decay
combinations (last column) is calculated using the 𝑁-lepton decay mode branching fractions in Table 1.

Decay channel Decay mode combination Method Fraction in all 𝑁-lepton-pair decays

𝑁lep𝑁had

𝑇–1p0n IP 8.1%
𝑇–1p1n IP–𝑈 18.3%
𝑇–1pXn IP–𝑈 7.6%
𝑇–3p0n IP–𝑉1 6.9%

𝑁had𝑁had

1p0n–1p0n IP 1.3%
1p0n–1p1n IP–𝑈 6.0%
1p1n–1p1n 𝑈 6.7%
1p0n–1pXn IP–𝑈 2.5%
1p1n–1pXn 𝑈 5.6%
1p1n–3p0n 𝑈–𝑉1 5.1%

3.1 Impact parameter (IP) method

The IP method is applied to 𝑁-lepton decays with only one charged particle in the final state, specifically the
direct hadronic decay 𝑁

±
↑ 𝑂

±
𝑃 or leptonic decays 𝑁± ↑ 𝑇

±
𝑃𝑃. This refers to the 1p0n–1p0n and 𝑇–1p0n

decay mode combinations. In this case, the 𝑁-lepton decay plane is formed from the spatial momentum
vector q± of the charged particle (𝑂±, 𝑇±) and the three-dimensional (3D) impact parameter vector n± of
the charged particle, defined as the directional distance of closest approach of the charged particle’s track
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yω± =
Eε± → Eε0

Eε± + Eε0

3 Analysis strategy

A 𝐿𝑀-sensitive observable 𝑁
→

CP is built with di!erent methods depending on the 𝑂-lepton decay modes. In
general, 𝑁→

CP is the signed acoplanarity angle between the 𝑂-lepton decay planes. Each 𝑂 decay plane is
constructed from the spatial momentum vector of a charged decay particle and either its impact parameter
(impact parameter method) or the spatial momentum vectors of other visible 𝑂-lepton decay particles
(𝑃-decay plane and 𝑄1 methods). All vectors are boosted to the zero-momentum frame (ZMF) of the
visible 𝑂-lepton-pair decay particles. Figures 1(a)–1(c) illustrate the methods used to construct the 𝑁

→

CP
observable in 𝑅 ↑ 𝑂

+
𝑂
↓
↑ 𝑆

+
𝑆
↓
+ 2𝑇, 𝑅 ↑ 𝑂

+
𝑂
↓
↑ 𝑆

+
𝑆

0
𝑇𝑆

↓
𝑆

0
𝑇 and 𝑅 ↑ 𝑂

+
𝑂
↓
↑ 𝑆

+
𝑆

0
𝑇𝑆

↓
𝑇

decays, respectively. The visible 𝑂-lepton-pair ZMF (indicated by →) is used to approximate the Higgs boson
rest frame, which is not accessible due to the presence of undetected neutrinos in the 𝑂-lepton decays.

Figure 2 shows the normalised distribution of 𝑁→

CP for simulated 𝑅 ↑ 𝑂
+
𝑂
↓
↑ 𝑆

+
𝑆
↓
+ 2𝑇 events at the

generator level. The distribution peaks at 𝑁→

CP = 180↔ for a 𝐿𝑀-even (e.g. SM) Higgs boson, whereas for
the case of a pure 𝐿𝑀-odd Higgs boson, the distribution peaks at 𝑁→

CP = 0↔ and 360↔. The phase di!erence
between the 𝑁

→

CP distributions for two di!erent mixing scenarios is twice their 𝑈𝐿 di!erence.

The 𝑂-lepton-pair decay combinations used in the analysis and the respective methods for constructing
the 𝑁

→

CP observable are summarised in Table 2. The corresponding fraction of events relative to the total
from all possible di-𝑂 decay combinations is calculated from the single-𝑂-lepton decay mode branching
fractions in Table 1. Other decay combinations are not considered in this analysis because their respective
𝑁
→

CP observables perform relatively poorly in discriminating between di!erent 𝐿𝑀 scenarios.
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Figure 1: Illustration of the 𝑂-lepton decay planes for constructing the 𝑁→

CP observable in (a) 𝑅 ↑ 𝑂
+
𝑂
↓
↑ 𝑆

+
𝑆
↓
+2𝑇

decay using the impact parameter method, (b) 𝑅 ↑ 𝑂
+
𝑂
↓
↑ 𝑆

+
𝑆

0
𝑇𝑆

↓
𝑆

0
𝑇 using the 𝑃-decay plane method, and (c)

𝑅 ↑ 𝑂
+
𝑂
↓
↑ 𝑆

+
𝑆

0
𝑇𝑆

↓
𝑇 using the combined impact parameter and 𝑃-decay plane method. The decay planes are

spanned by the spatial momentum vector of the charged decay particle of the 𝑂-lepton (𝑆±) and either its impact
parameter n→± or the spatial momentum vector of the neutral decay particle of the 𝑂-lepton (𝑆0).
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Typically high pT(H) regions yield cleaner signals.  
Four signal regions and four control regions are defined: VBF (high and low VBF BDT), ggF 
(boosted and very boosted) 

3-prong decays and decays with multiple π0 are less sensitive to φ*CP. 
=> Decay mode, impact parameter significance and |y+y—| are used to categorise the signal in 
Low, Medium and High signal content 
With lep-had / had-had this gives 24 channels

12

Table 3: Summary of selection criteria for the VBF and Boost categories in this analysis. The criteria are common to
the 𝐿lep𝐿had and 𝐿had𝐿had decay channels.

VBF Boost

𝑀
𝐿2
T > 30 GeV

Not VBF
𝑀
𝑀𝑀

T > 100 GeV

𝑁 𝐿 𝐿 > 400 GeV
|ω𝑂 𝐿 𝐿 | > 3.0
𝑂 𝐿1 · 𝑂 𝐿2 < 0

Central 𝐿-leptons

Signal region (110 < 𝑁
MMC
𝑀𝑀

< 150 GeV)

VBF_1 VBF_0 Boost_1 Boost_0

BDT(VBF) > 0 BDT(VBF) < 0 ω𝑃𝑀𝑀 < 1.5 and ω𝑃𝑀𝑀 > 1.5 or
𝑀
𝑀𝑀

T > 140 GeV 𝑀
𝑀𝑀

T < 140 GeV

𝑄 → 𝐿𝐿 control region (60 < 𝑁
MMC
𝑀𝑀

< 110 GeV)

VBF_1 Z CR VBF_0 Z CR Boost_1 Z CR Boost_0 Z CR

Depending on the decay mode combination, di!erent additional selection criteria are applied to enhance the
sensitivity of the 𝑅

↑

CP construction method. The 𝑅
↑

CP from the IP method is less e!ective in discriminating
between di!erent 𝑆𝑀 values when the impact parameter vector has a magnitude smaller than, or similar to,
its resolution. The sensitivity of this method can be enhanced by using events with high significance of the
track impact parameter in the transverse plane, 𝑇sig

0 , defined as the transverse impact parameter 𝑇0 divided
by its resolution 𝑈(𝑇0). Events are therefore separated into two groups based on the value of |𝑇sig

0 | of the
lepton in 𝐿lep or the pion in 𝐿had. In the 𝑉 method, events with larger absolute values of the product |𝑊𝑁+𝑊𝑁↓ |
are more sensitive to 𝑆𝑀 . This quantity is also used to separate the events into two groups. In the case of
the combined IP–𝑉 method, the sensitivity of 𝑅↑

CP is enhanced by separating the events based on the values
|𝑇

sig
0 | and |𝑊

𝑁
|. For the IP–𝑋1 and 𝑉–𝑋1 methods the separation is based on |𝑊

𝑂1
± |. Details of the additional

selection criteria are summarised in Tables 4 and 5.

Among the 𝐿-lepton pair decays used in this analysis, the most sensitive (‘dominant’) decay mode
combinations are 1p0n–1p1n, 1p1n–1p1n, and 1p0n–1p0n in the 𝐿had𝐿had decay channel, and 𝑌–1p1n
and 𝑌–1p0n in the 𝐿lep𝐿had decay channel, while the other combinations involving 1pXn and 3p0n are
subdominant due to their weaker spin analysing power and smaller decay fractions. The events are therefore
divided into three groups, the ‘High’, ‘Medium’ and ‘Low’ signal regions, which characterise the di!erent
levels of sensitivity. Events satisfying the additional selection criteria for the dominant and subdominant
decay mode combinations define the High and Medium signal regions, respectively, while the rest are
grouped into the Low signal region. This allows the 𝑅

↑

CP distributions from the decay mode combinations
with similar sensitivity to 𝑍𝑎-mixing to be merged to increase the statistical precision of the distribution
templates within each signal region, allowing the use of finer binning in the 𝑅

↑

CP distributions for the
regions with better sensitivity. The splitting of the signal regions summarised in Tables 4 and 5 is applied
in each of the VBF and Boost categories (VBF_1, VBF_0, Boost_1 and Boost_0).

In this configuration, there are 12 signal regions in each of the 𝐿lep𝐿had and 𝐿had𝐿had decay channels, leading
to 24 signal regions in total. Each signal or control region is orthogonal to the others.
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Figure 5: One-dimensional likelihood scan of the 𝐿𝑀-mixing angle 𝑁𝐿 . The observed (expected) value of 𝑁𝐿 is
9→ ± 16→ (0→ ± 28→) at the 68% confidence level (CL), and ±34→ (+75→

↑70→) at the 2𝑂 level. The 𝐿𝑀-odd hypothesis is
rejected at the 3.4𝑂 (2.1𝑂 expected) level.
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Figure 4: Post-fit distributions of 𝑀→

CP in the signal regions (SRs), showing (a) 𝐿lep𝐿had High SR, (b) 𝐿had𝐿had High SR,
(c) 𝐿lep𝐿had Medium SR, (d) 𝐿had𝐿had Medium SR, (e) 𝐿lep𝐿had Low SR, and (f) 𝐿had𝐿had Low SR. The 𝑀

→

CP bins are
counted incrementally through all VBF and Boost categories and cover the range [0, 360]↑ for each category. The
best-fit 𝑁 ↓ 𝐿𝐿 signal is shown in solid pink, while the red and green lines indicate the predictions for the pure
𝑂𝑃-even (scalar, SM) and pure CP-odd (pseudoscalar) hypotheses, respectively, scaled to the predicted signal yield.
‘Other backgrounds’ include 𝑄 , diboson, top, 𝑅 ↓ 𝑆𝑆 and 𝑁 ↓ 𝑄𝑄

→. The hatched uncertainty band includes all
sources of uncertainty after the fit to data.
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Figure 4: Post-fit distributions of 𝑀→

CP in the signal regions (SRs), showing (a) 𝐿lep𝐿had High SR, (b) 𝐿had𝐿had High SR,
(c) 𝐿lep𝐿had Medium SR, (d) 𝐿had𝐿had Medium SR, (e) 𝐿lep𝐿had Low SR, and (f) 𝐿had𝐿had Low SR. The 𝑀

→

CP bins are
counted incrementally through all VBF and Boost categories and cover the range [0, 360]↑ for each category. The
best-fit 𝑁 ↓ 𝐿𝐿 signal is shown in solid pink, while the red and green lines indicate the predictions for the pure
𝑂𝑃-even (scalar, SM) and pure CP-odd (pseudoscalar) hypotheses, respectively, scaled to the predicted signal yield.
‘Other backgrounds’ include 𝑄 , diboson, top, 𝑅 ↓ 𝑆𝑆 and 𝑁 ↓ 𝑄𝑄

→. The hatched uncertainty band includes all
sources of uncertainty after the fit to data.
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Results for the 4 signal regions in the 
“High” category for lep-had and had 
- had decays 
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Figure 6: A 2D likelihood scan of the observed signal strength 𝐿𝐿𝐿 versus the 𝑀𝑁-mixing angle 𝑂𝐿 . The 1𝑃 and 2𝑃
confidence regions are shown.
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Figure 7: Combined post-fit distribution of 𝑄→

CP from all signal regions in both the 𝑅lep𝑅had and 𝑅had𝑅had channels.
Events are weighted with ln(1 + 𝑆/𝑇) for the corresponding signal region. The background is subtracted from data.
The best-fit 𝑈 ↑ 𝑅𝑅 signal is shown in solid pink, while the red and green lines indicate the predictions for the pure
𝑀𝑁-even (scalar, SM) and pure CP-odd (pseudoscalar) hypotheses, respectively, all scaled to the best-fit 𝑈 ↑ 𝑅𝑅

signal yield. The hatched uncertainty band includes all sources of uncertainty after the fit to data, and represents the
same uncertainty in the total signal and background predictions as in Figure 4.
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ln(1+S/B) weighted events for all 
signal regions and channels after 
background subtraction.

Likelihood scan for φτ
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ωobs
ω = 9o ± 16o

ωexp
ω = 0o ± 28o

The analysis statistically 
limited. 
Main systematic 
uncertainties are jet energy 
scale (3.40) and jet energy 
resolution (2.50) 
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VH → cc

H → cc is challenging and has not been observed yet. 

https://arxiv.org/abs/2201.11428  ATLAS direct VH → cc   139 ifb   

2015-2018     26 (31) ✖  SM    superseded by 
https://arxiv.org/abs/2410.19611  ATLAS    VH → cc / bb + X   140ifb  

 2015-2018  11.5 (10.6) ✖  SM  (est. VH → bb) 
https://arxiv.org/abs/2511.21911v1 ATLAS  VBF H → cc, H → bb,  

37.5 + 51.5 ifb Run 2/3, 41 (28) ✖  SM  

The branching fraction H → cc is 3% 
2nd generation particle 
Important for understanding the Yukawa coupling. 
Associated production (VH) for best identification: 
• W boson with e, μ or τ in the final state 
• Z boson with ee, μμ or νν in the final state 
• Categorised as 0-, 1-, or 2-leptons
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VH → cc

The VH → bb / cc analyses are performed together, allowing for a quasi-continuous jet tagging: 

The flavour tagging algorithm is a deep learning NN that  
combines multiple algorithms 

Signal region: at least 1 loose (CL) and 1 tight (CT) c-tagged jet 
Control region: 1 loose and 1 non-tagged jet. 
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c-e!ciency

B

C

Figure 1: A schematic of the flavour tagging regions as used in the resolved regime. The e!ciencies for the various jet
flavours in the various regions are extracted from a simulated 𝐿𝐿 sample following the procedure detailed in Ref. [104].

Small-𝑀 jets2 are formed using objects from a particle-flow (PFlow) algorithm [98], which combines energy
deposits in the calorimeter with inner detector tracks. The PFlow objects are combined into jets using the
anti-𝑁𝐿 algorithm [99, 100] with a radius parameter 𝑀 = 0.4. These jets are then initially calibrated to the
particle level by applying a jet energy scale derived from simulation with in situ corrections based on the
methodology derived in Ref. [101]. Central jets, i.e. those with |𝑂 | < 2.5, are required to have 𝑃T > 20 GeV
while forward jets (2.5 < |𝑂 | < 4.5) must satisfy the 𝑃T > 30 GeV requirement. A jet-vertex-tagging
technique using a multivariate likelihood [102, 103] is applied to central (forward) jets with 𝑃T < 60 GeV
(120 GeV) to suppress jets that are not associated with the event’s primary vertex.

Simulated jets are labelled as 𝑄, 𝑅 or 𝑆had by matching a 𝑄- or 𝑅-hadron or 𝑆-lepton having 𝑃T → 5 GeV
within a cone of ω𝑀 = 0.3 [104] around the jet axis; the matching procedure prioritises 𝑄-hadrons over
𝑅-hadrons and 𝑆-leptons, and 𝑅-hadrons over 𝑆-leptons. Jets without a valid match are labelled as light
(𝑇) jets. The DL1r flavour tagger [104] computes for each jet the probability of containing a 𝑄-hadron, a
𝑅-hadron or being an 𝑇-jet (𝑃𝑀, 𝑃𝑁, 𝑃𝑂); these probabilities are combined to define dedicated one-dimensional
discriminants optimised to select 𝑄-jets (𝑈DL1r

3) and 𝑅-jets (𝑈𝑁

DL1r
4).

Central jets are then classified as either 𝑄-tagged, 𝑅-tagged or non-tagged in a scheme that is specifically
designed for this analysis and is illustrated in Figure 1. Any jet that satisfies the 70% 𝑄-tagging operating
point of the 𝑈DL1r discriminant (𝑄-70%) [104] is classified as 𝑄-tagged. Jets that do not fall into this
category are classified as 𝑅-tagged if they satisfy the a 𝑈

𝑁

DL1r discriminant working point designed to have
a 45% e!ciency for 𝑅-jets. All other jets are classified as non-tagged. Jets that are 𝑅-tagged are further
subdivided into loose and tight categories. In the 𝐿𝐿 simulation the fraction of 𝑄, 𝑅, 𝑇, and 𝑆had jets that
satisfy the 𝑄-tagging selection is 69%, 7.9%, 0.18%, and 2.2% respectively. The corresponding fractions
that satisfy the exclusive loose 𝑅-tagging selection are 11%, 21%, 6.5%, and 19% respectively, while those
that satisfy the tight are 4.8%, 24%, 0.9%, and 20% respectively. A tighter 60% 𝑄-tagging working point
is also used in the multi-variate analysis (MVA) as described in Section 6. The tagging e!ciencies are

2 Unless explicitly stated the term ‘jet’ refers to small-𝑀 jets.
3
𝑈DL1r =ln (𝑃

𝑀
/( 𝑉𝑁 · 𝑃𝑁 + (1 ↑ 𝑉𝑁) · 𝑃𝑂)) with 𝑉𝑁 = 0.018.

4
𝑈
𝑁

DL1r =ln (𝑃𝑁/( 𝑉𝑀 · 𝑃
𝑀
+ (1 ↑ 𝑉

𝑀
) · 𝑃

𝑂
)) with 𝑉

𝑀
= 0.3.
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Figure 2: A representation of the analysis regions in the resolved regime as defined by the tagging requirements for
the Higgs boson jet candidates. The bold outline signifies the categories used in the SRs. The green regions are used
in the Hbb category, the blue regions are used in the Hcc category, and the orange regions are used in the Top CRs,
as defined in the text. Events in the grey categories are not used in the analysis.

define dedicated CRs (see Section 5.2). The Higgs boson candidate jets 𝐿1 and 𝐿2 are the two 𝑀-tagged
jets with the highest 𝑁T or, for the CTN and CLN categories, the 𝑀-tagged jet and the leading non-tagged
central jet. In the SRs, the CTCT and CTCL categories are combined into a CTC category and the flavour
tagging scores of the jets are used in the boosted-decision-tree (BDT) training to further improve the
signal-to-background separation as explained in Section 6. A further category, in which the event contains
a 𝑂-tagged jet and a tight 𝑀-tagged jet (BCT), is used to define a CR as described below. A representation
of the various analysis regions as a function of the tagging requirements for the Higgs boson jet candidates
is shown in Figure 2.

The resolved regimes require 𝑃𝐿 > 50 GeV and the angular separation of the two Higgs boson candidate
jets ω𝑄( 𝜴1, 𝜴2) < 𝑅 to remove events with back-to-back jets that are far away from the signal regions; the
leading jet of the pair is further required to have 𝑁T > 45 GeV.

In the boosted Hbb regime the Higgs boson is reconstructed from the large-𝑄 jet with the highest 𝑁T. This
jet must have mass greater than 50 GeV and at least two matched track-jets. Exactly two of the three leading
matched track-jets ordered in 𝑁T must be 𝑂-tagged and are labelled 𝐿1 and 𝐿2 with the remaining track-jet
labelled 𝐿3 if present.

A dedicated event selection is then applied in each lepton channel with the aim to profit from the particular
event topology to reduce key background contributions; the selection is optimised independently for the
resolved and boosted regimes.

0-lepton channel: High 𝑆
miss
T in mult!et events typically arises from mismeasured jets in the calorimeters;

such events are e"ciently removed by requirements on: the minimum azimuthal di#erence between E
miss
T

and any jet min [ω𝑇(Emiss
T , 𝜴𝜴)] > 20→ (30→) for 2 jet (↑ 3 jet and boosted) events; the azimuthal di#erence

between E
miss
T and 𝜶, ω𝑇(Emiss

T ,𝜶) > 120→; and the azimuthal di#erence between the two jets forming the

10
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Categories for type of c-tag (5), number of leptons (3), pT(V) (3) and number of additional jets (3) 
SR / CR defined by ΔR of the jets 
Just to give an impression how many categories are being used: 

Each signal region has typically 2 BDTs for S/B separation:  
• BDTVH : separation of Higgs signal from background 
• BDTVZ : identification of di-boson background (used for validation of the analysis)
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BDTVH output for 2 SR:          
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Figure 8: The BDT𝐿𝑀 post-fit distributions in the (a) 150 GeV < 𝐿
𝐿

T < 250 GeV and (b) 250 GeV < 𝐿
𝐿

T < 400 GeV
signal regions of the Hcc CTC category in the 0-lepton, (c) 75 GeV < 𝐿

𝐿

T < 150 GeV, (d) 150 GeV < 𝐿
𝐿

T < 250 GeV
and (e) 250 GeV < 𝐿

𝐿

T < 400 GeV in the 1-lepton and (f) 75 GeV < 𝐿
𝐿

T < 150 GeV, (g) 150 GeV < 𝐿
𝐿

T < 250 GeV
and (h) 250 GeV < 𝐿

𝐿

T < 400 GeV in the 2-lepton channel for events with 2 jets. The background contributions
after the 𝑀𝑁 fit are shown as filled histograms. The 𝑀𝑁, 𝑁 → 𝑂𝑂 signal and the contribution from 𝑀𝑁, 𝑁 → 𝑃𝑃̄

are shown unstacked as unfilled histograms, scaled by the factor indicated in the legend. The size of the combined
statistical and systematic uncertainties for the sum of the fitted signal and background (S+B) are indicated by the
hatched band. The ratios of the data to the sum of the fitted signal and background are shown in the lower panel.
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Figure 10: The fitted values of the 𝐿𝑀 signal strengths for the (a) 𝑀 → 𝑁𝑁̄ and (b) 𝑀 → 𝑂𝑂 processes. The values for
the 𝑃𝑀 and 𝑀𝑀 signal strengths are obtained from a simultaneous fit with the signal strengths for each of the 𝑃𝑀

and 𝑀𝑀 processes floating independently for the two decay modes.

10.1 Diboson signal strength measurements

Measurements of𝐿𝑀 production, which are used to validate the Higgs boson analysis, yield signal strengths
of

𝑄
𝐿𝐿

𝑀𝑁
= 0.92+0.13

↑0.11 = 0.92 ± 0.05 (Stat.)+0.12
↑0.10 (Syst.),

𝑄
𝑂𝑂

𝑀𝑁
= 0.98+0.25

↑0.22 = 0.98 ± 0.13 (Stat.)+0.22
↑0.18 (Syst.),

in good agreement with the SM predictions. The correlation between the two measurements is +46%
primarily driven by signal modelling uncertainties, which also represent the leading contribution to
the overall uncertainty. For the 𝐿𝑀 , 𝑀 → 𝑂𝑂 process, the observed (expected) significance over the
background-only prediction is 5.2 (5.3) standard deviations. The 𝐿𝑀 , 𝑀 → 𝑁𝑁̄ process is observed with a
significance greater than 10 standard deviations. A fit is also performed with separate signal strengths for
the 𝑃𝑀 and 𝑀𝑀 processes in the two decay modes of the 𝑀 boson; the results are shown in Figure 10. The
𝑃𝑀 , 𝑀 → 𝑁𝑁̄ process is observed (expected) at 6.4 (6.5) standard deviations, while the significance is
greater than 10 standard deviations for 𝑀𝑀 , 𝑀 → 𝑁𝑁̄. Evidence for both 𝑃𝑀 and 𝑀𝑀 with 𝑀 → 𝑂𝑂 is found
with an observed (expected) significance of 3.9 (2.7) and 3.1 (4.3) standard deviations respectively.

10.2 𝜴𝜶 signal strength measurements

The measured signal strength for the 𝑅 → 𝑁𝑁̄ and 𝑅 → 𝑂𝑂 signals are:

𝑄
𝐿𝐿

𝑀𝑃
= 0.92+0.16

↑0.15 = 0.92 ± 0.10 (Stat.)+0.13
↑0.11 (Syst.),

𝑄
𝑂𝑂

𝑀𝑃
= 1.0+5.4

↑5.2 = 1.0+4.0
↑3.9 (Stat.)+3.7

↑3.5 (Syst.).

The results are shown in Figure 11 together with the expected and observed 68% and 95% CL contours.
Both measurements show good agreement with the SM and their correlation is +5%.
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Figure 11: The observed (solid lines) and expected (dashed lines) 68% and 95% CL contours of the 𝐿𝑀, 𝑀 → 𝑁𝑁̄

and 𝐿𝑀, 𝑀 → 𝑂𝑂 signal strengths, along with their best-fit values.
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Figure 12: The fitted values of the 𝑃𝑀, 𝑀 → 𝑁𝑁̄ and 𝑄𝑀, 𝑀 → 𝑁𝑁̄ signal strengths, along with their combination.

The measurement of 𝑅𝐿𝐿
𝑀𝑁

has an observed (expected) significance of 7.4 (8.0) standard deviations. The
measured 𝑀 → 𝑁𝑁̄ signal strengths of the 𝑃𝑀 and 𝑄𝑀 processes separately are shown in Figure 12,
in agreement with the SM predictions. The 𝑄𝑀, 𝑀 → 𝑁𝑁̄ measurement has an observed (expected)
significance of 4.9 (5.6) standard deviations, while the observed (expected) significance for 𝑃𝑀, 𝑀 → 𝑁𝑁̄

is 5.3 (5.5) standard deviations. This is the first observation of the 𝑃𝑀, 𝑀 → 𝑁𝑁̄ process.

The e!ects of systematic uncertainties in the measurement of the 𝐿𝑀, 𝑀 → 𝑁𝑁̄, 𝑃𝑀, 𝑀 → 𝑁𝑁̄,
𝑄𝑀, 𝑀 → 𝑁𝑁̄ and 𝐿𝑀, 𝑀 → 𝑂𝑂 signal strengths are shown in Table 7. The impact of a set of systematic
uncertainties is defined as the di!erence in quadrature between the uncertainty in 𝑅 computed when all NPs
are fitted and that when the NPs in the set are fixed to their best-fit values. The total statistical uncertainty
is defined as the uncertainty on 𝑅 when all the NPs are fixed to their best-fit values. The total systematic
uncertainty is defined as the di!erence in quadrature between the total uncertainty in 𝑅 and the total
statistical uncertainty.
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Figure 13: The observed and expected 95% CL upper limits on the 𝐿𝑀, 𝑀 → 𝑁𝑁 signal strength in each lepton
channel and for the combined fit. The single-channel limits are obtained in a fit in which each channel has a separate
𝐿𝑀, 𝑀 → 𝑁𝑁 signal strength. A single parameter of interest is used in both fits for the 𝐿𝑀, 𝑀 → 𝑂𝑂̄ signal strength.

to constrain the top(𝑂𝑃) background. Additional reasons for the improved performance are more precise
flavour tagging and jet calibrations, larger signal-background separation of re-optimised BDTs, improved
boosted 𝑀 → 𝑂𝑂̄ reconstruction and identification, and up to a 50% increase in the e!ective size of the
MC simulated samples primarily in the 𝐿+jets background.

The 𝑄
𝐿𝐿

𝑀𝑁
result corresponds to an observed upper limit of 11.5 times the SM predictions at 95% CL, while

a limit of 10.6 is expected in the case of no 𝑀 → 𝑁𝑁 process. The upper limits at 95% CL on 𝐿𝑀, 𝑀 → 𝑁𝑁

for each individual channel and the combinations are shown in Figure 13. The impacts of statistical
and systematic uncertainties in the observed signal strength for 𝐿𝑀, 𝑀 → 𝑁𝑁 are at a similar level. The
modelling of the 𝐿+jets background, jet and flavour tagging related calibration and the impact of the finite
size of the MC samples have comparable e!ects. The expected sensitivity has improved by roughly a factor
of three compared with the previous iteration of the analysis [38]. Several interconnected factors contribute
to this. The improved flavour tagging algorithms reduced the contamination of non 𝑁-jet background by
roughly 40% while maintaining the same signal e"ciency; at the same time the usage of an additional
looser working point allows the signal acceptance to be increased, while maintaining the background
contamination under control. The combined e!ect of the new working points and event classification is
estimated as a 25% improvement on the previous result. A more e"cient generator set-up for 𝐿+ jets
events, bringing up to a factor of five times more e!ective statistics, and the more advanced technique
to parameterise the tagging probabilities has significantly reduced the uncertainty due to the finite size
of the MC simulated samples. Furthermore, an additional 40% improvement in the expected sensitivity
is obtained by deploying a multivariate discriminant over using the d#et invariant mass as fit variable.11

Finally, fitting the normalisation of the 𝐿+ hf components in Hbb and Hcc categories simultaneously
reduces the related modelling uncertainties by up to a factor of two, improving the expected sensitivity by
6%.

11 In the current configuration, the BDT is further using flavour tagging information and has the capability to separate CTCT and
CTCL events.

34

3.9 σ  

3.1 σ  

5.2 σ 

0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2
bb
VZ
µ

b b→Comb. VZ, Z

b b→ZZ, Z

b b→WZ, Z

0.11−
+0.13  0.92    , 0.05−

+0.05                               0.10−
+0.12                                          (           )         

0.14−
+0.16  0.81    , 0.06−

+0.06                               0.12−
+0.15                                          (           )         

0.20−
+0.24  1.00    , 0.09−

+0.09                               0.18−
+0.22                                          (           )         

  Tot. ( Stat., Syst. )Total unc Stat. unc

ATLAS -1=13 TeV, 140 fbs, c/cb b→VZ, Z

(a)

0.5 1 1.5 2 2.5 3 3.5 4
cc
VZ
µ

c c→Comb. VZ, Z

c c→ZZ, Z

c c→WZ, Z

0.22−
+0.25  0.98    , 0.13−

+0.13                               0.18−
+0.22                                          (           )         

0.24−
+0.28  0.71    , 0.17−

+0.17                               0.18−
+0.22                                          (           )         

0.41−
+0.48  1.46    , 0.24−

+0.24                               0.34−
+0.42                                          (           )         

  Tot. ( Stat., Syst. )Total unc Stat. unc

ATLAS -1=13 TeV, 140 fbs, c/cb b→VZ, Z

(b)

Figure 10: The fitted values of the 𝐿𝑀 signal strengths for the (a) 𝑀 → 𝑁𝑁̄ and (b) 𝑀 → 𝑂𝑂 processes. The values for
the 𝑃𝑀 and 𝑀𝑀 signal strengths are obtained from a simultaneous fit with the signal strengths for each of the 𝑃𝑀

and 𝑀𝑀 processes floating independently for the two decay modes.

10.1 Diboson signal strength measurements

Measurements of𝐿𝑀 production, which are used to validate the Higgs boson analysis, yield signal strengths
of

𝑄
𝐿𝐿

𝑀𝑁
= 0.92+0.13

↑0.11 = 0.92 ± 0.05 (Stat.)+0.12
↑0.10 (Syst.),

𝑄
𝑂𝑂

𝑀𝑁
= 0.98+0.25

↑0.22 = 0.98 ± 0.13 (Stat.)+0.22
↑0.18 (Syst.),

in good agreement with the SM predictions. The correlation between the two measurements is +46%
primarily driven by signal modelling uncertainties, which also represent the leading contribution to
the overall uncertainty. For the 𝐿𝑀 , 𝑀 → 𝑂𝑂 process, the observed (expected) significance over the
background-only prediction is 5.2 (5.3) standard deviations. The 𝐿𝑀 , 𝑀 → 𝑁𝑁̄ process is observed with a
significance greater than 10 standard deviations. A fit is also performed with separate signal strengths for
the 𝑃𝑀 and 𝑀𝑀 processes in the two decay modes of the 𝑀 boson; the results are shown in Figure 10. The
𝑃𝑀 , 𝑀 → 𝑁𝑁̄ process is observed (expected) at 6.4 (6.5) standard deviations, while the significance is
greater than 10 standard deviations for 𝑀𝑀 , 𝑀 → 𝑁𝑁̄. Evidence for both 𝑃𝑀 and 𝑀𝑀 with 𝑀 → 𝑂𝑂 is found
with an observed (expected) significance of 3.9 (2.7) and 3.1 (4.3) standard deviations respectively.

10.2 𝜴𝜶 signal strength measurements

The measured signal strength for the 𝑅 → 𝑁𝑁̄ and 𝑅 → 𝑂𝑂 signals are:

𝑄
𝐿𝐿

𝑀𝑃
= 0.92+0.16

↑0.15 = 0.92 ± 0.10 (Stat.)+0.13
↑0.11 (Syst.),

𝑄
𝑂𝑂

𝑀𝑃
= 1.0+5.4

↑5.2 = 1.0+4.0
↑3.9 (Stat.)+3.7

↑3.5 (Syst.).

The results are shown in Figure 11 together with the expected and observed 68% and 95% CL contours.
Both measurements show good agreement with the SM and their correlation is +5%.
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Conclusion

The di-tau final state developed into a precision tool 
• Various tests of the SM are possible 

• Higgs Yukawa couplings 
• VBF production kinematics 
• Higgs couplings at the production vertex 
• CP properties 

Charm final state is still a factor of ~10 away from a measurement (as opposed to limit) 
Stay tuned for HL LHC!
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