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Fig. 4. (a) The measured cross section in bins of pZ
T for Z/γ ∗ + jet + X events.

Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.

Table 7
The measured cross section in bins of pZ

T for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.

pZ
T

(GeV)
Bin ctr.
(GeV)

dσ /dpZ
T

(pb/GeV)
δσstat.
(%)

δσsyst.
(%)

δσtotal
(%)

0–10 5.2 0.0410 5.6 18.5 20.1
10–18 14.5 0.151 4.4 15.0 17.0
18–26 21.7 0.448 2.5 9.5 12.6
26–35 31.5 0.525 2.5 6.8 10.8
35–45 39.8 0.342 2.3 2.2 8.6
45–60 52.1 0.179 2.9 4.9 9.8
60–80 69.3 0.0748 3.7 4.6 9.9
80–120 97.3 0.0233 5.8 3.0 10.3

120–200 148.6 0.00309 10.8 6.7 15.0

lies between the LO and NLO pQCD prediction. The shapes of the
data distributions are generally well described by alpgen, except
at low pZ

T . There is also indication that the jet rapidity distribution
is narrower in alpgen than in data, NLO pQCD, sherpa and pythia.
Comparisons to the other event generators show that sherpa has
a slope in pjet

T and pZ
T relative to the data, with more events at

high pT compared to low pT ; pythia shows the opposite behav-
ior. This measurement tests the current best predictions for heavy
boson + jet production at hadron colliders. As the data are fully
corrected for instrumental effects, they can be directly used in

Fig. 5. (a) The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events.
Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.

Table 8
The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.

|yZ | Bin
center

dσ /d|yZ |
(pb)

δσstat.
(%)

δσsyst.
(%)

δσtotal
(%)

0.0–0.2 0.099 17.15 2.7 6.5 10.6
0.2–0.4 0.308 17.33 2.7 5.7 10.2
0.4–0.6 0.504 16.32 3.0 7.1 11.1
0.6–0.8 0.708 14.47 3.2 6.4 10.7
0.8–1.0 0.890 11.88 3.7 4.5 9.9
1.0–1.2 1.10 8.17 4.2 9.0 12.7
1.2–1.4 1.30 5.57 4.6 5.2 10.6
1.4–1.6 1.50 2.54 8.2 9.6 14.9
1.6–1.8 1.68 0.17 17.0 23.6 30.2

testing and improving the existing event generators, or any future
calculations and models.
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Fig. 4. (a) The measured cross section in bins of pZ
T for Z/γ ∗ + jet + X events.

Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.
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Fig. 5. (a) The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events.
Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
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Table 8
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Fig. 1. The migration matrix for leading pjet
T . Element i, j is the probability for a

particle jet in pT bin i to be measured in pT bin j, represented by the area of each
box. Each row sums to unity.

measured jets with pJET
T > 20 GeV include significant contributions

from particle jets with lower pjet
T . To study this effect, jets at the

particle level are reconstructed to very low pT (3 GeV).
We next describe the process of correcting the pT distribu-

tion of the leading (in pT ) jet from the measured level to the
particle level; the treatment of pZ

T is very similar. The main com-
plexity in the jet pT corrections arises from the experimental pT
resolution affecting the relationship between particle jets and the
corresponding jets reconstructed in the detector. First, the finite
energy resolution can change the pT ordering of jets between the
particle level and detector level. To account for this we correct
the measured pJET

T distribution to remove leading measured jets
matched to sub-leading particle jets, based on a study of simulated
events. Here we also remove measured jets arising from additional
collisions in the event, modeled by the random bunch crossings
from real data overlaid on the simulation. This combined correc-
tion averages (11.8±0.2)%, varying from (33.8±0.2)% in the range
15 < pJET

T < 20 GeV, to (3.1 ± 0.1)% for pJET
T > 50 GeV. The sec-

ond effect of the resolution results in some jets from a given pjet
T

bin being measured in a different pJET
T bin. This effect is mitigated

to a degree by the choice of binning for the measurement: bins
are taken to be wider than the detector resolution and to con-
tain a sufficient number of events so that statistical fluctuations
do not dominate the final uncertainty on each bin. Studying the
pjet
T and the corresponding measured pJET

T for jets in the full de-
tector simulation allows the remaining effect to be parameterized
in a “migration matrix” (see Fig. 1), with element i, j being the
probability for a particle jet in pjet

T bin i to be measured in pJET
T

bin j. The data distribution is then corrected using a regularized
inversion of this matrix [15], with the constraint that the result-
ing distribution does not have large second derivatives. Including
the reconstructed jets with 15 < pJET

T < 20 GeV in the matrix fur-

ther constrains the effects of lower pjet
T particle jets fluctuating up

in reconstructed pJET
T . Finally, the distribution is corrected for effi-

ciency and acceptance calculated from simulation, then divided by
the bin widths and integrated luminosity to yield the differential
cross section.

Uncertainties on the differential cross section are derived em-
pirically through ensemble tests. A set of 100 ensembles of the
same size as the data set are drawn from a pythia sample. To re-
produce the pjet

T distribution in data, the pythia pjet
T spectrum is

re-weighted using a function derived from the corrected data and

a large (2.5 million events) independent pythia sample. Applying
this function to the ensembles reproduces the data pjet

T distribu-
tion while retaining realistic statistical fluctuations. The measured
distribution in each ensemble is then corrected in the same way as
the data. Uncertainties are extracted by taking the fractional differ-
ence between the fully corrected distribution and the actual pjet

T
distribution in each ensemble. The systematic uncertainty is the
mean fractional difference in each pjet

T bin over all 100 ensembles;
the statistical uncertainty is the RMS around the mean. These sta-
tistical uncertainties account for the statistics in each measured
bin, and the effects on those statistics of migrations between bins.
The systematic uncertainties are typically below 2%, and the statis-
tical uncertainty in each bin varies from 2% at low pjet

T to 11% at

high pjet
T .

Further systematic uncertainties are then assessed. Varying the
re-weighting function used in generating the ensembles produces
uncertainties at the 3% level, mostly at low pjet

T due to the weaker
constraints on the particle jet spectrum below the measured re-
gion. Studies of the jet resolution and reconstruction efficiency
show small effects, and larger (! 3%) effects are seen by varying
the jet energy scale within uncertainties in the data and simula-
tion. All other systematic uncertainties studied produced negligible
effects. No strong correlations are observed between the various
sources of uncertainty, and the individual contributions are com-
bined in quadrature to obtain the total systematic uncertainty.

The pZ
T distribution is corrected using the same approach, em-

ploying a regularized inversion of the migration matrix with un-
certainties derived from ensemble testing; in this case, the muon
pT resolution is the source of migration. Along with the sources
of systematic uncertainty considered for the leading jet pT , the
uncertainty on the agreement between the muon resolution in
simulation and data is also considered. Varying the resolution in
simulation within uncertainties produces effects below (2–3)% on
the differential cross section. Varying the jet energy scale pro-
duces systematic effects of up to 10% in the region of pZ

T < 20 GeV,

which is sensitive to jets close to the reconstructed pJET
T cutoff.

The measurements of yZ and yjet are significantly less chal-
lenging, and the method used on these variables is covered briefly.
These distributions do not suffer from significant resolution effects
on the rapidity measurement, but still need to be corrected for ef-
ficiency and acceptance. To do this, the ratio of particle level to
measured events in each bin is calculated in simulation and ap-
plied to the measured data distribution. Ensemble testing is then
used to measure the uncertainties, with the same sources as the
pjet
T and pZ

T measurements respectively. Including the jet system-

atics covers the correlations between the rapidity and pjet
T distri-

butions, taking into account changes in the rapidity distributions
as events enter or leave the sample due to jet migrations across
the pJET

T selection of 20 GeV. As the distributions are symmetric
around zero, |y| is measured in both cases to increase the statis-
tics in each bin.

Integrating over any of the differential cross sections yields the
Z/γ ∗(→ µµ) + jet + X cross section, which we measure to be
18.7± 0.2(stat.) ± 0.8(syst.) ± 0.9(muon) ± 1.1(lumi.) pb, with the
following requirements: all boson properties are calculated from
the muons after QED FSR, and the muons are required to have
|y| < 1.7 and dimuon mass 65 < Mµµ < 115 GeV; particle jets
are reconstructed using the DØ Run II midpoint algorithm with
a splitting/merging fraction of 0.5 and a cone size of "R = 0.5 on
all final state particles except the Z/γ ∗ decay products and any
FSR photons from the muons, and are required to have |yjet| < 2.8
and pjet

T > 20 GeV. The quoted muon uncertainty covers the muon
identification and trigger efficiency determination. Different defi-
nitions of observables complicate comparisons, but this represents
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Fig. 4. (a) The measured cross section in bins of pZ
T for Z/γ ∗ + jet + X events.

Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.

Table 7
The measured cross section in bins of pZ

T for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.

pZ
T

(GeV)
Bin ctr.
(GeV)

dσ /dpZ
T

(pb/GeV)
δσstat.
(%)

δσsyst.
(%)

δσtotal
(%)

0–10 5.2 0.0410 5.6 18.5 20.1
10–18 14.5 0.151 4.4 15.0 17.0
18–26 21.7 0.448 2.5 9.5 12.6
26–35 31.5 0.525 2.5 6.8 10.8
35–45 39.8 0.342 2.3 2.2 8.6
45–60 52.1 0.179 2.9 4.9 9.8
60–80 69.3 0.0748 3.7 4.6 9.9
80–120 97.3 0.0233 5.8 3.0 10.3

120–200 148.6 0.00309 10.8 6.7 15.0

lies between the LO and NLO pQCD prediction. The shapes of the
data distributions are generally well described by alpgen, except
at low pZ

T . There is also indication that the jet rapidity distribution
is narrower in alpgen than in data, NLO pQCD, sherpa and pythia.
Comparisons to the other event generators show that sherpa has
a slope in pjet

T and pZ
T relative to the data, with more events at

high pT compared to low pT ; pythia shows the opposite behav-
ior. This measurement tests the current best predictions for heavy
boson + jet production at hadron colliders. As the data are fully
corrected for instrumental effects, they can be directly used in

Fig. 5. (a) The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events.
Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.

Table 8
The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.

|yZ | Bin
center

dσ /d|yZ |
(pb)

δσstat.
(%)

δσsyst.
(%)

δσtotal
(%)

0.0–0.2 0.099 17.15 2.7 6.5 10.6
0.2–0.4 0.308 17.33 2.7 5.7 10.2
0.4–0.6 0.504 16.32 3.0 7.1 11.1
0.6–0.8 0.708 14.47 3.2 6.4 10.7
0.8–1.0 0.890 11.88 3.7 4.5 9.9
1.0–1.2 1.10 8.17 4.2 9.0 12.7
1.2–1.4 1.30 5.57 4.6 5.2 10.6
1.4–1.6 1.50 2.54 8.2 9.6 14.9
1.6–1.8 1.68 0.17 17.0 23.6 30.2

testing and improving the existing event generators, or any future
calculations and models.
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Fig. 1. The migration matrix for leading pjet
T . Element i, j is the probability for a

particle jet in pT bin i to be measured in pT bin j, represented by the area of each
box. Each row sums to unity.

measured jets with pJET
T > 20 GeV include significant contributions

from particle jets with lower pjet
T . To study this effect, jets at the

particle level are reconstructed to very low pT (3 GeV).
We next describe the process of correcting the pT distribu-

tion of the leading (in pT ) jet from the measured level to the
particle level; the treatment of pZ

T is very similar. The main com-
plexity in the jet pT corrections arises from the experimental pT
resolution affecting the relationship between particle jets and the
corresponding jets reconstructed in the detector. First, the finite
energy resolution can change the pT ordering of jets between the
particle level and detector level. To account for this we correct
the measured pJET

T distribution to remove leading measured jets
matched to sub-leading particle jets, based on a study of simulated
events. Here we also remove measured jets arising from additional
collisions in the event, modeled by the random bunch crossings
from real data overlaid on the simulation. This combined correc-
tion averages (11.8±0.2)%, varying from (33.8±0.2)% in the range
15 < pJET

T < 20 GeV, to (3.1 ± 0.1)% for pJET
T > 50 GeV. The sec-

ond effect of the resolution results in some jets from a given pjet
T

bin being measured in a different pJET
T bin. This effect is mitigated

to a degree by the choice of binning for the measurement: bins
are taken to be wider than the detector resolution and to con-
tain a sufficient number of events so that statistical fluctuations
do not dominate the final uncertainty on each bin. Studying the
pjet
T and the corresponding measured pJET

T for jets in the full de-
tector simulation allows the remaining effect to be parameterized
in a “migration matrix” (see Fig. 1), with element i, j being the
probability for a particle jet in pjet

T bin i to be measured in pJET
T

bin j. The data distribution is then corrected using a regularized
inversion of this matrix [15], with the constraint that the result-
ing distribution does not have large second derivatives. Including
the reconstructed jets with 15 < pJET

T < 20 GeV in the matrix fur-

ther constrains the effects of lower pjet
T particle jets fluctuating up

in reconstructed pJET
T . Finally, the distribution is corrected for effi-

ciency and acceptance calculated from simulation, then divided by
the bin widths and integrated luminosity to yield the differential
cross section.

Uncertainties on the differential cross section are derived em-
pirically through ensemble tests. A set of 100 ensembles of the
same size as the data set are drawn from a pythia sample. To re-
produce the pjet

T distribution in data, the pythia pjet
T spectrum is

re-weighted using a function derived from the corrected data and

a large (2.5 million events) independent pythia sample. Applying
this function to the ensembles reproduces the data pjet

T distribu-
tion while retaining realistic statistical fluctuations. The measured
distribution in each ensemble is then corrected in the same way as
the data. Uncertainties are extracted by taking the fractional differ-
ence between the fully corrected distribution and the actual pjet

T
distribution in each ensemble. The systematic uncertainty is the
mean fractional difference in each pjet

T bin over all 100 ensembles;
the statistical uncertainty is the RMS around the mean. These sta-
tistical uncertainties account for the statistics in each measured
bin, and the effects on those statistics of migrations between bins.
The systematic uncertainties are typically below 2%, and the statis-
tical uncertainty in each bin varies from 2% at low pjet

T to 11% at

high pjet
T .

Further systematic uncertainties are then assessed. Varying the
re-weighting function used in generating the ensembles produces
uncertainties at the 3% level, mostly at low pjet

T due to the weaker
constraints on the particle jet spectrum below the measured re-
gion. Studies of the jet resolution and reconstruction efficiency
show small effects, and larger (! 3%) effects are seen by varying
the jet energy scale within uncertainties in the data and simula-
tion. All other systematic uncertainties studied produced negligible
effects. No strong correlations are observed between the various
sources of uncertainty, and the individual contributions are com-
bined in quadrature to obtain the total systematic uncertainty.

The pZ
T distribution is corrected using the same approach, em-

ploying a regularized inversion of the migration matrix with un-
certainties derived from ensemble testing; in this case, the muon
pT resolution is the source of migration. Along with the sources
of systematic uncertainty considered for the leading jet pT , the
uncertainty on the agreement between the muon resolution in
simulation and data is also considered. Varying the resolution in
simulation within uncertainties produces effects below (2–3)% on
the differential cross section. Varying the jet energy scale pro-
duces systematic effects of up to 10% in the region of pZ

T < 20 GeV,

which is sensitive to jets close to the reconstructed pJET
T cutoff.

The measurements of yZ and yjet are significantly less chal-
lenging, and the method used on these variables is covered briefly.
These distributions do not suffer from significant resolution effects
on the rapidity measurement, but still need to be corrected for ef-
ficiency and acceptance. To do this, the ratio of particle level to
measured events in each bin is calculated in simulation and ap-
plied to the measured data distribution. Ensemble testing is then
used to measure the uncertainties, with the same sources as the
pjet
T and pZ

T measurements respectively. Including the jet system-

atics covers the correlations between the rapidity and pjet
T distri-

butions, taking into account changes in the rapidity distributions
as events enter or leave the sample due to jet migrations across
the pJET

T selection of 20 GeV. As the distributions are symmetric
around zero, |y| is measured in both cases to increase the statis-
tics in each bin.

Integrating over any of the differential cross sections yields the
Z/γ ∗(→ µµ) + jet + X cross section, which we measure to be
18.7± 0.2(stat.) ± 0.8(syst.) ± 0.9(muon) ± 1.1(lumi.) pb, with the
following requirements: all boson properties are calculated from
the muons after QED FSR, and the muons are required to have
|y| < 1.7 and dimuon mass 65 < Mµµ < 115 GeV; particle jets
are reconstructed using the DØ Run II midpoint algorithm with
a splitting/merging fraction of 0.5 and a cone size of "R = 0.5 on
all final state particles except the Z/γ ∗ decay products and any
FSR photons from the muons, and are required to have |yjet| < 2.8
and pjet

T > 20 GeV. The quoted muon uncertainty covers the muon
identification and trigger efficiency determination. Different defi-
nitions of observables complicate comparisons, but this represents

normalized to bin width and integrated 
luminosity L=0.97 ± 6%
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Fig. 4. (a) The measured cross section in bins of pZ
T for Z/γ ∗ + jet + X events.

Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.

Table 7
The measured cross section in bins of pZ

T for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.

pZ
T

(GeV)
Bin ctr.
(GeV)

dσ /dpZ
T

(pb/GeV)
δσstat.
(%)

δσsyst.
(%)

δσtotal
(%)

0–10 5.2 0.0410 5.6 18.5 20.1
10–18 14.5 0.151 4.4 15.0 17.0
18–26 21.7 0.448 2.5 9.5 12.6
26–35 31.5 0.525 2.5 6.8 10.8
35–45 39.8 0.342 2.3 2.2 8.6
45–60 52.1 0.179 2.9 4.9 9.8
60–80 69.3 0.0748 3.7 4.6 9.9
80–120 97.3 0.0233 5.8 3.0 10.3

120–200 148.6 0.00309 10.8 6.7 15.0

lies between the LO and NLO pQCD prediction. The shapes of the
data distributions are generally well described by alpgen, except
at low pZ

T . There is also indication that the jet rapidity distribution
is narrower in alpgen than in data, NLO pQCD, sherpa and pythia.
Comparisons to the other event generators show that sherpa has
a slope in pjet

T and pZ
T relative to the data, with more events at

high pT compared to low pT ; pythia shows the opposite behav-
ior. This measurement tests the current best predictions for heavy
boson + jet production at hadron colliders. As the data are fully
corrected for instrumental effects, they can be directly used in

Fig. 5. (a) The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events.
Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.

Table 8
The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.

|yZ | Bin
center

dσ /d|yZ |
(pb)

δσstat.
(%)

δσsyst.
(%)

δσtotal
(%)

0.0–0.2 0.099 17.15 2.7 6.5 10.6
0.2–0.4 0.308 17.33 2.7 5.7 10.2
0.4–0.6 0.504 16.32 3.0 7.1 11.1
0.6–0.8 0.708 14.47 3.2 6.4 10.7
0.8–1.0 0.890 11.88 3.7 4.5 9.9
1.0–1.2 1.10 8.17 4.2 9.0 12.7
1.2–1.4 1.30 5.57 4.6 5.2 10.6
1.4–1.6 1.50 2.54 8.2 9.6 14.9
1.6–1.8 1.68 0.17 17.0 23.6 30.2
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Fig. 1. The migration matrix for leading pjet
T . Element i, j is the probability for a

particle jet in pT bin i to be measured in pT bin j, represented by the area of each
box. Each row sums to unity.

measured jets with pJET
T > 20 GeV include significant contributions

from particle jets with lower pjet
T . To study this effect, jets at the

particle level are reconstructed to very low pT (3 GeV).
We next describe the process of correcting the pT distribu-

tion of the leading (in pT ) jet from the measured level to the
particle level; the treatment of pZ

T is very similar. The main com-
plexity in the jet pT corrections arises from the experimental pT
resolution affecting the relationship between particle jets and the
corresponding jets reconstructed in the detector. First, the finite
energy resolution can change the pT ordering of jets between the
particle level and detector level. To account for this we correct
the measured pJET

T distribution to remove leading measured jets
matched to sub-leading particle jets, based on a study of simulated
events. Here we also remove measured jets arising from additional
collisions in the event, modeled by the random bunch crossings
from real data overlaid on the simulation. This combined correc-
tion averages (11.8±0.2)%, varying from (33.8±0.2)% in the range
15 < pJET

T < 20 GeV, to (3.1 ± 0.1)% for pJET
T > 50 GeV. The sec-

ond effect of the resolution results in some jets from a given pjet
T

bin being measured in a different pJET
T bin. This effect is mitigated

to a degree by the choice of binning for the measurement: bins
are taken to be wider than the detector resolution and to con-
tain a sufficient number of events so that statistical fluctuations
do not dominate the final uncertainty on each bin. Studying the
pjet
T and the corresponding measured pJET

T for jets in the full de-
tector simulation allows the remaining effect to be parameterized
in a “migration matrix” (see Fig. 1), with element i, j being the
probability for a particle jet in pjet

T bin i to be measured in pJET
T

bin j. The data distribution is then corrected using a regularized
inversion of this matrix [15], with the constraint that the result-
ing distribution does not have large second derivatives. Including
the reconstructed jets with 15 < pJET

T < 20 GeV in the matrix fur-

ther constrains the effects of lower pjet
T particle jets fluctuating up

in reconstructed pJET
T . Finally, the distribution is corrected for effi-

ciency and acceptance calculated from simulation, then divided by
the bin widths and integrated luminosity to yield the differential
cross section.

Uncertainties on the differential cross section are derived em-
pirically through ensemble tests. A set of 100 ensembles of the
same size as the data set are drawn from a pythia sample. To re-
produce the pjet

T distribution in data, the pythia pjet
T spectrum is

re-weighted using a function derived from the corrected data and

a large (2.5 million events) independent pythia sample. Applying
this function to the ensembles reproduces the data pjet

T distribu-
tion while retaining realistic statistical fluctuations. The measured
distribution in each ensemble is then corrected in the same way as
the data. Uncertainties are extracted by taking the fractional differ-
ence between the fully corrected distribution and the actual pjet

T
distribution in each ensemble. The systematic uncertainty is the
mean fractional difference in each pjet

T bin over all 100 ensembles;
the statistical uncertainty is the RMS around the mean. These sta-
tistical uncertainties account for the statistics in each measured
bin, and the effects on those statistics of migrations between bins.
The systematic uncertainties are typically below 2%, and the statis-
tical uncertainty in each bin varies from 2% at low pjet

T to 11% at

high pjet
T .

Further systematic uncertainties are then assessed. Varying the
re-weighting function used in generating the ensembles produces
uncertainties at the 3% level, mostly at low pjet

T due to the weaker
constraints on the particle jet spectrum below the measured re-
gion. Studies of the jet resolution and reconstruction efficiency
show small effects, and larger (! 3%) effects are seen by varying
the jet energy scale within uncertainties in the data and simula-
tion. All other systematic uncertainties studied produced negligible
effects. No strong correlations are observed between the various
sources of uncertainty, and the individual contributions are com-
bined in quadrature to obtain the total systematic uncertainty.

The pZ
T distribution is corrected using the same approach, em-

ploying a regularized inversion of the migration matrix with un-
certainties derived from ensemble testing; in this case, the muon
pT resolution is the source of migration. Along with the sources
of systematic uncertainty considered for the leading jet pT , the
uncertainty on the agreement between the muon resolution in
simulation and data is also considered. Varying the resolution in
simulation within uncertainties produces effects below (2–3)% on
the differential cross section. Varying the jet energy scale pro-
duces systematic effects of up to 10% in the region of pZ

T < 20 GeV,

which is sensitive to jets close to the reconstructed pJET
T cutoff.

The measurements of yZ and yjet are significantly less chal-
lenging, and the method used on these variables is covered briefly.
These distributions do not suffer from significant resolution effects
on the rapidity measurement, but still need to be corrected for ef-
ficiency and acceptance. To do this, the ratio of particle level to
measured events in each bin is calculated in simulation and ap-
plied to the measured data distribution. Ensemble testing is then
used to measure the uncertainties, with the same sources as the
pjet
T and pZ

T measurements respectively. Including the jet system-

atics covers the correlations between the rapidity and pjet
T distri-

butions, taking into account changes in the rapidity distributions
as events enter or leave the sample due to jet migrations across
the pJET

T selection of 20 GeV. As the distributions are symmetric
around zero, |y| is measured in both cases to increase the statis-
tics in each bin.

Integrating over any of the differential cross sections yields the
Z/γ ∗(→ µµ) + jet + X cross section, which we measure to be
18.7± 0.2(stat.) ± 0.8(syst.) ± 0.9(muon) ± 1.1(lumi.) pb, with the
following requirements: all boson properties are calculated from
the muons after QED FSR, and the muons are required to have
|y| < 1.7 and dimuon mass 65 < Mµµ < 115 GeV; particle jets
are reconstructed using the DØ Run II midpoint algorithm with
a splitting/merging fraction of 0.5 and a cone size of "R = 0.5 on
all final state particles except the Z/γ ∗ decay products and any
FSR photons from the muons, and are required to have |yjet| < 2.8
and pjet

T > 20 GeV. The quoted muon uncertainty covers the muon
identification and trigger efficiency determination. Different defi-
nitions of observables complicate comparisons, but this represents

Largest systematic: 
JES: up to 10% at low 
pTZ due to pT(jet) cut

normalized to bin width and integrated 
luminosity L=0.97 ± 6%
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Fig. 4. (a) The measured cross section in bins of pZ
T for Z/γ ∗ + jet + X events.

Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.

Table 7
The measured cross section in bins of pZ

T for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.

pZ
T

(GeV)
Bin ctr.
(GeV)

dσ /dpZ
T

(pb/GeV)
δσstat.
(%)

δσsyst.
(%)

δσtotal
(%)

0–10 5.2 0.0410 5.6 18.5 20.1
10–18 14.5 0.151 4.4 15.0 17.0
18–26 21.7 0.448 2.5 9.5 12.6
26–35 31.5 0.525 2.5 6.8 10.8
35–45 39.8 0.342 2.3 2.2 8.6
45–60 52.1 0.179 2.9 4.9 9.8
60–80 69.3 0.0748 3.7 4.6 9.9
80–120 97.3 0.0233 5.8 3.0 10.3

120–200 148.6 0.00309 10.8 6.7 15.0

lies between the LO and NLO pQCD prediction. The shapes of the
data distributions are generally well described by alpgen, except
at low pZ

T . There is also indication that the jet rapidity distribution
is narrower in alpgen than in data, NLO pQCD, sherpa and pythia.
Comparisons to the other event generators show that sherpa has
a slope in pjet

T and pZ
T relative to the data, with more events at

high pT compared to low pT ; pythia shows the opposite behav-
ior. This measurement tests the current best predictions for heavy
boson + jet production at hadron colliders. As the data are fully
corrected for instrumental effects, they can be directly used in

Fig. 5. (a) The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events.
Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.

Table 8
The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.

|yZ | Bin
center

dσ /d|yZ |
(pb)

δσstat.
(%)

δσsyst.
(%)

δσtotal
(%)

0.0–0.2 0.099 17.15 2.7 6.5 10.6
0.2–0.4 0.308 17.33 2.7 5.7 10.2
0.4–0.6 0.504 16.32 3.0 7.1 11.1
0.6–0.8 0.708 14.47 3.2 6.4 10.7
0.8–1.0 0.890 11.88 3.7 4.5 9.9
1.0–1.2 1.10 8.17 4.2 9.0 12.7
1.2–1.4 1.30 5.57 4.6 5.2 10.6
1.4–1.6 1.50 2.54 8.2 9.6 14.9
1.6–1.8 1.68 0.17 17.0 23.6 30.2
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Fig. 1. The migration matrix for leading pjet
T . Element i, j is the probability for a

particle jet in pT bin i to be measured in pT bin j, represented by the area of each
box. Each row sums to unity.

measured jets with pJET
T > 20 GeV include significant contributions

from particle jets with lower pjet
T . To study this effect, jets at the

particle level are reconstructed to very low pT (3 GeV).
We next describe the process of correcting the pT distribu-

tion of the leading (in pT ) jet from the measured level to the
particle level; the treatment of pZ

T is very similar. The main com-
plexity in the jet pT corrections arises from the experimental pT
resolution affecting the relationship between particle jets and the
corresponding jets reconstructed in the detector. First, the finite
energy resolution can change the pT ordering of jets between the
particle level and detector level. To account for this we correct
the measured pJET

T distribution to remove leading measured jets
matched to sub-leading particle jets, based on a study of simulated
events. Here we also remove measured jets arising from additional
collisions in the event, modeled by the random bunch crossings
from real data overlaid on the simulation. This combined correc-
tion averages (11.8±0.2)%, varying from (33.8±0.2)% in the range
15 < pJET

T < 20 GeV, to (3.1 ± 0.1)% for pJET
T > 50 GeV. The sec-

ond effect of the resolution results in some jets from a given pjet
T

bin being measured in a different pJET
T bin. This effect is mitigated

to a degree by the choice of binning for the measurement: bins
are taken to be wider than the detector resolution and to con-
tain a sufficient number of events so that statistical fluctuations
do not dominate the final uncertainty on each bin. Studying the
pjet
T and the corresponding measured pJET

T for jets in the full de-
tector simulation allows the remaining effect to be parameterized
in a “migration matrix” (see Fig. 1), with element i, j being the
probability for a particle jet in pjet

T bin i to be measured in pJET
T

bin j. The data distribution is then corrected using a regularized
inversion of this matrix [15], with the constraint that the result-
ing distribution does not have large second derivatives. Including
the reconstructed jets with 15 < pJET

T < 20 GeV in the matrix fur-

ther constrains the effects of lower pjet
T particle jets fluctuating up

in reconstructed pJET
T . Finally, the distribution is corrected for effi-

ciency and acceptance calculated from simulation, then divided by
the bin widths and integrated luminosity to yield the differential
cross section.

Uncertainties on the differential cross section are derived em-
pirically through ensemble tests. A set of 100 ensembles of the
same size as the data set are drawn from a pythia sample. To re-
produce the pjet

T distribution in data, the pythia pjet
T spectrum is

re-weighted using a function derived from the corrected data and

a large (2.5 million events) independent pythia sample. Applying
this function to the ensembles reproduces the data pjet

T distribu-
tion while retaining realistic statistical fluctuations. The measured
distribution in each ensemble is then corrected in the same way as
the data. Uncertainties are extracted by taking the fractional differ-
ence between the fully corrected distribution and the actual pjet

T
distribution in each ensemble. The systematic uncertainty is the
mean fractional difference in each pjet

T bin over all 100 ensembles;
the statistical uncertainty is the RMS around the mean. These sta-
tistical uncertainties account for the statistics in each measured
bin, and the effects on those statistics of migrations between bins.
The systematic uncertainties are typically below 2%, and the statis-
tical uncertainty in each bin varies from 2% at low pjet

T to 11% at

high pjet
T .

Further systematic uncertainties are then assessed. Varying the
re-weighting function used in generating the ensembles produces
uncertainties at the 3% level, mostly at low pjet

T due to the weaker
constraints on the particle jet spectrum below the measured re-
gion. Studies of the jet resolution and reconstruction efficiency
show small effects, and larger (! 3%) effects are seen by varying
the jet energy scale within uncertainties in the data and simula-
tion. All other systematic uncertainties studied produced negligible
effects. No strong correlations are observed between the various
sources of uncertainty, and the individual contributions are com-
bined in quadrature to obtain the total systematic uncertainty.

The pZ
T distribution is corrected using the same approach, em-

ploying a regularized inversion of the migration matrix with un-
certainties derived from ensemble testing; in this case, the muon
pT resolution is the source of migration. Along with the sources
of systematic uncertainty considered for the leading jet pT , the
uncertainty on the agreement between the muon resolution in
simulation and data is also considered. Varying the resolution in
simulation within uncertainties produces effects below (2–3)% on
the differential cross section. Varying the jet energy scale pro-
duces systematic effects of up to 10% in the region of pZ

T < 20 GeV,

which is sensitive to jets close to the reconstructed pJET
T cutoff.

The measurements of yZ and yjet are significantly less chal-
lenging, and the method used on these variables is covered briefly.
These distributions do not suffer from significant resolution effects
on the rapidity measurement, but still need to be corrected for ef-
ficiency and acceptance. To do this, the ratio of particle level to
measured events in each bin is calculated in simulation and ap-
plied to the measured data distribution. Ensemble testing is then
used to measure the uncertainties, with the same sources as the
pjet
T and pZ

T measurements respectively. Including the jet system-

atics covers the correlations between the rapidity and pjet
T distri-

butions, taking into account changes in the rapidity distributions
as events enter or leave the sample due to jet migrations across
the pJET

T selection of 20 GeV. As the distributions are symmetric
around zero, |y| is measured in both cases to increase the statis-
tics in each bin.

Integrating over any of the differential cross sections yields the
Z/γ ∗(→ µµ) + jet + X cross section, which we measure to be
18.7± 0.2(stat.) ± 0.8(syst.) ± 0.9(muon) ± 1.1(lumi.) pb, with the
following requirements: all boson properties are calculated from
the muons after QED FSR, and the muons are required to have
|y| < 1.7 and dimuon mass 65 < Mµµ < 115 GeV; particle jets
are reconstructed using the DØ Run II midpoint algorithm with
a splitting/merging fraction of 0.5 and a cone size of "R = 0.5 on
all final state particles except the Z/γ ∗ decay products and any
FSR photons from the muons, and are required to have |yjet| < 2.8
and pjet

T > 20 GeV. The quoted muon uncertainty covers the muon
identification and trigger efficiency determination. Different defi-
nitions of observables complicate comparisons, but this represents

Largest systematic: 
JES: up to 10% at low 
pTZ due to pT(jet) cut

MCFM
hadr., ISR, FSR
from Pythia 
2×μR(μF): ±7% 
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Fig. 4. (a) The measured cross section in bins of pZ
T for Z/γ ∗ + jet + X events.

Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.

Table 7
The measured cross section in bins of pZ

T for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.

pZ
T

(GeV)
Bin ctr.
(GeV)

dσ /dpZ
T

(pb/GeV)
δσstat.
(%)

δσsyst.
(%)

δσtotal
(%)

0–10 5.2 0.0410 5.6 18.5 20.1
10–18 14.5 0.151 4.4 15.0 17.0
18–26 21.7 0.448 2.5 9.5 12.6
26–35 31.5 0.525 2.5 6.8 10.8
35–45 39.8 0.342 2.3 2.2 8.6
45–60 52.1 0.179 2.9 4.9 9.8
60–80 69.3 0.0748 3.7 4.6 9.9
80–120 97.3 0.0233 5.8 3.0 10.3

120–200 148.6 0.00309 10.8 6.7 15.0

lies between the LO and NLO pQCD prediction. The shapes of the
data distributions are generally well described by alpgen, except
at low pZ

T . There is also indication that the jet rapidity distribution
is narrower in alpgen than in data, NLO pQCD, sherpa and pythia.
Comparisons to the other event generators show that sherpa has
a slope in pjet

T and pZ
T relative to the data, with more events at

high pT compared to low pT ; pythia shows the opposite behav-
ior. This measurement tests the current best predictions for heavy
boson + jet production at hadron colliders. As the data are fully
corrected for instrumental effects, they can be directly used in

Fig. 5. (a) The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events.
Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.

Table 8
The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.

|yZ | Bin
center

dσ /d|yZ |
(pb)

δσstat.
(%)

δσsyst.
(%)

δσtotal
(%)

0.0–0.2 0.099 17.15 2.7 6.5 10.6
0.2–0.4 0.308 17.33 2.7 5.7 10.2
0.4–0.6 0.504 16.32 3.0 7.1 11.1
0.6–0.8 0.708 14.47 3.2 6.4 10.7
0.8–1.0 0.890 11.88 3.7 4.5 9.9
1.0–1.2 1.10 8.17 4.2 9.0 12.7
1.2–1.4 1.30 5.57 4.6 5.2 10.6
1.4–1.6 1.50 2.54 8.2 9.6 14.9
1.6–1.8 1.68 0.17 17.0 23.6 30.2
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Fig. 1. The migration matrix for leading pjet
T . Element i, j is the probability for a

particle jet in pT bin i to be measured in pT bin j, represented by the area of each
box. Each row sums to unity.

measured jets with pJET
T > 20 GeV include significant contributions

from particle jets with lower pjet
T . To study this effect, jets at the

particle level are reconstructed to very low pT (3 GeV).
We next describe the process of correcting the pT distribu-

tion of the leading (in pT ) jet from the measured level to the
particle level; the treatment of pZ

T is very similar. The main com-
plexity in the jet pT corrections arises from the experimental pT
resolution affecting the relationship between particle jets and the
corresponding jets reconstructed in the detector. First, the finite
energy resolution can change the pT ordering of jets between the
particle level and detector level. To account for this we correct
the measured pJET

T distribution to remove leading measured jets
matched to sub-leading particle jets, based on a study of simulated
events. Here we also remove measured jets arising from additional
collisions in the event, modeled by the random bunch crossings
from real data overlaid on the simulation. This combined correc-
tion averages (11.8±0.2)%, varying from (33.8±0.2)% in the range
15 < pJET

T < 20 GeV, to (3.1 ± 0.1)% for pJET
T > 50 GeV. The sec-

ond effect of the resolution results in some jets from a given pjet
T

bin being measured in a different pJET
T bin. This effect is mitigated

to a degree by the choice of binning for the measurement: bins
are taken to be wider than the detector resolution and to con-
tain a sufficient number of events so that statistical fluctuations
do not dominate the final uncertainty on each bin. Studying the
pjet
T and the corresponding measured pJET

T for jets in the full de-
tector simulation allows the remaining effect to be parameterized
in a “migration matrix” (see Fig. 1), with element i, j being the
probability for a particle jet in pjet

T bin i to be measured in pJET
T

bin j. The data distribution is then corrected using a regularized
inversion of this matrix [15], with the constraint that the result-
ing distribution does not have large second derivatives. Including
the reconstructed jets with 15 < pJET

T < 20 GeV in the matrix fur-

ther constrains the effects of lower pjet
T particle jets fluctuating up

in reconstructed pJET
T . Finally, the distribution is corrected for effi-

ciency and acceptance calculated from simulation, then divided by
the bin widths and integrated luminosity to yield the differential
cross section.

Uncertainties on the differential cross section are derived em-
pirically through ensemble tests. A set of 100 ensembles of the
same size as the data set are drawn from a pythia sample. To re-
produce the pjet

T distribution in data, the pythia pjet
T spectrum is

re-weighted using a function derived from the corrected data and

a large (2.5 million events) independent pythia sample. Applying
this function to the ensembles reproduces the data pjet

T distribu-
tion while retaining realistic statistical fluctuations. The measured
distribution in each ensemble is then corrected in the same way as
the data. Uncertainties are extracted by taking the fractional differ-
ence between the fully corrected distribution and the actual pjet

T
distribution in each ensemble. The systematic uncertainty is the
mean fractional difference in each pjet

T bin over all 100 ensembles;
the statistical uncertainty is the RMS around the mean. These sta-
tistical uncertainties account for the statistics in each measured
bin, and the effects on those statistics of migrations between bins.
The systematic uncertainties are typically below 2%, and the statis-
tical uncertainty in each bin varies from 2% at low pjet

T to 11% at

high pjet
T .

Further systematic uncertainties are then assessed. Varying the
re-weighting function used in generating the ensembles produces
uncertainties at the 3% level, mostly at low pjet

T due to the weaker
constraints on the particle jet spectrum below the measured re-
gion. Studies of the jet resolution and reconstruction efficiency
show small effects, and larger (! 3%) effects are seen by varying
the jet energy scale within uncertainties in the data and simula-
tion. All other systematic uncertainties studied produced negligible
effects. No strong correlations are observed between the various
sources of uncertainty, and the individual contributions are com-
bined in quadrature to obtain the total systematic uncertainty.

The pZ
T distribution is corrected using the same approach, em-

ploying a regularized inversion of the migration matrix with un-
certainties derived from ensemble testing; in this case, the muon
pT resolution is the source of migration. Along with the sources
of systematic uncertainty considered for the leading jet pT , the
uncertainty on the agreement between the muon resolution in
simulation and data is also considered. Varying the resolution in
simulation within uncertainties produces effects below (2–3)% on
the differential cross section. Varying the jet energy scale pro-
duces systematic effects of up to 10% in the region of pZ

T < 20 GeV,

which is sensitive to jets close to the reconstructed pJET
T cutoff.

The measurements of yZ and yjet are significantly less chal-
lenging, and the method used on these variables is covered briefly.
These distributions do not suffer from significant resolution effects
on the rapidity measurement, but still need to be corrected for ef-
ficiency and acceptance. To do this, the ratio of particle level to
measured events in each bin is calculated in simulation and ap-
plied to the measured data distribution. Ensemble testing is then
used to measure the uncertainties, with the same sources as the
pjet
T and pZ

T measurements respectively. Including the jet system-

atics covers the correlations between the rapidity and pjet
T distri-

butions, taking into account changes in the rapidity distributions
as events enter or leave the sample due to jet migrations across
the pJET

T selection of 20 GeV. As the distributions are symmetric
around zero, |y| is measured in both cases to increase the statis-
tics in each bin.

Integrating over any of the differential cross sections yields the
Z/γ ∗(→ µµ) + jet + X cross section, which we measure to be
18.7± 0.2(stat.) ± 0.8(syst.) ± 0.9(muon) ± 1.1(lumi.) pb, with the
following requirements: all boson properties are calculated from
the muons after QED FSR, and the muons are required to have
|y| < 1.7 and dimuon mass 65 < Mµµ < 115 GeV; particle jets
are reconstructed using the DØ Run II midpoint algorithm with
a splitting/merging fraction of 0.5 and a cone size of "R = 0.5 on
all final state particles except the Z/γ ∗ decay products and any
FSR photons from the muons, and are required to have |yjet| < 2.8
and pjet

T > 20 GeV. The quoted muon uncertainty covers the muon
identification and trigger efficiency determination. Different defi-
nitions of observables complicate comparisons, but this represents

Largest systematic: 
JES: up to 10% at low 
pTZ due to pT(jet) cut

MCFM
hadr., ISR, FSR
from Pythia 
2×μR(μF): ±7% 
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Fig. 4. (a) The measured cross section in bins of pZ
T for Z/γ ∗ + jet + X events.

Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.

Table 7
The measured cross section in bins of pZ

T for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.

pZ
T

(GeV)
Bin ctr.
(GeV)

dσ /dpZ
T

(pb/GeV)
δσstat.
(%)

δσsyst.
(%)

δσtotal
(%)

0–10 5.2 0.0410 5.6 18.5 20.1
10–18 14.5 0.151 4.4 15.0 17.0
18–26 21.7 0.448 2.5 9.5 12.6
26–35 31.5 0.525 2.5 6.8 10.8
35–45 39.8 0.342 2.3 2.2 8.6
45–60 52.1 0.179 2.9 4.9 9.8
60–80 69.3 0.0748 3.7 4.6 9.9
80–120 97.3 0.0233 5.8 3.0 10.3

120–200 148.6 0.00309 10.8 6.7 15.0

lies between the LO and NLO pQCD prediction. The shapes of the
data distributions are generally well described by alpgen, except
at low pZ

T . There is also indication that the jet rapidity distribution
is narrower in alpgen than in data, NLO pQCD, sherpa and pythia.
Comparisons to the other event generators show that sherpa has
a slope in pjet

T and pZ
T relative to the data, with more events at

high pT compared to low pT ; pythia shows the opposite behav-
ior. This measurement tests the current best predictions for heavy
boson + jet production at hadron colliders. As the data are fully
corrected for instrumental effects, they can be directly used in

Fig. 5. (a) The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events.
Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.

Table 8
The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.

|yZ | Bin
center

dσ /d|yZ |
(pb)

δσstat.
(%)

δσsyst.
(%)

δσtotal
(%)

0.0–0.2 0.099 17.15 2.7 6.5 10.6
0.2–0.4 0.308 17.33 2.7 5.7 10.2
0.4–0.6 0.504 16.32 3.0 7.1 11.1
0.6–0.8 0.708 14.47 3.2 6.4 10.7
0.8–1.0 0.890 11.88 3.7 4.5 9.9
1.0–1.2 1.10 8.17 4.2 9.0 12.7
1.2–1.4 1.30 5.57 4.6 5.2 10.6
1.4–1.6 1.50 2.54 8.2 9.6 14.9
1.6–1.8 1.68 0.17 17.0 23.6 30.2
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Fig. 4. (a) The measured cross section in bins of pZ
T for Z/γ ∗ + jet + X events.

Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.

Table 7
The measured cross section in bins of pZ

T for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.
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Bin ctr.
(GeV)

dσ /dpZ
T
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60–80 69.3 0.0748 3.7 4.6 9.9
80–120 97.3 0.0233 5.8 3.0 10.3

120–200 148.6 0.00309 10.8 6.7 15.0

lies between the LO and NLO pQCD prediction. The shapes of the
data distributions are generally well described by alpgen, except
at low pZ

T . There is also indication that the jet rapidity distribution
is narrower in alpgen than in data, NLO pQCD, sherpa and pythia.
Comparisons to the other event generators show that sherpa has
a slope in pjet

T and pZ
T relative to the data, with more events at

high pT compared to low pT ; pythia shows the opposite behav-
ior. This measurement tests the current best predictions for heavy
boson + jet production at hadron colliders. As the data are fully
corrected for instrumental effects, they can be directly used in
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ties are split into statistical and systematic; these are combined with an additional
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identification to form the total uncertainty.
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0.2–0.4 0.308 17.33 2.7 5.7 10.2
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Fig. 4. (a) The measured cross section in bins of pZ
T for Z/γ ∗ + jet + X events.

Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.
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The measured cross section in bins of pZ

T for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.
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dσ /dpZ
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0–10 5.2 0.0410 5.6 18.5 20.1
10–18 14.5 0.151 4.4 15.0 17.0
18–26 21.7 0.448 2.5 9.5 12.6
26–35 31.5 0.525 2.5 6.8 10.8
35–45 39.8 0.342 2.3 2.2 8.6
45–60 52.1 0.179 2.9 4.9 9.8
60–80 69.3 0.0748 3.7 4.6 9.9
80–120 97.3 0.0233 5.8 3.0 10.3

120–200 148.6 0.00309 10.8 6.7 15.0

lies between the LO and NLO pQCD prediction. The shapes of the
data distributions are generally well described by alpgen, except
at low pZ

T . There is also indication that the jet rapidity distribution
is narrower in alpgen than in data, NLO pQCD, sherpa and pythia.
Comparisons to the other event generators show that sherpa has
a slope in pjet

T and pZ
T relative to the data, with more events at

high pT compared to low pT ; pythia shows the opposite behav-
ior. This measurement tests the current best predictions for heavy
boson + jet production at hadron colliders. As the data are fully
corrected for instrumental effects, they can be directly used in

Fig. 5. (a) The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events.
Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.

Table 8
The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.

|yZ | Bin
center

dσ /d|yZ |
(pb)

δσstat.
(%)

δσsyst.
(%)

δσtotal
(%)

0.0–0.2 0.099 17.15 2.7 6.5 10.6
0.2–0.4 0.308 17.33 2.7 5.7 10.2
0.4–0.6 0.504 16.32 3.0 7.1 11.1
0.6–0.8 0.708 14.47 3.2 6.4 10.7
0.8–1.0 0.890 11.88 3.7 4.5 9.9
1.0–1.2 1.10 8.17 4.2 9.0 12.7
1.2–1.4 1.30 5.57 4.6 5.2 10.6
1.4–1.6 1.50 2.54 8.2 9.6 14.9
1.6–1.8 1.68 0.17 17.0 23.6 30.2

testing and improving the existing event generators, or any future
calculations and models.

Acknowledgements

We thank the staffs at Fermilab and collaborating institutions,
and acknowledge support from the DOE and NSF (USA); CEA
and CNRS/IN2P3 (France); FASI, Rosatom and RFBR (Russia); CNPq,
FAPERJ, FAPESP and FUNDUNESP (Brazil); DAE and DST (India);
Colciencias (Colombia); CONACyT (Mexico); KRF and KOSEF (Ko-
rea); CONICET and UBACyT (Argentina); FOM (The Netherlands);

for comparison: ratio 
to ALPGEN

Sherpa 1.1.1 with 
≤3 partons

matching scale 
15GeV

Pythia 6.418 tune QW
CTEQ6.1M

shaded region:

stat + syst + corr syst 



pT(Z)   and   y(Z)
DØ Collaboration / Physics Letters B 669 (2008) 278–286 285

Fig. 4. (a) The measured cross section in bins of pZ
T for Z/γ ∗ + jet + X events.

Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
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prediction from alpgen.

Table 7
The measured cross section in bins of pZ

T for Z/γ ∗ + jet + X events. Uncertain-
ties are split into statistical and systematic; these are combined with an additional
constant 8.0% normalization uncertainty from the luminosity, trigger, and muon
identification to form the total uncertainty.

pZ
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Bin ctr.
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Comparisons to the other event generators show that sherpa has
a slope in pjet

T and pZ
T relative to the data, with more events at

high pT compared to low pT ; pythia shows the opposite behav-
ior. This measurement tests the current best predictions for heavy
boson + jet production at hadron colliders. As the data are fully
corrected for instrumental effects, they can be directly used in

Fig. 5. (a) The measured cross section in bins of |yZ | for Z/γ ∗ + jet + X events.
Predictions from NLO pQCD and alpgen are compared to the data. (b) The ratio
of data and predictions from NLO pQCD + corrections, sherpa, and pythia to the
prediction from alpgen.
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Z/γ ∗ cross section used in normalization. These are found to be
approximately a factor of two smaller than the scale uncertainties.
Comparisons with data are performed after correcting the parton
level prediction from mcfm for the effects of hadronization and the
underlying event. These corrections have been derived from a sam-
ple of Z/γ ∗ + jet events generated with pythia v6.421 [29] using
the underlying event tune QW [30] with the CTEQ6.1M PDFs [31].
They are derived by comparing the full prediction (taken from the
final state particles, including the underlying event) to the purely
perturbative part (calculated from partons taken after the parton
shower, with no underlying event), and are typically around 4%.
However, the low "φ(Z , jet) (<1.5 rad) region is dominated by
non-perturbative effects, so the pQCD calculation for this bin is
excluded. Corrections for quantum electrodynamic final state radi-
ation (FSR) from the muons are also derived from the same pythia
sample, by comparing the prediction calculated using the muons
after FSR to those using the generated boson. These are typically
less than 1% after accounting for the effect on the inclusive Z/γ ∗

cross section and are primarily the result of events migrating out
of the mass window.

Predictions are also obtained from four current event genera-
tors. When considering the number of generators available and the
various tunes of those generators, a complete survey of the field
would be impossible. We choose to focus on the current matrix el-
ement calculations with matched parton showers, as implemented
in sherpa and alpgen, as previous measurements indicate these
provide the best description of boson+ jets final states [9,13]. The
alpgen matrix element calculation can be interfaced to the pythia
or herwig parton shower and hadronization models, and we test
both. Further, to assess the impact of the additional matrix el-

ements in alpgen, we also run pythia and herwig stand-alone.
Unless stated otherwise, we use the same PDF set throughout:
CTEQ6.1M. First, a sample of events is generated with sherpa v1.1.3
with up to three partons in the matrix element calculation. Parton
jets from the matrix element are required to have pT > 13 GeV
and "R(jet, jet) > 0.4. In sherpa, both the renormalization and
factorization scales are setaccording to the CKKW prescription [32].
To provide a typical uncertainty on a prediction from an event
generator, sherpa samples are also generated with the renormal-
ization and factorization scales varied up and down by a factor of
two, both for the differential distribution and the inclusive Z/γ ∗

cross section used for normalization. A sample of events is then
generated with alpgen v2.13, again with up to three partons in
the matrix element calculation. The factorization scale is set to
the sum in quadrature of the mass and pT of the Z/γ ∗ , and the
renormalization scale set according to the CKKW prescription. Par-
ton jets from the matrix element calculation are required to have
pT > 13 GeV, and "R(jet, jet) > 0.4. These events are hadronized
in three ways. First, using herwig v6.510 (with jimmy v4.31 [33]
for multiple parton interactions). Then using pythia v6.421 with
underlying event tune QW (using the Q 2-ordered shower) and the
2-loop prescription for αs . Finally, using pythia v6.421 with the
pT -ordered shower [34], for which there is currently no tune us-
ing the CTEQ6.1M PDFs, so instead the Perugia∗ tune [35] using
the MRST2007 modified LO (LO∗) PDFs [36] is used. This results
in three different alpgen predictions, and in each case the default
matching procedure is applied after hadronization, with each par-
ton jet required to match a particle level jet with pT > 18 GeV, by
requiring "R(jet, jet) < 0.4. To determine the impact of the match-
ing to the alpgen matrix elements calculation, herwig and pythia

Fig. 1. The measured normalized cross section in bins of "φ(Z , jet) for Z/γ ∗ + jet + X events for pZ
T > 25 GeV. The distribution is shown in (a) and compared to fixed

order calculations in (b), parton shower generators in (c), and the same parton shower generators matched to alpgen matrix elements in (d). All ratios in (b), (c), and (d) are
shown relative to sherpa, which provides the best description of data overall.
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Z/γ ∗ cross section used in normalization. These are found to be
approximately a factor of two smaller than the scale uncertainties.
Comparisons with data are performed after correcting the parton
level prediction from mcfm for the effects of hadronization and the
underlying event. These corrections have been derived from a sam-
ple of Z/γ ∗ + jet events generated with pythia v6.421 [29] using
the underlying event tune QW [30] with the CTEQ6.1M PDFs [31].
They are derived by comparing the full prediction (taken from the
final state particles, including the underlying event) to the purely
perturbative part (calculated from partons taken after the parton
shower, with no underlying event), and are typically around 4%.
However, the low "φ(Z , jet) (<1.5 rad) region is dominated by
non-perturbative effects, so the pQCD calculation for this bin is
excluded. Corrections for quantum electrodynamic final state radi-
ation (FSR) from the muons are also derived from the same pythia
sample, by comparing the prediction calculated using the muons
after FSR to those using the generated boson. These are typically
less than 1% after accounting for the effect on the inclusive Z/γ ∗

cross section and are primarily the result of events migrating out
of the mass window.

Predictions are also obtained from four current event genera-
tors. When considering the number of generators available and the
various tunes of those generators, a complete survey of the field
would be impossible. We choose to focus on the current matrix el-
ement calculations with matched parton showers, as implemented
in sherpa and alpgen, as previous measurements indicate these
provide the best description of boson+ jets final states [9,13]. The
alpgen matrix element calculation can be interfaced to the pythia
or herwig parton shower and hadronization models, and we test
both. Further, to assess the impact of the additional matrix el-

ements in alpgen, we also run pythia and herwig stand-alone.
Unless stated otherwise, we use the same PDF set throughout:
CTEQ6.1M. First, a sample of events is generated with sherpa v1.1.3
with up to three partons in the matrix element calculation. Parton
jets from the matrix element are required to have pT > 13 GeV
and "R(jet, jet) > 0.4. In sherpa, both the renormalization and
factorization scales are setaccording to the CKKW prescription [32].
To provide a typical uncertainty on a prediction from an event
generator, sherpa samples are also generated with the renormal-
ization and factorization scales varied up and down by a factor of
two, both for the differential distribution and the inclusive Z/γ ∗

cross section used for normalization. A sample of events is then
generated with alpgen v2.13, again with up to three partons in
the matrix element calculation. The factorization scale is set to
the sum in quadrature of the mass and pT of the Z/γ ∗ , and the
renormalization scale set according to the CKKW prescription. Par-
ton jets from the matrix element calculation are required to have
pT > 13 GeV, and "R(jet, jet) > 0.4. These events are hadronized
in three ways. First, using herwig v6.510 (with jimmy v4.31 [33]
for multiple parton interactions). Then using pythia v6.421 with
underlying event tune QW (using the Q 2-ordered shower) and the
2-loop prescription for αs . Finally, using pythia v6.421 with the
pT -ordered shower [34], for which there is currently no tune us-
ing the CTEQ6.1M PDFs, so instead the Perugia∗ tune [35] using
the MRST2007 modified LO (LO∗) PDFs [36] is used. This results
in three different alpgen predictions, and in each case the default
matching procedure is applied after hadronization, with each par-
ton jet required to match a particle level jet with pT > 18 GeV, by
requiring "R(jet, jet) < 0.4. To determine the impact of the match-
ing to the alpgen matrix elements calculation, herwig and pythia

Fig. 1. The measured normalized cross section in bins of "φ(Z , jet) for Z/γ ∗ + jet + X events for pZ
T > 25 GeV. The distribution is shown in (a) and compared to fixed

order calculations in (b), parton shower generators in (c), and the same parton shower generators matched to alpgen matrix elements in (d). All ratios in (b), (c), and (d) are
shown relative to sherpa, which provides the best description of data overall.
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Z/γ ∗ cross section used in normalization. These are found to be
approximately a factor of two smaller than the scale uncertainties.
Comparisons with data are performed after correcting the parton
level prediction from mcfm for the effects of hadronization and the
underlying event. These corrections have been derived from a sam-
ple of Z/γ ∗ + jet events generated with pythia v6.421 [29] using
the underlying event tune QW [30] with the CTEQ6.1M PDFs [31].
They are derived by comparing the full prediction (taken from the
final state particles, including the underlying event) to the purely
perturbative part (calculated from partons taken after the parton
shower, with no underlying event), and are typically around 4%.
However, the low "φ(Z , jet) (<1.5 rad) region is dominated by
non-perturbative effects, so the pQCD calculation for this bin is
excluded. Corrections for quantum electrodynamic final state radi-
ation (FSR) from the muons are also derived from the same pythia
sample, by comparing the prediction calculated using the muons
after FSR to those using the generated boson. These are typically
less than 1% after accounting for the effect on the inclusive Z/γ ∗

cross section and are primarily the result of events migrating out
of the mass window.

Predictions are also obtained from four current event genera-
tors. When considering the number of generators available and the
various tunes of those generators, a complete survey of the field
would be impossible. We choose to focus on the current matrix el-
ement calculations with matched parton showers, as implemented
in sherpa and alpgen, as previous measurements indicate these
provide the best description of boson+ jets final states [9,13]. The
alpgen matrix element calculation can be interfaced to the pythia
or herwig parton shower and hadronization models, and we test
both. Further, to assess the impact of the additional matrix el-

ements in alpgen, we also run pythia and herwig stand-alone.
Unless stated otherwise, we use the same PDF set throughout:
CTEQ6.1M. First, a sample of events is generated with sherpa v1.1.3
with up to three partons in the matrix element calculation. Parton
jets from the matrix element are required to have pT > 13 GeV
and "R(jet, jet) > 0.4. In sherpa, both the renormalization and
factorization scales are setaccording to the CKKW prescription [32].
To provide a typical uncertainty on a prediction from an event
generator, sherpa samples are also generated with the renormal-
ization and factorization scales varied up and down by a factor of
two, both for the differential distribution and the inclusive Z/γ ∗

cross section used for normalization. A sample of events is then
generated with alpgen v2.13, again with up to three partons in
the matrix element calculation. The factorization scale is set to
the sum in quadrature of the mass and pT of the Z/γ ∗ , and the
renormalization scale set according to the CKKW prescription. Par-
ton jets from the matrix element calculation are required to have
pT > 13 GeV, and "R(jet, jet) > 0.4. These events are hadronized
in three ways. First, using herwig v6.510 (with jimmy v4.31 [33]
for multiple parton interactions). Then using pythia v6.421 with
underlying event tune QW (using the Q 2-ordered shower) and the
2-loop prescription for αs . Finally, using pythia v6.421 with the
pT -ordered shower [34], for which there is currently no tune us-
ing the CTEQ6.1M PDFs, so instead the Perugia∗ tune [35] using
the MRST2007 modified LO (LO∗) PDFs [36] is used. This results
in three different alpgen predictions, and in each case the default
matching procedure is applied after hadronization, with each par-
ton jet required to match a particle level jet with pT > 18 GeV, by
requiring "R(jet, jet) < 0.4. To determine the impact of the match-
ing to the alpgen matrix elements calculation, herwig and pythia

Fig. 1. The measured normalized cross section in bins of "φ(Z , jet) for Z/γ ∗ + jet + X events for pZ
T > 25 GeV. The distribution is shown in (a) and compared to fixed

order calculations in (b), parton shower generators in (c), and the same parton shower generators matched to alpgen matrix elements in (d). All ratios in (b), (c), and (d) are
shown relative to sherpa, which provides the best description of data overall.
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Fig. 2. The measured normalized cross section in bins of !φ(Z , jet) for Z/γ ∗ + jet + X events for pZ
T > 45 GeV. The distribution is shown in (a) and compared to fixed

order calculations in (b), parton shower generators in (c), and the same parton shower generators matched to alpgen matrix elements in (d). All ratios in (b), (c), and (d) are
shown relative to sherpa, which provides the best description of data overall.

Table 1
The measured cross section in bins of !φ(Z , jet) for Z/γ ∗ + jet + X events with
pZ
T > 25 GeV, normalized to the measured Z/γ ∗ cross section.

!φ

(rad)
〈!φ〉
(rad)

1/σ × dσ /d!φ

(1/(rad))
δσstat.
(%)

δσtotal (%)

0.0–1.5 1.09 2.82×10−4 12 +24 −26
1.5–2.2 1.95 4.22×10−3 6.9 +10 −11
2.2–2.5 2.38 1.93×10−2 5.5 +7.3 −7.9
2.5–2.7 2.61 5.27×10−2 4.1 +6.1 −6.2
2.7–2.9 2.81 1.13×10−1 2.8 +4.5 −4.6
2.9–π 3.04 3.32×10−1 1.7 +3.6 −3.3

are also run stand-alone to produce three inclusive Z/γ ∗ → µ+µ−

samples. First using herwig v6.510 with jimmy v4.31 for multiple
parton interactions. Then two using pythia v6.421: one with tune
QW and the 2-loop prescription for αs; the other with the Perugia∗

tune and the MRST2007 LO∗ PDFs. In both pythia and herwig, the
renormalization and factorization scales for the hard scatter are set
to the mass of the Z/γ ∗ , and for the initial and final state showers
are determined dynamically. For all generators, the particle level
quantities are extracted as defined earlier.

The normalized differential cross sections are available in
Ref. [37], and presented binned in !φ(Z , jet) (Figs. 1 and 2, Ta-
bles 1 and 2), |!y(Z , jet)| (Figs. 3 and 4, Tables 3 and 4) and
|yboost(Z + jet)| (Figs. 5 and 6, Tables 5 and 6). The data points are
placed at the bin average, defined as point where the differential
cross section within the bin, taken from simulation re-weighted to
match the shape in data, is equal to the measured value in the
bin [38]. The data are shown with statistical uncertainties (inner
error bar) and combined statistical and systematic uncertainties
(outer error bar). For clarity, only the predictions of NLO pQCD

Table 2
The measured cross section in bins of !φ(Z , jet) for Z/γ ∗ + jet + X events with
pZ
T > 45 GeV, normalized to the measured Z/γ ∗ cross section.

!φ

(rad)
〈!φ〉
(rad)

1/σ × dσ /d!φ

(1/(rad))
δσstat.
(%)

δσtotal (%)

0.0–1.5 1.09 4.88×10−5 26 +42 −44
1.5–2.2 1.95 7.61×10−4 16 +18 −18
2.2–2.5 2.38 6.57×10−3 9.1 +11 −11
2.5–2.7 2.61 1.91×10−2 6.9 +8.2 −8.6
2.7–2.9 2.81 3.83×10−2 4.8 +6.0 −6.5
2.9–π 3.04 1.35×10−1 2.5 +3.5 −3.5

and sherpa are shown with the data in part (a) of each figure. In
the other parts of each figure, ratios are shown, where the data
and all other theory predictions are divided through by the predic-
tion from sherpa. We choose to show the data only in one ratio,
to avoid repeating the data uncertainties and statistical fluctua-
tions several times. sherpa is chosen as the common denominator
for all ratios as it provides the best description of the shape of the
data in most distributions, simplifying the determination of trends
in other theoretical predictions relative to the data. The sherpa
scale uncertainty is shown as a shaded band around unity.

The integrated cross sections are also extracted: σZ+jet/σZ for
the stated Z/γ ∗ and jet selections. These are measured to be
[122 ± 2(stat.) ± 4(syst.)] × 10−3 for pZ

T > 25 GeV, and [47 ±
1(stat.) ± 2(syst.)] × 10−3 for pZ

T > 45 GeV. In both cases, the pZ
T

requirement is only made on the Z/γ ∗ + jet selection, not the in-
clusive Z/γ ∗ selection. The corresponding results from pQCD are
[111 ± 6(scale) ± 2(PDF)] × 10−3 at NLO and [112 ± 20(scale) ±
1(PDF)] × 10−3 at LO for pZ

T > 25 GeV, and [40 ± 3(scale) ±

pQCD
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Fig. 2. The measured normalized cross section in bins of !φ(Z , jet) for Z/γ ∗ + jet + X events for pZ
T > 45 GeV. The distribution is shown in (a) and compared to fixed

order calculations in (b), parton shower generators in (c), and the same parton shower generators matched to alpgen matrix elements in (d). All ratios in (b), (c), and (d) are
shown relative to sherpa, which provides the best description of data overall.

Table 1
The measured cross section in bins of !φ(Z , jet) for Z/γ ∗ + jet + X events with
pZ
T > 25 GeV, normalized to the measured Z/γ ∗ cross section.

!φ

(rad)
〈!φ〉
(rad)

1/σ × dσ /d!φ

(1/(rad))
δσstat.
(%)

δσtotal (%)

0.0–1.5 1.09 2.82×10−4 12 +24 −26
1.5–2.2 1.95 4.22×10−3 6.9 +10 −11
2.2–2.5 2.38 1.93×10−2 5.5 +7.3 −7.9
2.5–2.7 2.61 5.27×10−2 4.1 +6.1 −6.2
2.7–2.9 2.81 1.13×10−1 2.8 +4.5 −4.6
2.9–π 3.04 3.32×10−1 1.7 +3.6 −3.3

are also run stand-alone to produce three inclusive Z/γ ∗ → µ+µ−

samples. First using herwig v6.510 with jimmy v4.31 for multiple
parton interactions. Then two using pythia v6.421: one with tune
QW and the 2-loop prescription for αs; the other with the Perugia∗

tune and the MRST2007 LO∗ PDFs. In both pythia and herwig, the
renormalization and factorization scales for the hard scatter are set
to the mass of the Z/γ ∗ , and for the initial and final state showers
are determined dynamically. For all generators, the particle level
quantities are extracted as defined earlier.

The normalized differential cross sections are available in
Ref. [37], and presented binned in !φ(Z , jet) (Figs. 1 and 2, Ta-
bles 1 and 2), |!y(Z , jet)| (Figs. 3 and 4, Tables 3 and 4) and
|yboost(Z + jet)| (Figs. 5 and 6, Tables 5 and 6). The data points are
placed at the bin average, defined as point where the differential
cross section within the bin, taken from simulation re-weighted to
match the shape in data, is equal to the measured value in the
bin [38]. The data are shown with statistical uncertainties (inner
error bar) and combined statistical and systematic uncertainties
(outer error bar). For clarity, only the predictions of NLO pQCD

Table 2
The measured cross section in bins of !φ(Z , jet) for Z/γ ∗ + jet + X events with
pZ
T > 45 GeV, normalized to the measured Z/γ ∗ cross section.

!φ

(rad)
〈!φ〉
(rad)

1/σ × dσ /d!φ

(1/(rad))
δσstat.
(%)

δσtotal (%)

0.0–1.5 1.09 4.88×10−5 26 +42 −44
1.5–2.2 1.95 7.61×10−4 16 +18 −18
2.2–2.5 2.38 6.57×10−3 9.1 +11 −11
2.5–2.7 2.61 1.91×10−2 6.9 +8.2 −8.6
2.7–2.9 2.81 3.83×10−2 4.8 +6.0 −6.5
2.9–π 3.04 1.35×10−1 2.5 +3.5 −3.5

and sherpa are shown with the data in part (a) of each figure. In
the other parts of each figure, ratios are shown, where the data
and all other theory predictions are divided through by the predic-
tion from sherpa. We choose to show the data only in one ratio,
to avoid repeating the data uncertainties and statistical fluctua-
tions several times. sherpa is chosen as the common denominator
for all ratios as it provides the best description of the shape of the
data in most distributions, simplifying the determination of trends
in other theoretical predictions relative to the data. The sherpa
scale uncertainty is shown as a shaded band around unity.

The integrated cross sections are also extracted: σZ+jet/σZ for
the stated Z/γ ∗ and jet selections. These are measured to be
[122 ± 2(stat.) ± 4(syst.)] × 10−3 for pZ

T > 25 GeV, and [47 ±
1(stat.) ± 2(syst.)] × 10−3 for pZ

T > 45 GeV. In both cases, the pZ
T

requirement is only made on the Z/γ ∗ + jet selection, not the in-
clusive Z/γ ∗ selection. The corresponding results from pQCD are
[111 ± 6(scale) ± 2(PDF)] × 10−3 at NLO and [112 ± 20(scale) ±
1(PDF)] × 10−3 at LO for pZ

T > 25 GeV, and [40 ± 3(scale) ±

pQCD
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Fig. 3. The measured normalized cross section in bins of |!y(Z , jet)| for Z/γ ∗ + jet + X events for pZ
T > 25 GeV. The distribution is shown in (a) and compared to fixed

order calculations in (b), parton shower generators in (c), and the same parton shower generators matched to alpgen matrix elements in (d). All ratios in (b), (c), and (d) are
shown relative to sherpa, which provides the best description of data overall.

Fig. 4. The measured normalized cross section in bins of |!y(Z , jet)| for Z/γ ∗ + jet + X events for pZ
T > 45 GeV. The distribution is shown in (a) and compared to fixed

order calculations in (b), parton shower generators in (c), and the same parton shower generators matched to alpgen matrix elements in (d). All ratios in (b), (c), and (d) are
shown relative to sherpa, which provides the best description of data overall.
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order calculations in (b), parton shower generators in (c), and the same parton shower generators matched to alpgen matrix elements in (d). All ratios in (b), (c), and (d) are
shown relative to sherpa, which provides the best description of data overall.

Fig. 4. The measured normalized cross section in bins of |!y(Z , jet)| for Z/γ ∗ + jet + X events for pZ
T > 45 GeV. The distribution is shown in (a) and compared to fixed

order calculations in (b), parton shower generators in (c), and the same parton shower generators matched to alpgen matrix elements in (d). All ratios in (b), (c), and (d) are
shown relative to sherpa, which provides the best description of data overall.
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1(PDF)] × 10−3 at NLO and [40 ± 8(scale) ± 1(PDF)] × 10−3 at LO
for pZ

T > 45 GeV.
Where it is valid, the NLO pQCD calculation provides a good

description of the data and is a significant improvement in both
shape and uncertainty over LO. However, an overall normaliza-
tion difference of just over 1 standard deviation of the combined
data and NLO theoretical uncertainties is observed, and slightly
larger in the pZ

T > 45 GeV sample. Of the event generators, her-

Table 3
The measured cross section in bins of |!y(Z , jet)| for Z/γ ∗ + jet + X events with
pZ
T > 25 GeV, normalized to the measured Z/γ ∗ cross section.

|!y| 〈|!y|〉 1/σ × dσ /d|!y| δσstat. (%) δσtotal (%)

0.00–0.40 0.21 7.91×10−2 2.6 +3.9 −3.6
0.40–0.80 0.61 6.79×10−2 2.8 +3.8 −3.9
0.80–1.20 1.02 5.68×10−2 3.0 +4.1 −4.0
1.20–1.55 1.37 4.52×10−2 3.6 +4.3 −4.6
1.55–2.05 1.78 2.74×10−2 3.8 +5.4 −4.8
2.05–4.50 2.89 4.80×10−3 4.0 +5.5 −5.8

Table 4
The measured cross section in bins of |!y(Z , jet)| for Z/γ ∗ + jet + X events with
pZ
T > 45 GeV, normalized to the measured Z/γ ∗ cross section.

|!y| 〈|!y|〉 1/σ × dσ /d|!y| δσstat. (%) δσtotal (%)

0.00–0.40 0.21 3.31×10−2 3.9 +4.6 −4.6
0.40–0.80 0.61 2.91×10−2 4.1 +4.9 −4.9
0.80–1.20 1.02 2.14×10−2 4.7 +5.3 −5.5
1.20–1.55 1.37 1.56×10−2 5.9 +6.5 −6.5
1.55–2.05 1.78 9.60×10−3 6.2 +7.1 −6.8
2.05–4.50 2.89 1.27×10−3 7.6 +8.3 −8.5

wig shows significant disagreement with data in both !φ(Z , jet)
and |!y(Z , jet)|. The trend in the |!y(Z , jet)| is consistent with
the description of the leading jet rapidity [9] by herwig, and is
significantly improved when interfaced to the alpgen matrix el-
ement calculation. The predictions of the new Perugia∗ tune of
pythia provide a good description of the data in |!y(Z , jet)| and
|yboost(Z + jet)|, but not in !φ(Z , jet). The modelling of !φ(Z , jet)
is improved when pythia is interfaced to alpgen. In general, the
three predictions obtained from alpgen provide a good description
of the shape of |!y(Z , jet)| and |yboost(Z + jet)| for pZ

T > 45 GeV,
but perform less well for the other distributions measured. Over-
all, sherpa provides the best description of the shape of data, but
shows a significant normalization difference. Further, in the sam-
ple with pZ

T > 45 GeV the sherpa description of |yboost(Z + jet)|
shows a slope relative to the data, which may also be present in
|!y(Z , jet)| though it is less clear. All event generators suffer from
significant scale uncertainties, of comparable size to the uncer-
tainty on the LO pQCD prediction. For |!y(Z , jet)| and |yboost(Z +
jet)|, these uncertainties change the normalization with little ef-
fect on the shape. In the case of !φ(Z , jet), there is some shape
dependence, indicating that alpgen could be brought into better
agreement with the data through a lower scale choice. Studies car-
ried out by shifting the renormalization and factorization scales
down in alpgen and the corresponding pythia showering confirm
that this is the case.

In summary, we have presented the first measurements at
a hadron collider of the Z/γ ∗ + jet + X normalized differen-
tial cross section in !φ(Z , jet), |!y(Z , jet)|, and |yboost(Z + jet)|.
The measurements were made using a sample corresponding to
0.97 ± 0.06 fb−1 of integrated luminosity recorded by the D0 ex-

Fig. 5. The measured normalized cross section in bins of |yboost(Z + jet)| for Z/γ ∗ + jet+ X events for pZ
T > 25 GeV. The distribution is shown in (a) and compared to fixed

order calculations in (b), parton shower generators in (c), and the same parton shower generators matched to alpgen matrix elements in (d). All ratios in (b), (c), and (d) are
shown relative to sherpa, which provides the best description of data overall.
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Fig. 6. The measured normalized cross section in bins of |yboost(Z + jet)| for Z/γ ∗ + jet+ X events for pZ
T > 45 GeV. The distribution is shown in (a) and compared to fixed

order calculations in (b), parton shower generators in (c), and the same parton shower generators matched to alpgen matrix elements in (d). All ratios in (b), (c), and (d) are
shown relative to sherpa, which provides the best description of data overall.

Table 5
The measured cross section in bins of |yboost(Z + jet)| (denoted |yb|) for Z/γ ∗ +
jet+ X events with pZ

T > 25 GeV, normalized to the measured Z/γ ∗ cross section.

|yb| 〈|yb|〉 1/σ × dσ /d|yb| δσstat. (%) δσtotal (%)

0.00–0.20 0.11 1.24×10−1 2.9 +4.0 −4.0
0.20–0.40 0.31 1.15×10−1 3.0 +4.2 −3.8
0.40–0.60 0.51 1.05×10−1 3.2 +4.1 −4.0
0.60–0.80 0.70 8.95×10−2 3.4 +4.7 −4.5
0.80–1.00 0.91 7.01×10−2 3.8 +5.4 −4.8
1.00–1.25 1.13 4.42×10−2 4.3 +5.4 −5.4
1.25–2.25 1.62 1.15×10−2 4.2 +5.3 −5.8

Table 6
The measured cross section in bins of |yboost(Z + jet)| (denoted |yb|) for Z/γ ∗ +
jet+ X events with pZ

T > 45 GeV, normalized to the measured Z/γ ∗ cross section.

|yb| 〈|yb|〉 1/σ × dσ /d|yb| δσstat. (%) δσtotal (%)

0.00–0.20 0.11 5.23×10−2 4.3 +5.2 −5.2
0.20–0.40 0.31 4.50×10−2 4.6 +5.4 −5.3
0.40–0.60 0.51 4.36×10−2 4.7 +5.4 −5.5
0.60–0.80 0.70 3.50×10−2 5.3 +6.1 −6.0
0.80–1.00 0.91 2.57×10−2 6.1 +6.7 −6.6
1.00–1.25 1.13 1.55×10−2 7.0 +7.6 −7.7
1.25–2.25 1.62 2.72×10−3 8.1 +8.8 −9.1

periment in pp̄ collisions at
√
s = 1.96 TeV. These measurement

test the current best predictions for vector boson + jet produc-
tion at hadron colliders, and are essential inputs for the tuning
of event generators. Improving the modeling of this important sig-
nal will lead to increased sensitivity of searches for rare and new
physics.
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FIG. 1: (a) The measured distribution of 1
σZ/γ∗ × dσ

dpT (jet) for the leading jet in Z/γ∗+jet+X events, compared to the predictions

of mcfm nlo. The ratios of data and theory predictions to mcfm nlo are shown (b) for pQCD predictions corrected to the
particle level, (c) for three parton-shower event generator models, and (d) for two event generators matching matrix-elements
to a parton shower. The scale uncertainties were evaluated by varying the factorization and renormalization scales by a factor
of two.

TABLE IV: Correction factors for multiple parton interac-
tions (CMPI) and hadronization (CHad) for 1

σZ/γ∗ ×
dσ

dpT (1st jet) .

pT bin CMPI ± (stat) ± (sys) CHad ± (stat) ± (sys)
[GeV]
20 – 28 1.08 ± 0.00+0.07

−0.04 0.89 ± 0.00+0.04
−0.03

28 – 40 1.04 ± 0.00+0.02
−0.02 0.90 ± 0.00+0.03

−0.01

40 – 54 1.02 ± 0.00+0.01
−0.01 0.90 ± 0.00+0.02

−0.00

54 – 73 1.02 ± 0.01+0.00
−0.02 0.92 ± 0.01+0.01

−0.03

73 – 95 1.01 ± 0.01+0.03
−0.01 0.93 ± 0.01+0.01

−0.02

95 – 120 1.02 ± 0.02+0.00
−0.03 0.91 ± 0.02+0.03

−0.00

120 – 154 1.04 ± 0.03+0.00
−0.07 0.92 ± 0.02+0.05

−0.03

154 – 200 1.03 ± 0.05+0.02
−0.06 0.91 ± 0.04+0.04

−0.06

200 – 300 1.01 ± 0.09+0.04
−0.05 0.92 ± 0.08+0.05

−0.06

data at low pjet
T , but resembles pythia Tune QW at high

pjet
T . The change of slope around pjet

T = 50 GeV can be
traced back to the matrix-element correction algorithm
in herwig [29]. Comparisons to the measurements of the
sub-leading jets (Figs. 2–3) show that pythia using Tune
QW and herwig predict more steeply falling pjet

T spec-

TABLE V: Correction factors for multiple parton interactions
(CMPI) and hadronization (CHad) for 1

σZ/γ∗ × dσ
dpT (2nd jet)

.

pT bin CMPI ± (stat) ± (sys) CHad ± (stat) ± (sys)
[GeV]

20 – 28 1.15 ± 0.01+0.06
−0.10 0.81 ± 0.01+0.07

−0.00

28 – 40 1.10 ± 0.01+0.00
−0.07 0.83 ± 0.01+0.05

−0.00

40 – 54 1.07 ± 0.02+0.00
−0.06 0.85 ± 0.01+0.06

−0.00

54 – 73 1.04 ± 0.03+0.00
−0.07 0.87 ± 0.03+0.07

−0.01

73 –200 1.05 ± 0.05+0.00
−0.08 0.83 ± 0.04+0.18

−0.00

tra than observed in data, in agreement with expecta-
tions based on the limited validity of the soft/collinear
approximation of the parton shower. A newer pythia
model with a pT -ordered parton shower, using Tune S0,
gives a good description of the leading jet, but shows no
improvement for the second or third jet. For the two
pythia models, samples were generated with µF and µR

being varied up and down from the nominal value by a
factor of two. As expected, decreasing µF and µR in-
creases the predicted amount of events with one or more

pQCD

parton shower MC

matching MC

µF = MZ

µR=a pTrel

scale uncertainties 
smaller for NLO

problem for
Pythia QW
and Herwig?

pT ordering 
works for 
first jet

slope problem 
for Sherpa?

large scale 
dependence
problematic

Z→ee in this case
8452 / 1233 / 167 
events with 1 / 2 / 3 jets

PL B 678 (2009) 45-54
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FIG. 2: (a) The measured distribution of 1
σZ/γ∗ × dσ

dpT (jet) for the second jet in Z/γ∗ + 2 jets+X events, compared to the

predictions of mcfm nlo. The ratios of data and theory predictions to mcfm nlo are shown (b) for pQCD predictions
corrected to the particle level, (c) for three parton-shower event generator models, and (d) for two event generators matching
matrix-elements to a parton shower. The scale uncertainties were evaluated by varying the factorization and renormalization
scales by a factor of two.

TABLE VI: Correction factors for multiple parton interac-
tions (CMPI) and hadronization (CHad) for 1

σZ/γ∗ ×
dσ

dpT (3rd jet)
.

pT bin CMPI ± (stat) ± (sys) CHad ± (stat) ± (sys)
[GeV]

20 – 28 1.15 ± 0.02+0.00
−0.07 0.76 ± 0.01+0.08

−0.00

28 – 44 1.10 ± 0.03+0.05
−0.04 0.81 ± 0.03+0.05

−0.00

44 – 60 1.11 ± 0.10+0.04
−0.10 0.74 ± 0.07+0.19

−0.00

jets. The slopes of the predicted distributions do not
change significantly as the scales are varied.

Finally, we show comparisons with the alpgen v2.13
+ pythia v6.325 and sherpa v1.1.1 event genera-
tors. Both generators combine tree-level matrix ele-
ments with parton showers [30–32], thereby utilizing ma-
trix elements also for sub-leading jets. For the central
alpgen+pythia prediction, the factorization scale is
given by µF =

√
M2

Z + p2
T,Z , whereas the renormaliza-

tion scale is defined individually for each parton splitting
using the CKKW prescription [30]. For sherpa, both
the factorization and the renormalization scales are given

by the CKKW prescription. For all three pjet
T spectra,

alpgen+pythia predicts lower production rates than
observed in data, but the shapes of the spectra are well
described. sherpa predicts a less steeply falling lead-
ing pjet

T spectrum than seen in data, leading to disagree-
ments above 40 GeV. For the sub-leading pjet

T spectra,
sherpa predicts higher production rates than observed
in data, but the shapes are well described. In agree-
ment with Ref. [31], both alpgen+pythia and sherpa
are found to show a sensitivity to the choice of scales
which is similar to that of a LO pQCD prediction, re-
flecting a limited predictive power. For the leading jet
at pT = 100 GeV, the prediction of sherpa with both
scales shifted down by a factor of two is about three times
higher than the alpgen+pythia prediction with both
scales shifted up. This reflects both the size of the scale
uncertainties and the difference in the central prediction
between the two event generators. For alpgen+pythia,
good and simultaneous agreement with data for all three
leading jets is achieved through scaling µF and µR down
by a factor of two from the default values. For sherpa,
an improved description of data is achieved by scaling µF

Z + 2 jet + X

pQCD

parton shower MC

matching MC

Pythia and
Herwig 
are too soft
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FIG. 3: (a) The measured distribution of 1
σZ/γ∗ ×

dσ
dpT (jet) for the third jet in Z/γ∗+3 jets+X events, compared to the predictions

of mcfm lo. The ratios of data and theory predictions to mcfm nlo are shown (b) for pQCD predictions corrected to the
particle level, (c) for three parton-shower event generator models, and (d) for two event generators matching matrix-elements
to a parton shower. The scale uncertainties were evaluated by varying the factorization and renormalization scales by a factor
of two.

and µR up by factor of two, but remaining disagreements
with the measurements are seen for the leading jet below
∼ 40 GeV.

In summary, we have presented new measurements
of differential cross sections for Z/γ∗(→ e+e−)+jets+X
production in pp̄ collisions at a center-of-mass energy of
1.96 TeV using a data sample recorded by the D0 de-
tector corresponding to 1.04 ± 0.06 fb−1. The measure-
ments are binned in the pT of the N th jet, using events
containing at least N = 1, 2, or 3 jets, and are nor-
malized to the measured inclusive Z/γ∗(→ e+e−) + X
cross section. Predictions of mcfm at NLO, corrected
to the particle level, are found to be in good agree-
ment with data and have a significantly smaller scale
uncertainty than mcfm at LO. The parton-shower based
herwig and pythia Tune QW event generator models
show significant disagreements with data which increase
with pjet

T and the number of jets in events. The newer
pT -ordered shower model in pythia gives a good descrip-
tion of the leading jet, but shows no improvement over
the old model for the sub-leading jets. The sherpa and
alpgen+pythia generators show an improved descrip-

tion of data as compared with the parton-shower-based
generators. alpgen+pythia gives a good description
of the shapes of the pjet

T spectra, while predicting lower
production rates than observed in data. sherpa pre-
dicts higher production rates and a less steeply falling
pjet

T spectrum for the leading jet than observed in data.
For alpgen+pythia, the factorization and renormaliza-
tion scales can be chosen so that a good, simultaneous
agreement with data is achieved for all three leading jets.
For sherpa, a similar level of agreement is achieved for
the sub-leading jets, but some disagreements remain for
the shape of the leading pjet

T spectrum. Since the pre-
sented measurements are fully corrected for instrumental
effects, they can be used for testing and tuning of present
and future event generator models.

We thank the staffs at Fermilab and collaborating
institutions, and acknowledge support from the DOE
and NSF (USA); CEA and CNRS/IN2P3 (France);
FASI, Rosatom and RFBR (Russia); CNPq, FAPERJ,
FAPESP and FUNDUNESP (Brazil); DAE and DST
(India); Colciencias (Colombia); CONACyT (Mexico);
KRF and KOSEF (Korea); CONICET and UBACyT

σ vs 3rd  jet pT
Z + 2 jet + X

pQCD

parton shower MC

matching MC

Pythia and
Herwig 
are too soft



Conclusion
MC with matching algorithms are a huge improvement over PS only 
generators.
Still, none of the existing MC provides a “perfect” description of all 
variables. As experimentalists we still have to re-weight our MC 
distributions. This is important as we train our NN with MC!
The scale uncertainties are in general too large!

THANKS to all 
theorists working on 

the MCs for us!


