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Jet and missing energy reconstruction 
W and Z selections and cross-section measurement 
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Systematic uncertainty from Jet Energy Corrections
First look at 1.1 pb-1 

P. Lenzi in the next talk will discuss the prospects for 
measurements of W/Z + jets with full 2010/2011 LHC 
data
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Acceptance: 
- Tracker: |η| < 2.5
- Electromagnetic Calorimeter: |η| < 3
- Forward Calorimeter: |η| < 5.2



Jet reconstruction

Four different jet types: 

‣ Calo Jets: based on calorimetric 
towers only 

‣ Jet Plus Tracks (JPT): Calo jets 
complemented with track informations

‣ Particle Flow (PF): jet clustering start 
from a list of “identified particles”; 
more similar to generator level jets

‣ Track jets: use only tracks 

Using different inputs allows for 
systematic cross-checks 
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4 4 Jet Energy Calibration
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Figure 1: Absolute jet energy correction factors CAbs derived from simulation for calorimeter,

JPT, and PFlow jets at
√

s = 7 TeV as a function of corrected jet transverse momentum.

situ calibration studies using various physics processes from LHC data. These measurements,

while currently statistically limited, provide initial confirmation for the MC truth JEC. As the

size of the calibration samples increases with increasing LHC luminosity, in-situ calibration

constants will replace those extracted from the MC truth.

In the following two sub-sections we describe the MC truth and the in-situ jet calibration stud-

ies.

4.1 Monte Carlo truth jet energy correction

Monte Carlo truth jet energy corrections are derived using PYTHIA [10] QCD events at
√

s= 7 TeV

proton-proton collisions which are further processed through a full CMS GEANT4 [11] simu-

lation of the CMS detector. In these events, we reconstruct calorimeter, JPT, and PFlow jets,

as well as particle jets from the four-momenta of the MC particles (in the following referred

to as GenJets). GenJets are matched to the calorimeter jets (or JPT / PFlow jets) in η-φ space

by requiring ∆R <0.25. For the matched jets, we study the quantity pJet
T /pGenJet

T to extract jet

calibration factors as a function of uncalibrated jet pT and η.

The MC-truth jet energy corrections as described below do not factorize out the offset correc-

tion. Rather, the offset is lumped together with the relative and absolute corrections. (Detailed

discussion about the size of the offset in the current LHC data and in MC is given in the next

section.) Following this approach, the extraction procedure has two steps: first we extract the

relative correction CRel(η, pT) by comparing the response at a given η to that of jets in the central

region |η| <1.3. In the second step, we extract the absolute correction CAbs(p�
T
) that removes

the pT dependence of the jet response, and brings it to unity. Figure 1 shows absolute correc-

tion factors CAbs as a function of corrected jet transverse momentum for the three jets types.

At low transverse momentum, calorimeter jets need to be corrected by a large multiplicative

factor (up to 2) due to non-compensating nature of the CMS calorimeters. JPT and PFlow jets

require much smaller corrections as these jets rely heavily on the tracking information.

The combined correction factor C(pT, η) multiplies each component of the jet momentum four-

vector Pµ (components indexed by µ in the following):

Standard jet reconstruction: anti-KT algorithm with ΔR = 0.5

Results based on PF jets: smaller jet energy corrections in 
the tracker acceptance, |η| < 2.5



Missing transverse energy

Missing transverse energy also 
reconstructed using “Particle 
Flow” objects which provide the 
highest resolution

Good agreement between MC 
and data in minimum bias 
events
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10 5 E/ T Performance in Multi-Jet Events
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Figure 6: Calibrated E/ T resolution versus calibrated pf∑ ET for the type-II corrected caloE/ T,

tcE/ T, and pfE/ T in data and Monte Carlo samples.

is closest to the actual particle-level ∑ ET. We calibrate pf∑ ET to the particle-level ∑ ET, on

average, based on the correlation between the measured pf∑ ET and the particle-level ∑ ET

observed in PYTHIA 8 Monte Carlo.

Figure 6 shows the calibrated E/ T Gaussian core resolution versus the calibrated pf∑ ET for

different E/ T reconstruction algorithms in events containing at least two jets with pT > 25 GeV.

Both tcE/ T and pfE/ T show improvements in the E/ T resolution compared to the calorimeter only

E/ T in the resolution, and the pfE/ T yields the smallest E/ T resolution. The comparison between

the type-II corrected caloE/ T and pfE/ T is also presented in Ref. [12], which confirms the E/ T
resolution improvements in pfE/ T compared to the type-II corrected caloE/ T.

5 E/ T Performance in Multi-Jet Events
Many searches for physics beyond the standard model critically depend on E/ T in events with

multiple (> 2) jets. However, such events are harder to simulate in Monte Carlo event gener-

ator programs. The limited understanding of multi-jet QCD production makes direct compar-

isons between data and Monte Carlo simulation challenging.

In this section, we present a study of the E/ T performance in multi-jet events. In particular, we

study the dependence of the E/ T distribution on jet multiplicities. Figure 7 shows the E/ T dis-

tribution in four different intervals of ∑ ET for different jet multiplicities. Events in this figure

are required to have at least two jets with pT > 20 GeV and |η| < 3, and the jet multiplicity is

defined to be the number of jets with the corrected pT > 20 GeV.

The good agreement of the shape of the E/ T distributions between different jet multiplicities in

Fig. 7 indicates that the E/ T performance is primarily driven by the total amount of calorimetric

activity, parametrized by ∑ ET, and no significant contribution from jet multiplicities to E/ T is

visible at the presently available level of data statistics. This feature is useful for various physics

analysis with multi-jets.

6 4 E/ T Performance in Minimum-Bias and Dijet Events
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(a) caloE/ T distribution
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(b) calo∑ ET distribution
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(c) tcE/ T distribution
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(d) pfE/ T distribution

Figure 3: calorimeter E/ T (caloE/ T), calo∑ ET, track-corrected E/ T (tcE/ T), and particle-flow

E/ T (pfE/ T) distributions in the minimum-bias data compared with Monte Carlo simulation.

In addition to the event with anomalous HF signals mentioned above, the highest pfE/ T event

has a high pT forward muon due to poor track reconstruction of the associated track in the

central tracker, which will be fixed in future analysis. The other events do now show obvious

anomalous signals, and they appear to be QCD jet production events with some jet energies

mismeasured. The mismeasured jets tend to be at the boundaries between different sections

of the calorimeters. Therefore, the high E/ T tail is no longer dominated by events with anoma-

lous calorimeter signals after the anomalous signal cleaning procedure, and the high E/ T tail is

reasonably well described by the Monte Carlo simulation.

Figure 3(b) shows the calo∑ ET distribution (see Appendix A for tc∑ ET and pf∑ ET distri-

butions). We find an improved agreement between data and Monte Carlo simulation using

PYTHIA 8 compared to the studies in Ref. [14] using PYTHIA 6 D6T tune[15]. Traditionally,

∑ ET has been considered to be a difficult quantity to correctly simulate due to its sensitivity

to details of the calorimeter simulation, in particular, to the noise treatment, and also to the

generator-level modeling of soft QCD physics. The PYTHIA 8 Monte Carlo simulated events

tend to have a somewhat softer ∑ ET, although the observed agreement is acceptable given the

various difficulties mentioned above. It is important that the event ∑ ET, i.e., the total visible



W → µν events
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Figure 2: Comparison of the MT distribution of QCD background in W → µν candidates, as

derived from isolation inversion in data (points), with the same distribution expected from the

simulation (dashed histogram). The Monte Carlo distribution predicted for the selected QCD

sample (solid histogram), used to conservatively assign systematic uncertainties, is also shown

for comparison.

made by opposite-charge muons with pT(µ) > 20 GeV/c with an invariant mass in the range

60 < mµµ < 120 GeV/c2. One of the two muons must have |η| < 2.1, and be matched with

a muon satisfying trigger criteria. The other muon must be in the region |η| < 2.4. Both

muon candidates must be isolated according to the isolation variable Itrk = ∑ pT(tracks), where

∑ pT(tracks) is defined in Eq. 1. We require Itrk < 3 GeV/c for both muons.

We have analyzed a data sample of 198 nb
−1

and 77 events pass the Z → µ+µ− event selection,

which corresponds to a measurement: σ(pp → Z(γ∗) + X → µ+µ− + X) = 0.42 ± 0.05 nb in

the [60, 120] GeV/c2 di-muon mass range, within the applied kinematic cuts, where the quoted

uncertainty is statistical. The acceptance of all previous cuts for the pseudo-rapidity and in-

variant mass ranges covered in the analysis is 47.6 ± 0.2 (stat.)%, as estimated from Monte

Carlo simulations. The di-muon invariant mass of the selected Z candidates is shown in Fig-

ure 5. Data are compared with the Monte Carlo NLO expectations for this luminosity. The

background, dominated by QCD, tt and Z → τ+τ− events, is negligible (∼ 0.3%).

5 Muon efficiency studies in data
Muon reconstruction and identification, trigger and isolation efficiencies are initially estimated

using Monte Carlo. We carry out several data-driven studies in order to estimate their accuracy

and to apply corrections if necessary. The corrections are propagated into the Monte Carlo pre-

dictions for the analysis in Sections 3-4. The accuracy of these tests is propagated as systematics

in the measurements, summarized in Section 10.

- Event triggered with pT > 9 GeV 
-Muon pT >20 GeV, ⏐η⏐< 2.1 
- Isolation (ΣpT (tk)+ ΣET (had+em))/pT< 15% 
-MET reconstructed using PF technique
-Drell Yan rejection (veto on events with a 

second muon of pT>10 GeV)

-Main source of BG: QCD (b hadron decays) 
-W Signal yield extracted through a Binned Likelihood fit 

to the MT distribution (Signal + QCD & EWK BGs) 
-W Signal and EWK MT shapes modeled from MC
-QCD MT shape extracted from data (isolation inversion)



W → eν events

7

- Events triggered with ET > 15 GeV
- Electron ET > 20 GeV 
- ⏐η⏐ < 1.4442 (Barrel), 1.566 <⏐η⏐< 2.5 

(Endcap) 
- Isolation (independent cuts on track, em, 

had)
-Drell Yan rejection (veto on events with a 

second electron of ET>20 GeV)

-QCD BG dominated by fake electrons 
-Unbinned Likelihood fit to the MET distribution
-W Signal and Electroweak MET shape modeled 

from Monte Carlo
-QCD background is parameterized and fixed 

using an inverted isolation cut sample
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10 8 Measurement of the Z → e+e− signal yield

The sources of systematic uncertainty for the fit procedure are: the uncertainty in the rela-
tive normalization of the electroweak background component, shape biases in the QCD back-
ground, and shape biases in the signal component. The electroweak background normalization
has uncertainty primarily due to any potential mis-modeling of the acceptance and efficiency
of electrons from W → τν and Z → e+e− relative to that of W → eν, resulting in systematic
biases of 0.1%. The QCD background shape biases are estimated by examining the E/T distri-
butions of events passing the W → eν selection with electron selection criteria inverted, such
as isolation (see Fig. 9), and η − φ matching requirements between the electron track and its
ECAL cluster. The functional form chosen describes all of these samples well, and with the
same parameter values. The fit is also performed with σ1 allowed to float. The systematic bias
in the signal yield, resulting from these alternative parameter values, is 2.2%. Uncertainties
from signal shape biases are estimated by the mean expected bias from alternative E/T shapes.
The alternative shapes span the range of E/T shapes obtained from varying the electron energy
scale by ±1% in EB and ±3% in EE. This variation of scale can change the signal yield by up to
2.7%. The alternative shapes also span the range of W E/T recoil allowed by using the minimum
bias data to constrain the underlying event energy modelling in our W simulation. The result-
ing mean bias in the signal yield expected from this range is 1.4%. The E/T shape will also vary
due to the uncertainty of efficiency corrections to the simulation (as described in Section 9); this
translates into signal yield variations of up to 0.3%.
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Figure 7: Distribution of E/T for the selected W→ eν candidates in data (points). Superimposed
are the results of the likelihood fit for QCD background (violet), all backgrounds (orange), and
signal plus background (yellow).

8 Measurement of the Z → e+e− signal yield
Z candidates are required to have two electrons, with ECAL cluster ET > 20 GeV, satisfying
the criteria of the Section 6, but with a looser operating point than the W selection for electrons.



Z decays selected with same pT cut on the leptons and 
looser isolation and identification criteria

Z→ µµ and Z → ee

8

77 candidates selected the invariant 
mass range 60 < mµµ < 120 GeV

61 candidates selected in the invariant 
mass range 60 < mee < 120 GeV

8 6 Electron identification and selection
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Figure 5: Invariant mass distribution of the selected Z → µ+µ− candidates in data superim-

posed to the MC expectation. Left: linear, right: logarithmic scale.
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isolation cones based
on lepton-kinematic templates
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isolation cones based
on lepton-kinematic templates

 eventsµµ $in Z 

Figure 6: Isolation cut efficiency correction for prompt muons (per muon) as a function of the

cut. Left: W → µν case, where the nominal cut is at 0.15. Right: Z → µ+µ− case, where the

nominal cut is at 3 GeV.

|η| < 3.0 in two endcap regions (EE).

Electron candidates are selected online from events that: pass a “Level 1” (L1) trigger filter,

evaluated by customized hardware, which requires a coarse-granularity region of the ECAL

to have ET > 5 GeV; and that subsequently pass a “High Level Trigger” (HLT) software filter,

requiring an ECAL cluster with ET > 15 GeV, using the full granularity of the ECAL and ET
measurements calibrated to offline precision [19].

Electron candidates require an ECAL cluster [20] with ET > 20 GeV for W or Z candidates,

and with |η| < 1.4442 for EB clusters or 1.566 < |η| < 2.500 for EE clusters. ECAL clusters are

required to match tracks using an algorithm [21] which accounts for possible energy loss due

13
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Figure 10: Distribution of Mee for the selected Z → e+e− candidates in data (points). Superim-
posed are simulated estimates of signal and background components, normalized to 198 nb−1.

10 Systematic uncertainties
The largest uncertainty for the cross section measurement comes from the luminosity measure-
ment, currently estimated to be 11% [10]. This uncertainty should decrease in the future. We
quote it separately from the other systematic uncertainties.

The first group of sources of systematics is related with uncertainties in the experimental re-
sponse predicted by CMS simulations. Particularly important are estimates of lepton recon-
struction, identification, trigger and isolation efficiencies, which are discussed in Sections 5
and 9.

Sub-dominant systematic uncertainties come from the lepton energy/momentum scale and
resolution. Studies of high-energy cosmic ray events, alignment discrepancies between inner
tracker extrapolations and muon chamber positions, low-mass dimuon resonances and esti-
mated uncertainties on tracker alignment show that scale shifts above 1% for muons with
pT ∼ 40 GeV/c can be excluded. This leads to a small uncertainty in the W → µν analysis,
1%. In the electron case, scale shifts as large as 3% cannot be ignored, leading to a systematic
uncertainty in the W → eν cross section of 2.7%.

The last source of experimental uncertainty is the limited knowledge of the intrinsic hadronic
recoil response which contributes to the E/T measurement. Studies of photon plus jet final
states [12] and the recoil distribution against leptons in W events indicate that discrepancies as
large as 10% between data and Monte Carlo for the response in this relatively low-E/T region
cannot be excluded. This uncertainty has a relatively small impact on W → µν, and a 1.4%
impact on the W → eν cross section.

The QCD background shapes are fitted in the signal extraction procedure, and studies with
Monte Carlo show that possible biases are small compared with the statistical precision of the
measurement. Since the contributions from the electroweak backgrounds is fixed as a relative
contribution to the W → �ν signal component, theoretical biases in their normalization can be
neglected.

Theoretical uncertainties in the W → �ν cross section measurement enter in the determination



Cross-section results

Results are on the lower side, but consistent with SM within the 
uncertainty on luminosity 

Ratio W/Z is also consistent with the SM expectations 
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Figure 12: Summary of results for W and Z(γ∗) production, and ratio.
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Figure 13: Summary of results for W+ and W− production, and ratio.



Cross-section results
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Jets in events with W candidates
W selection as for the inclusive 
analysis

Jets reconstructed using Particle 
Flow objects in |η| < 2.5

Jets must be separated from the 
lepton by ΔR > 0.5

‣ avoids counting the lepton as a jet

‣ no effects on jet counting as leptons 
are required to be isolated

Signal and EWK background are 
normalized to NLO cross-section 
calculated with MCFM 
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Leading jet ET distribution 
in W events



Jet rates
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Yields shown for events with ≥ n jets

‣ inclusive rates

Two ET thresholds considered: 

‣ ET>15 GeV

‣ ET>30 GeV (shown here) 

W signal extracted with a fit to the 
MT distribution in each sample

‣ statistical errors only are shown

‣ tt background sizeable for n ≥ 3
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Jet multiplicity

The use of Particle Flow jets 
allows to lower the jet ET 
threshold to ET > 15 GeV 

No big differences within PS 
(PYTHIA) and ME+PS 
(MadGraph)

But strong dependence on the 
MC tune (more in next talk)
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Jet energy corrections
Systematic uncertainty estimated from MC:

‣ 5% + 2% × ⎮η⎮

‣ absolute scale will be obtained from γ+jet 
events: first look gives indications that this error 
is quite conservative

‣ relative uncertainty can be cross-checked with 
di-jets events: residual miscalibration is within 
the error band and can be further corrected 

The uncertainty on the jet rate in W events is 

‣ 10%-40% for 1-4 jets with ET>15 GeV 

‣ 10%-20% for 1-4 jets with ET>30 GeV

The uncertainty is even smaller and rather 
constant for the n+1/n ratio 
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Figure 9: Data/MC ratio for the relative response obtained from the dijet pT balance method
for calorimeter (top left), JPT (top right) and PFlow (bottom) jets. The jets in data and MC are
corrected for MC-truth JEC. The ± 2%|η| band is overlaid. The few outlying points with large
error bars are due to limited statistics in low-pT Monte Carlo samples.
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Figure 10: Data/MC ratio for the relative response obtained from the dijet pT balance method
for calorimeter (top left), JPT (top right) and PFlow (bottom) jets. The jets in MC are corrected
for MC-truth JEC, whereas jets in data are corrected for MC-truth JEC plus the residual correc-
tion discussed in the text. The ± 2%|η| band is overlaid. The few outlying points with large
error bars are due to limited statistics in low-pT Monte Carlo samples.

Based on these observations, CMS uses ± 2%|η| uncertainty on the relative JEC for physics
analyses using either nominal MC-truth JEC or MC-truth JEC supplemented by the residual
correction. In the latter case, uncertainty of ± 2%|η| is clearly a conservative estimate, as
suggested by Figure 10.

4.2.3 Absolute response measurements from photon+jet events

The CMS calorimeter energy response to a particle level jet is smaller than unity and varies as
a function of jet pT. The purpose of the absolute jet energy correction is to remove these varia-
tions and make the response equal to unity at all pT values. When combined with the relative
correction and the offset correction, the absolute correction provides the complete correction
back to the particle jet level required for most CMS analyses.

To determine the absolute jet energy corrections from collider data, we use γ+jet events, and
apply two different calibration procedures, called pT balancing and MPF (missing ET projection
fraction) methods, respectively. First we discuss and present results from the pT balancing
method which exploits the balance in the transverse plane between the photon and the recoiling
jet and uses the photon pT, that is accurately measured in the crystal ECAL calorimeter, as a
reference object. The technique was introduced by the Tevatron experiments [14, 15]. The
detailed feasibility study of the method for CMS is described in Reference [18].

12 4 Jet Energy Calibration

 |!| 
0 1 2 3 4 5

D
a
ta

 /
 S

im
u
la

ti
o
n

0.8

1

1.2

1.4
Corrected CaloJets

CMS Preliminary

 < 60 GeV
cor

T
37 < dijet p

 < 75 GeV
cor

T
60 < dijet p

 < 120 GeV
cor

T
75 < dijet p

 < 150 GeV
cor

T
120 < dijet p

Uncertainty

 |!| 
0 1 2 3 4 5

D
a
ta

 /
 S

im
u
la

ti
o
n

0.8

1

1.2

1.4
Corrected JPTJets

CMS Preliminary

 < 62 GeV
cor

T
39 < dijet p

 < 75 GeV
cor

T
62 < dijet p

 < 120 GeV
cor

T
75 < dijet p

 < 150 GeV
cor

T
120 < dijet p

Uncertainty

 |!| 
0 1 2 3 4 5

D
a
ta

 /
 S

im
u
la

ti
o
n

0.8

1

1.2

1.4
Corrected PFJets

CMS Preliminary

 < 68 GeV
cor

T
43 < dijet p

 < 85 GeV
cor

T
68 < dijet p

 < 120 GeV
cor

T
85 < dijet p

 < 150 GeV
cor

T
120 < dijet p

Uncertainty

Figure 9: Data/MC ratio for the relative response obtained from the dijet pT balance method
for calorimeter (top left), JPT (top right) and PFlow (bottom) jets. The jets in data and MC are
corrected for MC-truth JEC. The ± 2%|η| band is overlaid. The few outlying points with large
error bars are due to limited statistics in low-pT Monte Carlo samples.
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Figure 10: Data/MC ratio for the relative response obtained from the dijet pT balance method
for calorimeter (top left), JPT (top right) and PFlow (bottom) jets. The jets in MC are corrected
for MC-truth JEC, whereas jets in data are corrected for MC-truth JEC plus the residual correc-
tion discussed in the text. The ± 2%|η| band is overlaid. The few outlying points with large
error bars are due to limited statistics in low-pT Monte Carlo samples.

Based on these observations, CMS uses ± 2%|η| uncertainty on the relative JEC for physics
analyses using either nominal MC-truth JEC or MC-truth JEC supplemented by the residual
correction. In the latter case, uncertainty of ± 2%|η| is clearly a conservative estimate, as
suggested by Figure 10.

4.2.3 Absolute response measurements from photon+jet events

The CMS calorimeter energy response to a particle level jet is smaller than unity and varies as
a function of jet pT. The purpose of the absolute jet energy correction is to remove these varia-
tions and make the response equal to unity at all pT values. When combined with the relative
correction and the offset correction, the absolute correction provides the complete correction
back to the particle jet level required for most CMS analyses.

To determine the absolute jet energy corrections from collider data, we use γ+jet events, and
apply two different calibration procedures, called pT balancing and MPF (missing ET projection
fraction) methods, respectively. First we discuss and present results from the pT balancing
method which exploits the balance in the transverse plane between the photon and the recoiling
jet and uses the photon pT, that is accurately measured in the crystal ECAL calorimeter, as a
reference object. The technique was introduced by the Tevatron experiments [14, 15]. The
detailed feasibility study of the method for CMS is described in Reference [18].



W plots with 1.1 pb-1
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Z plots with 1.1 pb-1
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Summary
With few hundreds nb-1 we have shown that our detector 
is well suited to perform nice physics studies with vector 
bosons and jets
‣ basic kinematic variables and measurements are in good 

agreement with expectations from Monte Carlo 

‣ the jet ET spectrum in particular can be studied down to 
very low momentum

The LHC is expected to deliver about 30 pb-1 by the end 
of 2010

More (and better) to come...
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Systematics errors for W x-sec
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July 22, 2010 W/Z at CMS   :::   J. Mans   :::   ICHEP
10

Systematic Errors for W
■ Efficiencies and scales studied in Z events and recoil studies

■ Background uncertainties from cut inversion studies and control samples

■ PDF uncertainties evaluated via CTEQ66, MSTW08NLO, NNPDF2.0 sets
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Systematic errors for Z x-sec
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Systematic Errors for Z
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MET vs jet multiplicity
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JOANNA WENG

Backup: MET in Multijets 

Does MET depend on the jet multiplicity ? 

JME-10-004

• Uncorrected                   
Calo MET in jet                               
events for different 
SumET ranges 

• Different jet                         
multiplicity bins                   
(jets w/pT>20 GeV,                       
|!|<3)

=> MET             
distribution 
“primarily” 
controlled by 
SumET, and 
not jet 
multiplicities
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