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W/Z + Jets results from CMS
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introduction

W/Z + jets
I clean environment to probe QCD

I important bkg to searches

studies on the 36pb−1 from 2010 presented here:

I W/Z + jets

I Z+b

I boosted W polarization
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W/Z + Jets
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I combination of QCD and EWK

I interesting topology
I jets
I leptons
I MET

I ⇒ important BKG in searches

I how well are these processes understood?

I how much can we rely on simulation?
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W/Z + Jets

ME + PS simulation:
I tree level only

I includes non-perturbative corrections

I most common method

The light quarks, u, d, c, s, and b, are all treated as

massless. We do not include contributions to the amplitudes

from a real or virtual top quark. Nor do we include the

pieces in which the vector boson couples directly to a quark

loop through either a vector or axial coupling, as illustrated

in Fig. 2. In Z,�� þ 2-jet production these pieces affect

the cross section by under 0.3%. We therefore expect the

omission of these pieces to have a small effect on the

Z,�� þ 3-jet results presented here, well below the residual

NLO uncertainties of 10%–20%.

Besides the loop amplitudes, we need tree amplitudes for

real emission contributions. The relevant subprocesses are

q �qgggg! Z; �� ! eþe�; (2.4)

q �qQ �Qgg! Z; �� ! eþe�; (2.5)

q �qQ1
�Q1Q2

�Q2 ! Z; �� ! eþe�; (2.6)

where all the physical processes are obtained by crossing

four of the partons into the final state. Representative tree

diagrams for these contributions are given in Fig. 3.

To compute the NLO corrections we use BLACKHAT and

SHERPA, essentially following the same calculational setup

described in Ref. [18] for the W þ 3-jet process. We there-

fore discuss our setup only briefly, pointing out the few

differences with Ref. [18].

B. Setup

The virtual contributions are evaluated with BLACKHAT,

which is based on the unitarity method [21]. One-loop

amplitudes are expanded in terms of a basis set of scalar

integrals composed of box, triangle, and bubble integrals,

plus a rational remainder. The coefficients of box integrals

are obtained from quadruple cuts by solving the cut con-

ditions [23]. Coefficients of bubble and triangle functions

are then obtained using a numerical implementation of

Forde’s approach [27]. In this implementation, BLACKHAT

uses a procedure related to that of Ossola, Papadopoulos,

and Pittau [26] to subtract box contributions when deter-

mining triangle coefficients, and to subtract box and tri-

angle contributions when determining bubble coefficients.

The basis scalar integrals are evaluated numerically using

their known analytic expressions [63]. To obtain rational

terms, we have implemented both loop-level on-shell

recursion [24,25] and a numerical version of the ‘‘massive

continuation’’ approach due to Badger [64], which is

related to the D-dimensional generalized unitarity [65]

approach of Giele, Kunszt, and Melnikov [29]. The nu-

merical version involves subtracting the contributions of

higher-point cuts rather than taking large-mass limits. It is

similar to the numerical version of Forde’s method [27]

for four-dimensional unitarity cuts, which is described in

Ref. [18]. In that paper we used on-shell recursion for the

leading-color terms, where speed is at a premium. For the

simplest helicity configurations, on-shell recursion is im-

plemented analytically and the results stored for numerical

evaluation. For subleading-color terms the massive con-

tinuation method was used because it is presently more

flexible. For production runs in the current study, we used

the analytic formulas obtained via on-shell recursion for

the leading-color amplitudes, and the massive continuation

method for the remaining terms.

As discussed in Ref. [18], for efficiency purposes

it is useful to compute the leading-color parts of the

virtual contributions separately from the numerically

much smaller, but computationally more complicated,

subleading-color contributions. We follow the same divi-

sion of leading and subleading color as in Ref. [18], except

that here we assign the pieces proportional to the number of

quark flavors (nf) to the leading-color contributions in-

stead of the subleading-color ones. This has the effect of

somewhat reducing the size of the (already very small)

subleading-color contributions, helping to reduce the num-

ber of phase-space points at which they must be evaluated.

We add the leading- and subleading-color contributions at

the end of the calculation to obtain the complete color-

summed result. We refer the reader to Refs. [22,66] for

detailed descriptions of the primitive amplitude decompo-

sition that we used. Alternative organizations of color,

within the context of the unitarity method, may be found

in Refs. [34,67].

An important issue is the numerical stability of the loop

amplitudes. In Fig. 4, we illustrate the stability of the full-

color virtual interference term (or squared matrix element),

d�V , summed over colors and over all helicity con-

figurations for the two subprocesses u �u! eþe�u �ug and

u �u! eþe�ggg. The horizontal axis of Fig. 4 shows the

logarithmic error,

FIG. 3. Representative real-emission diagrams for the eight-point tree-level amplitudes, qg! eþe�qggg, qg! eþe�qgQ �Q, and

q �q! eþe�Q1
�Q1Q2

�Q2.

NEXT-TO-LEADING ORDER QCD PREDICTIONS FOR . . . PHYSICAL REVIEW D 82, 074002 (2010)

074002-5

NLO calculations:
I recent development

I not yet widely used
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Tevatron results:
I can we do better?

(shown: W + jets)
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FIG. 2: Top: the ratio of data to theory for the total cross
sections σn = σ(W → eν+ ≥ n-jet;Enth−jet

T > 25 GeV) as a
function of the jet multiplicity n. Bottom: σn/σn−1 for data,
MLM, SMPR andMCFM. Inner (outer) error bars denote the
statistical (total) uncertainties on the measured cross sections.

and a renormalization and factorization scale µ =�
m2

W + (pW
T )2. We define an uncertainty due to the

choice of µ by generating with a lower scale, µ = pjet
T ,

and a higher scale, µ = 2 ∗
�

m2

W + (pW
T )2. Addition-

ally, the variation due to the uncertainty on the PDFs
has been computed using the Hessian method [24]. This
PDF uncertainty is also broadly applicable to the SMPR
and MLM predictions.

In the case of the NLO predictions, the final states
are not evolved through a parton shower nor hadronized.
Jets are reconstructed with a cone algorithm R = 0.4,
such that two partons are merged if they are within
1.3×R of each other and within R of the resulting jet cen-
troid [27]. This is still considered to be sufficient to give
a reasonable description of the perturbative structure of
the jet [28]. However, before comparing with data, the
non-perturbative effects of hadronization and the under-
lying event have to be considered. We have estimated,
using pythia tune a, the impact of these two effects.
The effect of the underlying event is to increase the cross
section with respect to the parton level, whilst the effect
of hadronization is to decrease it. The magnitude of both
effects decreases asymptotically with increasing Ejet

T . Be-
low 50 GeV the hadronization effect dominates, leading
to an overall decrease of the cross section with respect to
the parton level that is within 10%. At higher Ejet

T , the
correction is driven by the underlying event leading to
an increase of at most 5%. A detailed study of this cor-
rection is outside the scope of this paper, and we do not
apply any such corrections to the MCFM predictions.

The upper plot of Fig. 2 shows, as a function of the
jet multiplicity n, the ratio of data to theory for the to-
tal cross sections σn = σ(W → eν+ ≥ n-jet; Enth−jet

T >
25 GeV). The lower plot shows the ratio σn/σn−1. In
Fig. 3 the ratios of the measured differential cross sections
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FIG. 3: Ratio of the measured cross sections dσ(W →

eν+ ≥ n-jet)/dEnth−jet

T to the MLM, SMPR and MCFM

predictions for n = 1 (top), n = 2 (middle) and n = 3 (bot-
tom). MCFM predictions are not available for n = 3. Inner
(outer) error bars denote the statistical (total) uncertainties
on the measured cross sections.

dσ(W → eν+ ≥ n-jet)/dEnth−jet
T to the predictions are

shown for n = 1 − 3. The difference observed in Fig. 2
between the measured cross sections and SMPR or MLM
predictions reflects the LO nature of these calculations.
All the predictions show good agreement with the data
in the cross section ratios σn/σn−1. Fig. 3 shows that the
variation in the W + n-jet cross section as a function of
Ejet

T is better reproduced by the SMPR prediction than
by the MLM. A possible explanation is the absence of a
tuned underlying event model in the herwig component
of the MLM prediction. We observe good agreement be-
tween the MCFM predictions and data in both total and
differential cross section comparisons.

In summary, we have used 320 pb−1 of CDF II data to
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W/Z candidate selection
single electron or muon trigger

first lepton

electron / muon

I tight selection

I high purity

I caused trigger

second lepton
same flavor

I loose selection

I high efficiency

1 lepton ⇒ W candidate
2 leptons ⇒ Z candidate
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electron selection

I single electron trigger (threshold below 17 GeV)

I find first electron
I pT > 20GeV, |η| < 2.5, 1.44 < |η| < 1.57 excluded
I matches trigger primitive
I tight isolation, ID, conversion rejection ( 80% efficiency)

I search second electron
I pT > 10GeV, |η| < 2.5, 1.44 < |η| < 1.57 excluded

I 60 < Mee < 120GeV

I W candidates
I no muon with pT > 10GeV (top veto)

results are quoted in this acceptance
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electron selection

I single electron trigger (threshold below 17 GeV)

I find first electron
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I search second electron
I pT > 10GeV, |η| < 2.5, 1.44 < |η| < 1.57 excluded

I 60 < Mee < 120GeV

I W candidates
I no muon with pT > 10GeV (top veto)
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muon selection

I single muon trigger (threshold below 15 GeV)

I find first muon
I pT > 20GeV, |η| < 2.1
I matches trigger primitive
I tight isolation, ID

I search second muon
I pT > 10GeV, |η| < 2.4

I 60 < Mµµ < 120GeV

results are quoted in this acceptance
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muon selection

I single muon trigger (threshold below 15 GeV)

I find first muon
I pT > 20GeV, |η| < 2.1
I matches trigger primitive
I tight isolation, ID

I search second muon
I pT > 10GeV, |η| < 2.4

I 60 < Mee < 120GeV

results are quoted in this acceptance
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Jets

cluster “Particle Flow” objects, Anti-kt, ∆R = 0.5

I |η| < 2.4 (tracker acceptance), ET > 30GeV

I data driven jet energy calibration

I pile-up removal with FastJet

I muons from W/Z candidates:
removed from particle list before clustering

I electrons from W/Z candidates:
veto jets within ∆R < 0.3
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Jets: data vs MC
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Jets: data vs MC
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signal extraction: Z
Unbinned Maximum Likelihood (UML) Fit on Mll

I functional forms
I parametrization in events with 0, 1, 2, 3 and >= 4 jets
I BKG params floated
I signal params floated, kept equal for all jet multiplicities
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signal extraction: W

UML Fit on mT and nb−taggedjet

I functional forms

I parametrization in events with 0, 1, 2, 3 and >= 4 jets

signal vs QCD

I mT =
√

2plT ·MET cos(∆Φ(l ,MET ),

I MET from “Particle Flow” objects

I fit in range 20 < mT < 150

I 0 jets: high stats, important parameters floated
...

I 4 jets: low stats, few params floated (electron/muon)
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signal extraction: W
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signal extraction: W

signal vs top

I nb−taggedjet

I b-tag and mistag eff measured in control samples

I top contribution floated!

b-tagged jetn
0 1  2≥

ev
en

ts
 / 

bi
n

0

0.5

1

1.5

310×

 data
ν e→ W 

 non-top
 top

CMS preliminary

 = 7 TeVs  at  -136 pb

 3-jets≥ + ν e→W 

b-tagged jetn
0 1  2≥

ev
en

ts
 / 

bi
n

0

0.5

1

1.5

310×

 data
νµ → W 

 non-top
 top

CMS preliminary

 = 7 TeVs  at  -136 pb

 3-jets≥ + νµ →W 



15 / 43

corrections
lepton efficiency
measured with tag and probe on Z events, factorizes as:

I reconstruction
(cluster → electron, track → muon)

I selection
(differs between 1st and 2nd lepton, njet dependence)

I trigger (only for 1st lepton)

fit range, mT > 20
from MC, verified on data in Z events

unfolding jet multiplicity spectrum
I extract migration matrix R(nRECO ,nGEN ) from MC

I singular value decomposition (SVD) to “unsmear” njet
distribution
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corrections

measure ratios

σ(V+ ≥ njets)

σ(V+ ≥ 0jets)

σ(V+ ≥ njets)

σ(V+ ≥ (n − 1)jets)

⇒ reduce systematics

I partial cancelation JES

I full cancelation luminosity

I only lepton efficiency vs njets
...
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results for W
pT > 30GeV

 0
-je

t)
≥

(W
 +

 
σ

 n
-je

ts
)

≥
(W

 +
 

σ

-310

-210

-110

 data
 energy scale
 unfolding
      
 MadGraph Z2
 MadGraph D6T
 Pythia Z2

CMS preliminary

 = 7 TeVs  at  -136 pb

νe→W 

 > 30 GeVjet
TE

inclusive jet multiplicity, n

 (
n-

1)
-je

ts
)

≥
(W

 +
 

σ
 n

-je
ts

)
≥

(W
 +

 
σ 0

0.1

0.2

1 2 3 4
 0

-je
t)

≥
(W

 +
 

σ
 n

-je
ts

)
≥

(W
 +

 
σ

-310

-210

-110

 data
 energy scale
 unfolding
      
 MadGraph Z2
 MadGraph D6T
 Pythia Z2

CMS preliminary

 = 7 TeVs  at  -136 pb

νµ→W 

 > 30 GeVjet
TE

inclusive jet multiplicity, n
 (

n-
1)

-je
ts

)
≥

(W
 +

 
σ

 n
-je

ts
)

≥
(W

 +
 

σ 0

0.1

0.2

1 2 3 4

I very good agreement with predictions from ME+PS

I negligible difference between tunes for pT > 30GeV

I PS alone starts to fail for njet ≥ 2
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results for Z
pT > 30GeV
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I excelent agreement with expectations from ME+PS

I PS alone is also compatible with data
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Berends-Giele scaling

I test scaling by fitting Cn = σn
σn+1

= α + βn

I take into account correlations between σn
I take into account migration between jet bins
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Berends-Giele scaling
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Z + b-jets

I benchmark channel for MSSM Higgs searches

I fixed vs variable flavour number schemes (LO only)

selection
I At least one Z

I At least one >25GeV jet

I ≥ 1 secondary vertex in jet

I MET < 40GeV (top
rejection)

2 ways of b-tagging
I high purity

I high efficiency
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Z + b-jets
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Z+b/Z+jet ratio

I Z+b purity extracted from fit on
secondary vertex mass

I results compatible with
MadGraph(*) and MCFM NLO
calculations

I (*) Z+b and Z+c with pT ,jet > 15
GeV scaled to corresponding MCFM
x-sec )2Secondary vertex mass (GeV/c
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Ratio R = σ(pp→Z+b+X )
σ(pp→Z+j+X )

R(Z → ee) (%), R(Z → µµ) (%),
Sample pe

T > 25 GeV, |ηe | < 2.5 pµT > 20 GeV, |ηµ| < 2.1
Data HE 4.3± 0.6(stat)± 1.1(syst) 5.1± 0.6(stat)± 1.3(syst)
Data HP 5.4± 1.0(stat)± 1.2(syst) 4.6± 0.8(stat)± 1.1(syst)
MADGRAPH 5.1± 0.2(stat)± 0.2(syst)± 0.6(th.) 5.3± 0.1(stat)± 0.2(syst)± 0.6(th.)
MCFM 4.3± 0.5(th.) 4.7± 0.5(th.)
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boosted W polarization

production of high pT W bosons (pT > 50GeV)
Boosted-W polarization
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boosted W polarization

I z component ν not
measured
θ∗ not available

I use instead

LP =
~pT (l) · ~pT (W )

|~pT (W )|2
≈ 0.5cos(θ∗) + 0.5

I template fit to extract
polarization
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boosted W polarization results

I systematics dominated by MET
uncertainty

I fL − fR > 0 ⇒ mostly
left-handed

Boosted-W polarization results
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polarization for W+ and W-

(respectively 6σ and 4.5σ from 0)

6

Uncertainty ( fL − fR)− f−0 ( fL − fR)+ f +
0

electron channel
recoil energy scale ±0.042 ±0.150 ±0.027 ±0.078
recoil resolution ±0.046 ±0.047 ±0.037 ±0.039

electron scale ±0.017 ±0.014 ±0.019 ±0.016
total uncertainty ±0.066 ±0.174 ±0.050 ±0.090

muon channel
recoil energy scale ±0.029 ±0.123 ±0.011 ±0.092
recoil resolution ±0.012 ±0.006 ±0.012 ±0.004

muon scale ±0.002 ±0.004 ±0.004 ±0.036
total uncertainty ±0.031 ±0.123 ±0.017 ±0.099

combined measurement
recoil energy scale ±0.033 ±0.133 ±0.016 ±0.087
recoil resolution ±0.035 ±0.023 ±0.027 ±0.015

electron scale ±0.013 ±0.011 ±0.012 ±0.008
muon scale ±0.002 ±0.007 ±0.003 ±0.008

total uncertainty ±0.050 ±0.136 ±0.034 ±0.089

Table 2: Summary of the leading and the total systematic uncertainties. The uncertainties are
shown for the electron and muon final states, and for the combined measurement.
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Figure 3: The combined fit result (black filled circle) in the (( fL − fR), f0) plane for negatively
charged (left) and positively charged (right) leptons. The 68% confidence level contours for the
statistical and total uncertainties are shown by the green shaded region and the black contour
respectively. The disallowed region is shaded.
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Figure 3: The combined fit result (black filled circle) in the (( fL − fR), f0) plane for negatively
charged (left) and positively charged (right) leptons. The 68% confidence level contours for the
statistical and total uncertainties are shown by the green shaded region and the black contour
respectively. The disallowed region is shaded.
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Summary

I Comprehensive set of measurements on full 2010
data(36 pb−1)

I Jet rates for Et > 30GeV in agreement with ME+PS

I Direct measurement of Berends-Giele scaling agrees with
expectations

I Observation of Z + b and ratio Z + b / Z + jets agrees
well with NLO calculation

I Measured significant polarization of boosted W
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PART II:

V+jets as bkg in searches in CMS

Lukas Vanelderen (Universiteit Gent)
on behalf of the CMS collaboration

Aprils 7, 2011
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CMS has developed and uses a large variety of methods to
estimate V+jets bkg in searches

picking out a few of the most interesting examples from

I “razor” analysis

I multi jet + MET analysis

I single lepton + jets + MET analysis



30 / 43

Razor Analysis
inclusive search for heavy squark pair production
based on 2 variables (arXiv:1006.2727) :

I MR : “search variable”

∼ per event estimate for
M2

q̃−M
2
χ̃

Mq̃

I R : cleans up bulk of QCD
related to mass scale for signal, and to MET
[0,∼ 1], low value → fake/low MET

hadronic box, R > 0.50
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Razor Analysis
? shape W + jets given cut on R ?

I W → ν from “lepton boxes”

I bkg dominated: low R , MR region

I fit 2 exponentials
I exponential parameters from fit
I contributions from fit
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Razor Analysis

I W → lν with l in acceptance OK

I ?W → lν with l out acceptance?
calculate a MC → data conversion factor in “lepton box”

ρ(a)
DATA/MC
1 = 0.97± 0.02

ρ(b)
DATA/MC
1 = 0.97± 0.02

I ?Z → νν?
Correct slopes in MC to slopes measured in “lepton box”
with lepton treated as neutrino
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multi jet + MET analysis

I ≥ 3 jets (pT > 50GeV, |η| < 2.5)

I HT > 300GeV
scalar sum jet pT

I MHT > 150GeV
magnitude vectorial sum jets,
pT > 30GeV, |η| < 5

I muon and electron veto

V+jets bkg
I Z → νν

I W → eν, W → µν, W → τν → lνν
with leptons out of acceptance

I W → τν → had + νν
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multi jet + MET analysis
Z → νν

from Z → ll
clean, but low statistics

I nominal selection + lepton id + 60GeV < Mll < 120GeV

I observed 1(2) events, muons(electrons)

I too few statistics
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multi jet + MET analysis
Z → νν

from γ + jets
Z and γ production similar in many ways for high boson pT

I measure γ + jets
nominal selection + hard isolated photon

I derive γ to Z conversion factor
I Z/γ correction

MADGRAPH γ + jets and Z + jets
uncertainty: LO vs NLO MC

I fragmentation
contribution strongly suppressed by γ isolation
remainder calculated with NLO JetPhox

I secondary photons (neutral pions and η meson) data
driven
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multi jet + MET analysis
Z → νν

from γ + jets
Z and γ production similar in many ways for high boson pT

I measure γ + jets

I derive γ to Z conversion factor

Baseline High-MHT High-HT
selection selection selection

Z/γ correction ±theory 0.41 ±6 % 0.48 ±6 % 0.44 ±4 %
±acceptance ±5 % ±5 % ±5 %
±MC stat ±7 % ±13 % ±13 %

Fragmentation 0.95 ±1 % 0.95 ±1 % 0.95 ±1 %
Secondary photons 0.94 ±9 % 0.97 ±10 % 0.90 ±9 %
Photon mistag 1.00 ±1 % 1.00 ±1 % 1.00 ±1 %
ID data/MC ratio 1.01 ±2 % 1.01 ±2 % 1.01 ±2 %
Total correction 0.37 ±14 % 0.45 ±18 % 0.38 ±17 %
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multi jet + MET analysis
Z → νν

from γ + jets
Z and γ production similar in many ways for high boson pT

I measure γ + jets

I derive γ to Z conversion factor

# events in γ+jets # Z → νν events # Z → νν events
data sample predicted from simulation

Baseline selection 72 26.3± 3.2(stat.)± 3.6(syst.) 21.2± 1.4
High-MHT selection 16 7.1± 1.8(stat.)± 1.3(syst.) 6.3± 0.8
High-HT selection 22 8.4± 1.8(stat.)± 1.4(syst.) 5.8± 0.7
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multi jet + MET analysis
W → eν, W → µν, W → τν → lνν

treated together with bkg from top

some leptons pass veto
I outside acceptance

I fail trigger

I fail reconstruction, iso, ID

I nominal selection + µ, Control Selection (CS)

I reweight to events with “lost lepton”
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multi jet + MET analysis
W → eν, W → µν, W → τν → lνν

I identified electrons/muons failing isolation

!ISOe,µ = CS · 1−εe,µISO

εµISO
from TnP on Z,

I electrons or muons in acceptance, failing id

!IDe,µ = CS · 1
εµISO

1−εe,µID

εµID

I εe,µISO and εe,µID from TnP on Z
εe,µISO vs pe,µT and ηe,µ

εe,µID vs pe,µT and ∆R(jet)e,µ

impact other differences in η and pT spectrum small
evaluated on MC, → systematics

I muon or electrons outside acceptance
ratio Raccept from MC
same control sample corrected for isolation and ID eff
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multi jet + MET analysis
W → eν, W → µν, W → τν → lνν

ev
en

ts
 / 

10
0 

G
eV

-210

-110

1

10

210 CMS preliminary

Simulation

Estimate from simulation

Total statistical  uncertainty

  (GeV)TH
400 600 800 1000 1200 1400 1600 1800 2000

0

1

2

=7 TeVs, -1L=36 pb

ev
en

ts
 / 

10
0 

G
eV

-210

-110

1

10

210

ev
en

ts
 / 

50
 G

eV

-210

-110

1

10

210 CMS preliminary

Simulation

Estimate from simulation

Total statistical  uncertainty

  (GeV)TH
200 300 400 500 600 700 800 900 1000

0

1

2

=7 TeVs, -1L=36 pb

ev
en

ts
 / 

50
 G

eV

-210

-110

1

10

210

good closure, estimated bkg higher than expected from
MC
not so far off within uncertainties

Method Baseline selection High-MHT High-HT
(stat.) (syst.) selection selection

Estimate from data 33.0 ±5.5 +6.0
−5.7 4.8 ±1.8 +0.8

−0.6 10.9 ±3.0 +1.7
−1.7

Estimate (Pythia) 22.9 ±1.3 +2.7
−2.6 3.2 ±0.4 +0.5

−0.5 7.2 ±0.7 +1.1
−1.1

MC Truth (Pythia) 23.6 ±1.0 3.6 ±0.3 7.8 ±0.5

Estimate (Madgraph) 20.4 ±1.5 +2.6
−2.5 2.4 ±0.3 +0.3

−0.3 4.8 ±0.4 +0.6
−0.5

MC Truth (Madgraph) 21.4 ±0.7 3.0 ±0.3 5.9 ±0.4
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multi jet + MET analysis
W → eν, W → µν, W → τν → lνν

uncertainties dominated by statistics

Relative size # events
Statistics of control-sample −17% +17% −5.5 +5.5
Iso- & id- efficiencies (statistical) −13% +14% −4.1 +4.7
Kinematic differences tt̄, W , Z -samples −10% +10% −3.3 +3.3
SM background in control-region −3% +0% −1.0 +0
MC use for acceptance calculation −5% +5% −1.7 +1.7
Total −24% +25% −7.9 +8.1
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multi jet + MET analysis
W → τν → had + νν

treated together with bkg from top

I same muon control sample

I replace muon by simulated tau jet

corrections
I kinematic and geometrical acceptance

apply procedure on MC with and without muon selection

I muon trigger, reconstruction and isolation eff
same procedure as for “lost leptons” method

I relative branching ratio
W → µν vs W → τν → had + νν
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multi jet + MET analysis
W → τν → had + νν

Systematic uncertainties
Baseline High-MHT High-HT
selection selection selection

τ response template 2% 2% 2%
Acceptance +6%,-5% +6%,-5% +6%,-5%
Muon efficiency on data 1% 1% 1%
SM backgr. subtraction 5% 5% 5%

Results
Predicted W / tt̄ → τhadr

Baseline selection 22.3 ±4.0 (stat.) ±2.2 (syst.)
High-MHT selection 6.7 ±2.1 (stat.) ±0.5 (syst.)
High-HT selection 8.5 ±2.5 (stat.) ±0.7 (syst.)

uncertainties dominated by statistics
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single lepton + jets + MET analysis
I main bkg: V+jets and top
I 2 uncorrelated variables: SMET = MET/

√
(HT ) and HT

I predict bkg in signal region with ABCD method

MC: total SM
in µ channel
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correlation effects studied in MC, non observed, systematic
uncertainty
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Summary

I wide diversity of methods

I wherever possible based on measurements

I quantities measured in control region converted to signal
region

- conversion factors from measurements
- conversion factors from MC

I predictions from MC scaled
- scaling factors from data

assumptions based on MC, taken into account in systematics
uncertainty in methods still dominated by statistics


