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Motivation 

• Many physicists, especially in this room, have 

a strong desire for MC computation, 

“More Speed!!” “More Time!!” 
• Because of more interaction types involved, 

more complicated event topologies, our time 

is consumed by the calculation time. 

• It is important to accelerate the computation 

speed for the LHC data analysis. 

• Materialize the acceleration. 
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GPU? 
What’s the GPU? 

How to use? 

Why so fast? 



What’s the GPU? 

• Graphics Processing Unit. 

• Recently, most of the computers have the GPU. 

• Windows7 claims “GPU” for operation. 

• Games, MMORPG, require the “GPU”. 

 

 

 

• Some GPU can be applied to the numerical 

calculations. We use “$500” GPU.  

• GPU connects HOST PC via PCI express x16 bus. 

 

 

Tera GTX580 



How to use? 

• GPGPU (General Purpose computing on GPU) 

• two Environment / Language 

• CUDA for NVIDIA on linux/win./mac 

• OpenCL for NVIDIA, AMD, etc, on linux/win./mac 

• Programing/Execution Model 

• Make programs for GPU written in CUDA/OpenCL. 

• Calling the GPU kernels from the CPU program. 

• CPU/GPU programs are compiled by gcc/nvcc. 

• GPU has own memories inside unit. 

• We need data transfer CPU  GPU. 
GTX580 



Why so fast? 

• Architecture of GPU 

• SIMD : Single Instruction Multiple Data   

 

 

 

• Many cores in GPU execute same instruction for 

different data,  1 core  1 phase space point. 

 
• #cores depends on the hardware, typically one 

unit has 100 cores.  naively, x100 faster. 

 

One core,  

one instruction 

All cores, 

one instruction 



COMPUTATION 
Machine 

Program flow 

HEGET 



Environment 1 

• Host PC 

• CPU : Core i7 920 2.67GHz (cache 8M) 

• Memory 6GB, Bus Speed 1.333GHz 

• OS : Fedora10 (64bit) 

• Compilers 

• CUDA 3.2 (nvcc 3.2) and gcc 4.4.5 

• GPUs 

• GTX580  New Architecture, “Fermi(GF100)” 

• GTX285  G200 series 

• 9800GTX G92 series 

 



Environment 2 
GTX580(Fermi) GTX285(G200)  

Multi Processor 16SM 30SM 

Total Core 512(16cores/SM) 240(8cores/SM) 

Global Mem. 1.5GB 2.0GB 

Const. Mem. 64KB(1page) 64KB(1page) 

Shared Mem./Block 48KB 16KB 

Registers/Block 32768 16384 

Clock Rate 1.54GHz 1.48GHz 

Multi Processor (SM) has many cores. 

            #cores/SM depends on the hardware generation. 

There are many memory types. 

“Block” is unit of the execution sequence. 



 Program flow 

1. Initialization, 

2. generate the random number, 

3. generate the phase space point, p and hel., 

4. computes the parton level amplitudes, 

5. summing up them multiplying the PDF of 

the initial state, 

6. make a list of the external particles p, hel., 

and the cross section, and GPUCPU, 

7. summing up all cross sections on CPU. 

 

 

 

 

GPU 



 HEGET 1 

• HEGET : HELAS Evaluation with GPU 

Enhanced Technology 
 

• HEGET is the subroutine package for computing 

the amplitude on GPU written in CUDA. 

• Naming scheme of HEGET functions follows that 

of HELAS subroutines. 

• Ready for all SM processes. 
 

• Need “Phase Space Generator” on GPU. 

• Need “control program” on CPU. 
 



 HEGET 2 

• Procedure for using 

1. Generates the FORTRAN code by MadGraph. 

2. Translate generated “matrix.f” to CUDA 

automatically for the GPU computation. 

3. Gathering the “phase space generator”, 

“matrix.cu”, and so on written in CUDA. 

4. Compile by using gcc/nvcc. 

       Wait a few minutes/hours, make a cup of coffee. 

5. Execute the program 

       Wait a few moments,  sipping a cup of coffee.  

6. Get results, have fun!! 

 

 

 



RESULTS 
Comparison 

Physics Conditions 

Results1, 2 



Comparison 

• Accuracy check 

• CPU: MG/ME4 and BASES (Fortran) 

              with double precision. 

• GPU: HEGET (CUDA)  

              with single precision, 

              without any optimizations like BASES. 

 

• Speed check 

• CPU: Prepare the same structure program (C). 

• GPU: Include the transfer time (CPUGPU). 

 



Physics Conditions 

• 14TeV collision 

• Final state heavy particles decay as follows 

• W+
l + ν, Zl + l-, tbl + ν, Hτ+τ- (τ not decay) 

• “b-jets” as light jets, no isolation cut. 

• Higgs mass:120GeV, Br(Hτ+τ- )=0.0425 

• Event cuts 

• Jets: |η|<5.0, pTi > 20GeV, pTij > 20GeV 

                       pTij = min(pTi , pTj )ΔRij (isolation cut)  

• leptons: |η|<2.5, pT> 20GeV 

• PDF:CTEQ6L1 



Processes in paper 

• W+/Z + n-jets (n≦4) 

• W-W+/ W+Z/ ZZ +n-jets (n≦3) 

• tt + n-jets (n≦3) 

• W+/Z+Higgs +n-jets (n≦3) 

• tt+Higgs +n-jets (n≦2) 

• Higgs (via WBF) +n-jets (n≦4) 

• Multiple Higgs (via WBF) +n-jets 

     (n≦3 for 2Higgs, n≦2 for 3Higgs) 

• pure-QCD/pure-QED processes. 



Results 1-1 

• W+ + n-jets (n≦4) 

 

 

 

 

 

 
 

 

 

• Cross section: we generate 1010 events for high multiplicity. 

• Process time : we generate 108 events, [μsec/event] 

 

αs=0.13 

Q=MZ 

preliminary 



Results 1-2 

• W+ + n-jets (n≦4) 

fast 

slow Computation 

 weight is light  

Memory cost is high 

preliminary 



Results 2-1 

• HZ + n-jets (n≦3) 
 

 

 

 

 

 

 

 

 

• Cross section: we generate 1010 events for high multiplicity. 

• Process time : we generate 108 events, [μsec/event] 

 

 

αs=0.13 

Q=MZ 

preliminary 



Results 2-2 

• HZ + n-jets (n≦3)  

fast 

slow 

preliminary 



Results of the new GPU 

• New GPU, GTX580 has 512 cores. 

• GTX285 has 240 cores. 

fast 

slow 

preliminary 



Double / Single 

• New GPU, GTX580 has many unit for “double 

precision” computation 

 

 

    uunγ 

fast 

slow 

Double/Single 

preliminary 



CONCLUSION 



Conclusion 

• GPU opens the “new world” for MC. 

• cheap (～$500), fast (1Tflops/unit) 

• Not a super tool, but so powerful. 

• HELAS(fortran)  HEGET(CUDA) 

• Now on stage, all SM processes. 

• Acceleration  

• more than x50, x100 is not a dream. 

• New GPU is more powerful, x200 is not a fiction. 
 

………Please wait OpenCL version, now under construction……… 

 



And… 

• VEGAS/BASES: J.Kanzaki, EPJ C71,1559 (2011). 

 

 

 

 

 

 
 

 

• SPRING : Now Ready 

• PS, PGS : preparing 

 

 

 
 



APPENDIX 
No time 

No see 



What’s “HEGET” 

•HELAS 

•Evaluation with 

•GPU 

•Enhanced 

•Technology 

 

      and................  

 



Heqet  

• Heqet (Heket, Heget) 

• Goddess of Egyptian myth 

• Symbol of life, fertility. 

• Hieroglyph of “frog” means “100,000” 
 

 

“Millions of frogs were born after the annual 

inundation of the Nile, which brought fertility 

to the otherwise barren lands” 

(from “wikipedia”) 

1=    10=       100=        1,000= 

 

10,000=    100,000=          1,000,000= 

hieroglyph 

Ankh 


