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Leading order

For many of the theory predictions needed in the searches for 
new physics leading order predictions are used

The reasons for this are clear:

In many regions of phase-space they do a decent job, in 
particular for shapes of distributions

Parton showers and hadronizations models are tuned to data 

Many flexible lowest order (LO) tools are readily 
available

Unfortunately LO predictions describe total rates rather poorly
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Need for NLO
If we would have the same flexible tools available at NLO, the 
experimental analyses will benefit a various ways:

NLO predictions predict rates much more precisely

Reduced theoretical uncertainties due to meaningful scale dependence

Shapes are better described

Correct estimates for PDF uncertainties

Even data-driven analyses might benefit: smaller uncertainty due to 
interpolation from control region to signal region

These accurate theoretical predictions are particularly needed for

searches of signal events in large backgrounds samples and

precise extraction of parameters (couplings etc.) when new physics 
signals have been found
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NLO tools
Flexible tools for NLO predictions do not exist:

MCFM [Campbell & Ellis & Williams & ...] has it available almost all relevant 
process for background studies at the Tevatron and LHC, but gives only 
fixed-order, parton-level results

MC@NLO [Frixione & Webber & ...] has matching to the parton shower to 
describe fully exclusive final states, but the list of available processes is 
relatively short

POWHEG BOX [Nason et al.] provides a framework to match any existing 
parton level NLO computation to a parton shower. However, the NLO 
computation is not automated and some work by the user is needed to 
implement a new process

Idea: write an automatic tool that is flexible and allows for any process to 
be computed at NLO accuracy, including matching to the parton shower to 
produce events ready for hadronization (and detector simulation)
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Why an automatic 
tool?

To save time
Less human time spending on computing matrix elements means 
more time available for physics and phenomenology.

Robustness
Modular code structure means that elements can be checked 
systematically and extensively once and for all. Trust can easily be 
build.

Wide accessibility
One framework for all. Available to everybody for an unlimited 
set of applications. Suitable for experimental collaborations.
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Outline

The rest of the talk will be about such a tool that is 
being developed

Real emission corrections and phase-space 
integration (including subtraction terms, ...) 
using MadFKS

Virtual corrections using MadLoop+CutTools

Matching with the shower: aMC@NLO

Selected results
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NLO contributions
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NLO contributions
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MadFKS
Automatic generation of the Born and real emission matrix elements: tree 
level contributions, so readily available in MadGraph

Subtraction terms to cancel IR singularities using the FKS formalism 

[Frixione, Kunszt, Signer]: process independent kernels times the Born 
amplitudes. Color-linked Borns available in MadGraph via the 
MadDipole [RF, Greiner, Gehrmann] package

Efficient phase-space integration: written from scratch but using the 
same single-diagram enhanced techniques as in MadEvent

Naive scaling of the number of subtraction terms is n2 (as opposed to 
n3 of CS dipoles). Can be greatly reduced by using symmetry of the 
matrix elements

Overall management of symmetry factors, subprocess combination, 
generation of plots, etc.
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RF, Frixione, Maltoni & Stelzer, arXiv:0908.4272
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NLO contributions
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NLO contributions

11

�NLO =
�

m+1
d(d)�R +

�

m
d(d)�V +

�

m
d(4)�B�NLO =

�

m+1
d(d)�R +

�

m
d(d)�V +

�

m
d(4)�B�NLO =

�

m+1
d(d)�R +

�

m
d(d)�V +

�

m
d(4)�B�NLO =

�

m+1
d(d)�R +

�

m
d(d)�V +

�

m
d(4)�B

�NLO =
�

m+1
d(d)�R +

�

m
d(d)�V +

�

m
d(4)�B

z }| {

MadFKS



Rikkert Frederix, Sep 9, 2011

NLO contributions
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Full NLO
Interface to link with the virtual corrections following the Binoth-Les 
Houches Accord

Standardized way to link MC codes to one-loop programs

Unfortunately, no flexible one-loop programs readily available

BlackHat & Rocket are impressive (private) tools for multi-jet 
processes, but limited when massive particles appear

Golem is not (yet) in a shape that it can be used straight-forwardly. 
Nor is it a public tool.

Helac One-Loop is not public (and so complicated to use that not 
even all authors know how to run it...)

We wrote our own using CutTools: MadLoop
[Hirschi, RF, Frixione, Garzelli, Maltoni & Pittau, arXiv:1103.0621]
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One-loop integrals
Any one-loop diagram (or amplitude) can be expressed as a linear 
combination of scalar integrals (+ a remainder)

These scalar integrals are known (e.g. QCDLoop [Ellis & Zanderighi] and 
OneLOop [Van Hameren])

Only the coefficients in front of these integrals need to be determined

The OPP method (implemented in CutTools) is an efficient way to 
determine these coefficients numerically by sampling the integrand 
(which is provided by MadLoop) for various values of the loop 
momentum [Ossola, Papadopoulos & Pittau]

The remainder can be computed using tree-level diagrams, with 
some special vertices [Draggiotis, Garzelli, Papadopoulos & Pittau]

very similar to normal counter terms for the UV renormalization

14
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MadLoop: local checks

15

Ref. [33]: A. van Hameren et al. arXiv:0903.4665

The numerics are pin-point on analytical 
data, even with several mass scales.

Analytic computation via an 
implementation of the formulae found in  
a paper by J.J. van der Bij & N. Glover

~25 processes checked against known 
results (24 pages appendix of MadLoop 
paper, arXiv:1103.0621)

We believe the code is very robust - e.g., 
MadLoop helped to find mistakes in 
published NLO computations 
implementations (pp ➞ Zjj, pp ➞ W+W+jj)
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MadLoop:
Integrated results

Errors are the MC integration 
uncertainty only

Cuts on jets, γ*/Z decay products 
and photons, but no cuts on b 
quarks (their mass regulates the 
IR singularities)

Efficient handling of exceptional 
phase-space points: their 
uncertainty always at least two 
orders of magnitude smaller than 
the integration uncertainty

Running time: two weeks on 
~150 node cluster leading to 
rather small integration 
uncertainties

MadFKS+MadLoop results are 
fully differential in the final states 
(but only parton-level)

Process µ nlf Cross section (pb)

LO NLO

a.1 pp→ tt̄ mtop 5 123.76±0.05 162.08±0.12

a.2 pp→ tj mtop 5 34.78±0.03 41.03± 0.07

a.3 pp→ tjj mtop 5 11.851±0.006 13.71± 0.02

a.4 pp→ tb̄j mtop/4 4 25.62±0.01 30.96± 0.06

a.5 pp→ tb̄jj mtop/4 4 8.195±0.002 8.91± 0.01

b.1 pp→ (W+ →)e+νe mW 5 5072.5±2.9 6146.2±9.8

b.2 pp→ (W+ →)e+νe j mW 5 828.4±0.8 1065.3±1.8

b.3 pp→ (W+ →)e+νe jj mW 5 298.8±0.4 300.3± 0.6

b.4 pp→ (γ∗/Z →)e+e− mZ 5 1007.0±0.1 1170.0±2.4

b.5 pp→ (γ∗/Z →)e+e− j mZ 5 156.11±0.03 203.0± 0.2

b.6 pp→ (γ∗/Z →)e+e− jj mZ 5 54.24±0.02 56.69± 0.07

c.1 pp→ (W+ →)e+νebb̄ mW + 2mb 4 11.557±0.005 22.95± 0.07

c.2 pp→ (W+ →)e+νett̄ mW + 2mtop 5 0.009415±0.000003 0.01159±0.00001

c.3 pp→ (γ∗/Z →)e+e−bb̄ mZ + 2mb 4 9.459±0.004 15.31± 0.03

c.4 pp→ (γ∗/Z →)e+e−tt̄ mZ + 2mtop 5 0.0035131±0.0000004 0.004876±0.000002

c.5 pp→ γtt̄ 2mtop 5 0.2906±0.0001 0.4169±0.0003

d.1 pp→W+W− 2mW 4 29.976±0.004 43.92± 0.03

d.2 pp→W+W− j 2mW 4 11.613±0.002 15.174±0.008

d.3 pp→W+W+ jj 2mW 4 0.07048±0.00004 0.1377±0.0005

e.1 pp→HW+ mW +mH 5 0.3428±0.0003 0.4455±0.0003

e.2 pp→HW+ j mW +mH 5 0.1223±0.0001 0.1501±0.0002

e.3 pp→HZ mZ +mH 5 0.2781±0.0001 0.3659±0.0002

e.4 pp→HZ j mZ +mH 5 0.0988±0.0001 0.1237±0.0001

e.5 pp→Htt̄ mtop +mH 5 0.08896±0.00001 0.09869±0.00003

e.6 pp→Hbb̄ mb +mH 4 0.16510±0.00009 0.2099±0.0006

e.7 pp→Hjj mH 5 1.104±0.002 1.036± 0.002

Table 2: Results for total rates, possibly within cuts, at the 7 TeV LHC, obtained with MadFKS

and MadLoop. The errors are due to the statistical uncertainty of Monte Carlo integration. See
the text for details.

• In the case of process c.5, the photon has been isolated with the prescription of

ref. [13], with parameters

δ0 = 0.4 , n = 1 , εγ = 1 , (2.3)

and parton-parton or parton-photon distances defined in the 〈η,ϕ〉 plane. The photon
is also required to be hard and central:

p(γ)T ≥ 20 GeV ,
∣∣∣η(γ)

∣∣∣ ≤ 2.5 . (2.4)

– 7 –
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Matching to a
parton shower

To get fully exclusive predictions at NLO (ready to be passed to a 
hadronization model) we have to match the parton level results to a 
parton shower

There is a severe problem of double counting:

Real emission from the NLO and PS should be counted only once

Virtual corrections in the NLO and the Sudakov should not overlap

The MC@NLO method [Frixione & Webber] removes this double counting 
explicitly by introducing MC counter terms

MC counter terms are process independent kernels (but do depend 
on the parton shower used) times the Born amplitudes
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automatic MC@NLO

FKS subtraction is based on a collinear picture, so are the MC 
counter terms: branching structure is for free

Automatic determination of color partners

Automatic computation of leading-color matrix elements

Works also when MC-ing over helicities

18

Automation of MC@NLO

dσ(H)
MC@NLO = dφn+1

(
M(r)(φn+1) −M(MC)(φn+1)

)

dσ(S)
MC@NLO =

∫

+1
dφn+1

(
M(b+v+rem)(φn) −M(c.t.)(φn+1) + M(MC)(φn+1)

)

! Black stuff: pure NLO, fully tested in MadFKS

! Red stuff: now available in MadFKS, being tested

In black: pure NLO (MadFKS and MadLoop+CutTools)

In red: MC counter terms have been implemented for Herwig6, 
Pythia and Herwig++ (but only fully tested for Herwig6)

[Torrielli, RF & Frixione (to appear)]
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The aMC@NLO code
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MadGraph



Rikkert Frederix, Sep 9, 2011

The aMC@NLO code

20

MadGraph FKS
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The aMC@NLO code
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MadGraph FKS

CutTools + 
MadLoop
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The aMC@NLO code
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MadGraph FKS

CutTools + 
MadLoop MC@NLO
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The aMC@NLO code
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MadGraph FKS

CutTools + 
MadLoop MC@NLO

aMC@NLO

http://amcatnlo.cern.ch

http://amcatnlo.cern.ch
http://amcatnlo.cern.ch
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Selection of results

Published results:

(pseudo-)scalar Higgs production in association with a top-
antitop pair [RF, Frixione, Hirschi, Maltoni, Pittau & Torrielli, arXiv:1104.5613]

Vector boson production in association with a bottom-
antibottom pair [RF, Frixione, Hirschi, Maltoni, Pittau & Torrielli, arXiv:1106.6019]

(Very) preliminary unpublished results:

4 charged lepton production

W+2j production

24
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pp ➞ htt/att 

Top pair production in association with a (pseudo-)scalar 
Higgs boson

Three scenarios

I)  scalar Higgs H, with mH = 120 GeV

II) pseudo-scalar Higgs A, with mA = 120 GeV

III) pseudo-scalar Higgs A, with mA = 40 GeV

SM-like Yukawa coupling, yt/√2=mt/v

Renormalization and factorization scales 
with

Note: first time that pp ➞ ttA has been computed beyond LO

25

are integrated and unweighted by MINT [27], or by BASES/SPRING [28]1.
aMC@NLO finally writes a Les Houches file with MC-readable hard events
(which thus includes information on particles identities and their colour con-
nections).

2. Results at the LHC

We present selected results for total cross sections and distributions rel-
evant to tt̄H/tt̄A production at the LHC in three scenarios:

I. Scalar H , with mH = 120 GeV;

II. Pseudoscalar A, with mA = 120 GeV;

III. Pseudoscalar A, with mA = 40 GeV;

where the Yukawa coupling to the top is always assumed SM-like, yt/
√

2 =
mt/v.

The three scenarios above allow one to compare the effects due the dif-
ferent parity of the Higgs couplings on total rates as well as on differential
distributions. In this respect, it is particularly interesting to consider the
situation in which the Higgs boson is light and pseudoscalar, as is predicted
in several beyond-the-standard-model theories (see e.g. Refs. [29, 30, 31]).
The main purpose of this section is that of studying the impact of QCD
NLO corrections at both the parton level and after shower and hadronisa-

tion. For the numerical analysis we choose µF = µR =
(

mt
T mt̄

T mH/A
T

)
1

3

,

where mT =
√

m2 + p2
T and mpole

t = mMS
t = 172.5 GeV. We have used LO

and NLO MSTW2008 parton distribution functions for the corresponding
cross sections. The parton shower in aMC@NLO has been performed with
fortran Herwig [32, 33, 34], version 6.520 2.

The predicted production rates at the LHC running at
√

s = 7 and 14
TeV are given in Table 1 where, for ease of reading, we also show the fully
inclusive K-factor. As far as differential distributions are concerned, we

1These integrators have been modified by us, in order to give them the possibility of
dealing with both positive- and negative-weighted events.

2We remind the reader that the MC@NLO formalism has been employed to match
NLO results with Herwig++ [35] and, to a lesser extent, with Pythia [36] (see Ref. [37]
and Ref. [38] respectively). The automation of the matching to these event generators is
currently under way.
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Impact of the shower

Three particle transverse 
momentum, pT(H/A t tbar), is 
obviously sensitive to the 
impact of the parton shower

Infrared sensitive observable at 
the pure-NLO level for pT ➞ 0

aMC@NLO displays the usual 
Sudakov suppression

At large pT’s the two 
descriptions coincide in shape 
and rate

26

Figure 4: Transverse momentum of the tt̄H or tt̄A system. The same colour patterns as
in Fig. 1 have been used. Solid histograms are aMC@NLO, dashed ones are NLO.
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Higgs pT

Transverse momentum of the 
Higgs boson

Lower panels show the ratio 
with LO (dotted), NLO (solid) 
and aMC@LO (crosses)

Corrections are small and fairly 
constant

At large pT, scalar and pseudo-
scalar production coincide: 
boosted Higgs scenario 
[Butterworth et al., Plehn et al.] should 
work equally well for pseudo-
scalar Higgs

27

100% tagging efficiency), but this is sufficient to study the basic features of
final-state B hadrons.

In Figs. 7 and 8 we plot the pair invariant mass (mBB) and the η−ϕ dis-
tance (∆RBB) correlations between the B-hadron pairs defined as explained
above. The effects of the NLO corrections to tt̄H/tt̄A are, in general, mod-
erate. A cut of 200 GeV on the pT of the Higgs is seen to help discriminate
the B hadrons arising from the Higgs from those coming either from top
decays, or from the shower. The shapes of the distributions are similar be-
tween scenarios I and II while, due to the lower Higgs mass, the mBB and
∆RBB histograms peak at lower values in the case of a pseudoscalar A with
mA = 40 GeV.

Figure 1: Higgs transverse momentum distributions in tt̄H/tt̄A events at the LHC (
√
s=7

TeV), with aMC@NLO in the three scenarios described in the text: Scalar (blue) and
pseudoscalar (magenta) Higgs with mH/A = 120 GeV and pseudoscalar (green) with
mA = 40 GeV. In the lower panels, the ratios of aMC@NLO over LO (dashed), NLO
(solid), and aMC@LO (crosses) are shown for each scenario.
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Boosted Higgs

Boosted Higgs:
pTH/A > 200 GeV

Transverse momentum of 
the top quark

Corrections compared to 
(MC@)LO are significant 
and cannot be approximated 
by a constant K-factor

28

Figure 5: Same as in Fig. 1, for pT of top quark when pH/A
T > 200 GeV.
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ttH decayed

Two definitions of the B hadron pair in these plots (assuming 100% b-
tagging efficiency)
   a) hardest pair in the event
   b) decay products of the Higgs (uses MC truth)

A cut on the pT of the Higgs improves the selection of B hadrons from the 
Higgs decay

29

Figure 7: Invariant mass distributions of the B-hadron pairs defined as a) (red) and b)

(blue) in the text. The results obtained by imposing pH/A
T > 200 GeV (magenta and

cyan, respectively) are also displayed. Solid histograms are aMC@NLO, dashed ones
are aMC@LO. 14

Figure 8: Same as in Fig. 7, for the ∆RBB correlation.

15

Dashed: aMC@LO, Solid: aMC@NLO
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Background to pp ➞ HW/HZ,
H ➞ bb

4 Flavor scheme calculations

Massive b quarks

No initial state b quarks

Born is finite: no generation cuts are needed

At LO, Wbb is purely qq induced, while Zbb has also contributions 
from gg initial states

Cross sections for Zbb and
Wbb are similar at LHC 7 TeV

[RF, Frixione, Hirschi, Maltoni, Pittau &
Torrielli, arXiv:1106.6019]

pp ➞ Wbb/Zbb 
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Figure 1: Representative diagrams contributing to !νbb̄ and !+!−bb̄ production at the leading
order. !νbb̄ production can proceed only via a qq̄′ channel, diagram (a). For !+!−bb̄ production the
qq̄ channel, diagram (a), is dominant at the Tevatron, while the gg channel, diagram (b), largely
dominates at the LHC.

Cross section (pb)

Tevatron
√
s =1.96 TeV LHC

√
s =7 TeV

LO NLO K factor LO NLO K factor

!νbb̄ 4.63 8.04 1.74 19.4 38.9 2.01

!+!−bb̄ 0.860 1.509 1.75 9.66 16.1 1.67

Table 2: Total cross sections for !νbb̄ and !+!−bb̄ production at the Tevatron (pp̄ collisions at√
s = 1.96 TeV) and the LHC (pp collisions at

√
s = 7 TeV), to LO and NLO accuracy. These

rates are relevant to one lepton flavour, and the results for !νbb̄ production are the sums of those
for !+νbb̄ and !−ν̄bb̄ production. The integration uncertainty is always well below 1%.

the !+!−bb̄ sample. The predicted production rates at the Tevatron and at the LHC are

given in table 2 where, for ease of reading, we also show the fully inclusive K factors. The

contribution of the gg → Zbb̄+X channels is clearly visible in these results: at the Tevatron

σ(!+!−bb̄)/σ(!νbb̄) is quite small (and of the same order of the ratio of the fully-inclusive

cross sections σ(Z)/σ(W )), whereas at the LHC !+!−bb̄ and !νbb̄ differ only by a factor of

two.

We now study the impact of NLO QCD corrections on differential distributions, at

both the parton level and after showering and hadronisation, and in doing so we limit

ourselves to the case of the LHC, where the kinematical differences between Wbb̄ and Zbb̄

production are more evident. The parton shower in aMC@NLO has been performed with

fortran Herwig [42, 43, 44], version 6.5202.

We start by summarizing our results for b-jet rates. Jets are reconstructed at the parti-

2Automation of the matching to parton shower in the MC@NLO formalism to Herwig++ [45] and to

Pythia [46] (see refs. [47] and [48] respectively) is currently under way.
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to obtain predictions for the cases in which one or two b’s are not observed, and can thus

have arbitrarily small transverse momenta. We also give one example of the comparisons,

at the level of hadronic final states, between the HW and HZ signals and their respective

irreducible backgrounds which we have computed in this paper. We draw our conclusions

in sect. 3.

2. Results

At the leading order (LO) in QCD !νbb̄ and !+!−bb̄ production at hadron colliders proceed

through different channels. Both final states can be obtained via a Drell-Yan-type mecha-

nism, i.e., qq̄(′) annihilation in association with a gluon splitting in a bb̄ pair, see fig. 1(a).

Zbb̄, however, can also be produced by gluon fusion, see fig. 1(b), a channel that at the

LO contributes a 30% of the total rate at the Tevatron, but turns out to be the dominant

one (80%) at the LHC, owing to the larger gluon luminosity there. As we shall see in the

following, the fact that Wbb̄ and Zbb̄ production are dominated by different channels at

the LHC leads to important differences in the kinematical properties of final states, and in

particular of b-jets.

We start by presenting results for the total cross sections at both the Tevatron,
√
s =

1.96 TeV, and the LHC,
√
s = 7 TeV; the !νbb̄ results are the sums of the !+νbb̄ and !−ν̄bb̄

ones (due to virtual-W+ and W− production respectively). In our computations we have

set the lepton masses equal to zero, and is therefore not necessary to specify their flavour,

which we generically denote by ! (for the charged leptons) and ν (for the neutrinos); we

always quote results for one flavour. For the numerical analysis we have chosen:

µ2
F
= µ2

R
= m2

!!′ + p2
T
(!!′) +

m2
b + p2

T
(b)

2
+

m2
b + p2

T
(b̄)

2
, (2.1)

with !!′ = !ν and !!′ = !+!− in the case of Wbb̄ and Zbb̄ production respectively; the

value of the b-quark mass is that of the pole mass, mb = 4.5 GeV. We have used LO

and NLO MSTW2008 four-flavour parton distribution functions [41] for the corresponding

cross sections, and the SM-parameter settings can be found in table 1. Our runs are fully

inclusive and no cuts are applied at the generation level, except for m!+!− > 30 GeV in

Parameter value Parameter value

mZ 91.118 α−1 132.50698

mW 80.419 GF 1.16639·10−5

mb 4.5 CKMij δij
mt 172.5 ΓZ 2.4414

α(LO,4)
s (mZ) 0.133551 ΓW 2.0476

α(NLO,4)
s (mZ) 0.114904

Table 1: Settings of physical parameters used in this work, with dimensionful quantities given in
GeV.

– 3 –
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pp ➞ Wbb/Zbb 

In Wbb, ~20% of b-jets are bb-jets; for Zbb only ~6%

Jets defined with anti-kT and R=0.5, with pT(j)>20 GeV and |η|<2.5

Lower panels show the ratio of aMC@NLO with LO (crosses), NLO 
(solid) and aMC@LO (dotted)

NLO and aMC@NLO very similar and consistent 
31

Figure 2: Fractions of events (in percent) that contain: zero b-jets, exactly one b-jet, and exactly
two b-jets. The rightmost bin displays the fraction of b-jets which are bb-jets. The two insets show
the ratio of the aMC@NLO results over the corresponding NLO (solid), aMC@LO (dashed), and
LO (symbols) ones, separately for Wbb̄ (upper inset) and Zbb̄ (lower inset) production.

cle level. In the case of MC simulations, this means giving all final-state stable hadrons3 in

input to the jet algorithm. We adopt the anti-kT jet clustering algorithm [49] with R = 0.5,

and require each jet to have pT (j) > 20 GeV and |η(j)| < 2.5. A b-jet is then defined as a

jet that contains at least one b-hadron; a bb-jet is a jet that contains at least two b-hadrons

(hence, a bb-jet is also a b-jet). This implies that we make no distinction between the b

quark and antiquark contents of a jet. We point out that at least another definition of

b-jets exists [50] which has a better behaviour in the mb → 0 limit, in the sense that it

gives (IR-safe) results consistent with the naive picture of “quark” and “gluon” jets. In

practice, this is relevant only in the pT " mb limit. Since this region is not our primary

interest in this paper, we stick to the usual definition; however, it should be obvious that

any jet definition can be used in our framework.

In fig. 2 we present b-jet rates, as the fractions of events that contain zero, exactly

one, or exactly two b-jet(s). In the case of MC-based simulations, there are also events

with more than two b-jets and more than one bb-jet, but they give a relative contribution

to the total rate equal to about 0.4% (for Wbb̄) and 0.6% (for Zbb̄), and are therefore not

reported here. The rightmost bin of fig. 2 shows the fraction of b-jets which are bb-jets.

There is an inset for each of the two histograms shown in the upper part of fig. 2. Each

of the insets presents three curves, obtained by computing the ratio of the aMC@NLO

results over the NLO (solid), aMC@LO4 (dashed), and LO (symbols) corresponding ones.

3In order to simplify the Herwig analyses, weakly-decaying B hadrons are set stable.
4We call aMC@LO the analogue of aMC@NLO, in which the short-distance cross sections are computed

at the LO rather than at the NLO. Its results are therefore equivalent to those one would obtain by using,

e.g., MadGraph/MadEvent [51] interfaced to showers.

– 5 –

Figure 6: Transverse momentum (left panel) and rapidity (right panel) of the !ν and !+!− pairs
(i.e. of the virtual W and Z bosons respectively) in !νbb̄ and !+!−bb̄ production. The insets follow
the same patterns as those in fig. 2.

In the right panel of fig. 7, where we consider only leptons with positive electric charge

to be definite, we plot the ratio of the lepton transverse momentum over the same quantity,

obtained by imposing a phase-space (i.e., flat) decay of the parent vector boson; hence,

this ratio is a measure of the impact of spin correlations on the inclusive-lepton pT . We

see that differences between correlated and uncorrelated decays can be as large as 20%,

and vary across the kinematical range considered. This confirms that the inclusion of spin-

correlation effects is necessary when an accurate description of the production process is

required. We stress again that our computations feature spin correlations exactly at the

matrix-element level, including one-loop ones. It is interesting to observe that, while in the

case of Zbb̄ production all four calculations give similar results (see the lower inset), this

happens in Wbb̄ production only for pT (!+) ! 50 GeV (see the upper inset). At pT values

larger than this, aMC@NLO and NLO predict ratios that differ from the corresponding

aMC@LO and LO ones. Once again, this is a manifestation of the significant impact of

gluon-initiated, NLO partonic processes on Wbb̄ cross sections.

In figs. 8 and 9 the transverse momenta and the pseudorapidities of the two hardest

b-jets are shown. Differences in normalisation are consistent with what we expect on the

basis of inclusive K factors; differences in shapes are typically small, but visible. We point

out that for an event to contribute to the hardest-b-jet observables shown here it is sufficient

that one b-jet be present in the event; the other b quark emerging from the hard process

can have arbitrarily small momentum.

In the left panel of fig. 10, the ∆R separation between the two hardest b-hadrons

(for the MC-based simulations) or between the b and b̄ quarks (for the NLO and LO

computations) is shown. Differences between the Wbb̄ and Zbb̄ processes are manifest. In

the former case the two b’s originate from a final-state gluon splitting, and they will thus

tend to be quite close in pseudorapidity. On the other hand, the two b’s in Zbb̄ production

can arise from the uncorrelated branchings of the initial-state gluons in the gg channel, and

– 9 –
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pp ➞ Wbb/Zbb 

For some observables NLO effects are large and/or parton 
showering has large effects

32

Figure 9: As in fig. 8, for the pseudorapidity of the hardest and the second-hardest b-jet.

Figure 10: Left panel: ∆R separation between the two hardest b-hadrons (aMC@NLO and
aMC@LO) or the b and b̄ quarks (NLO and LO) in the event. Right panel: invariant mass of the
b-jets, inclusive over all b-jets in the event. The insets follow the same patterns as those in fig. 2.

that the b-hadrons that contribute to the ∆R separation shown in fig. 10 are not subject

to any lower cuts in pT . Thus, one expects that the effects of extra radiation be diminished

when imposing a pT cut or, which is equivalent, by studying the same distribution in the

case of b-jets. We have verified that this is indeed the case, i.e. that when a minimum-pT cut

is imposed on the two b-hadrons the pattern of NLO QCD corrections in Wbb̄ production is

more similar to that observed in Zbb̄ production. This is another example of the possibility

of testing detailed properties of QCD radiation by considering low-pT events. It should be

clear that from the theoretical viewpoint such studies can be sensibly performed only by

retaining the full b-mass dependence.

The right panel of fig. 10 shows the mass of the b-jets in the events. The observable

is inclusive over all b-jets, which implies that a given event may enter more than once

– 11 –
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Signal + background

Using (a)MC@NLO both signal and background for Vector 
boson production in association with a Higgs boson (where 
the Higgs decays to b anti-b) can be produced at the same 
NLO accuracy, including showering and hadronization effects

33

Figure 12: Invariant mass of the pair of the two leading b-jets. WH(→ !νbb̄), ZH(→ !+!−bb̄),
!νbb̄, and !+!−bb̄ results are shown, with the former two rescaled by a factor of ten.

ones. The arguments above obviously do not apply to the context of an event generator;

this is confirmed by the similarity of the aMC@NLO and aMC@LO results. Firstly, at

PT [jb]/PT = 1 Sudakov logarithms are properly resummed. Secondly, the extra radiation

generated by parton showers implies that quite a few hadrons will lie outside b-jets, hence

shifting further the PT [jb]/PT results to the left of those relevant to parton-level NLO com-

putations. This shift is also present when passing from the aMC@LO to the aMC@NLO

predictions in Wbb̄ production, while in the case of Zbb̄ production these two results are

very similar (up to an overall rescaling by the inclusive K factor). We are finding here the

same pattern already discussed for a few observables in this paper. Namely, the opening of

gluon-initiated partonic channels at the NLO in Wbb̄ production implies a richer hadronic

activity w.r.t. the corresponding LO case, which is only marginal in the case of Zbb produc-

tion owing to the dominance of the gg channel already at the LO there. Hence, the relative

enhancement of the hadronic activity outside the b-jets when going from aMC@LO to

aMC@NLO is stronger for Wbb̄ production than is for Zbb̄ production.

Finally, as a simple application to Higgs searches of the calculations presented in this

paper, we show in fig. 12 the invariant mass of the two leading b-jets in WH(→ !νbb̄),

ZH(→ !+!−bb̄), !νbb̄, and !+!−bb̄ events. The former two processes (the “signal”) have

been simulated with MC@NLO [32]6, with a Higgs mass mH = 120 GeV. The tail at

m[jb,1, jb,2] > mH is due to the fact that the jet momenta are typically larger than those of

the b-hadrons they contain, owing to the contributions of other final-state hadrons emerging

from initial-state showers. This is compensated by the fact that the b-hadron momenta

are only a fraction of those of their parent b quarks, the complementary fraction being

6In the process of validating aMC@NLO, we had checked that it gave results identical to MC@NLO for

all the processes implemented in the latter. Hence, we could have equally well employed aMC@NLO to

simulate the signal here.

– 13 –
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pp ➞ ZZ ➞ 4l
Important background to heavy Higgs bosons

NLO calculation includes Z/γ* interference and single-resonant 
contributions, but no gg-induced (αs2) contributions

First results using aMC@NLO with Pythia

extremely stable predictions
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Scale & PDF 
uncertainties

Any short-distance cross section can be written as a linear combination of scale and 
PDF dependent terms, with coefficients independent of both scales and PDFs.

Therefore, saving these coefficients in the event file allows for a posterior evaluation 
of scale and PDF uncertainties, by evaluating their dependence event-by-event, 
without needing to rerun the generation of the events
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Wjj at CDF

In April CDF reported an excess of events with 3.2 standard deviation 
significance in the dijet invariant mass distribution (with invariant mass 
130-160 GeV) for Wjj events

The update in June (using 7.3 fb-1 of data) increased significance of the 
excess to 4.1 standard deviations
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FIG. 1: The dijet invariant mass distribution. The sum of electron and muon events is plotted. In the left plots we show the
fits for known processes only (a) and with the addition of a hypothetical Gaussian component (c). On the right plots we show,
by subtraction, only the resonant contribution to Mjj including WW and WZ production (b) and the hypothesized narrow
Gaussian contribution (d). In plot (b) and (d) data points di�er because the normalization of the background changes between
the two fits. The band in the subtracted plots represents the sum of all background shape systematic uncertainties described
in the text. The distributions are shown with a 8 GeV/c2 binning while the actual fit is performed using a 4 GeV/c2 bin size.

against 5 GeV variations of the thresholds used for all of
the kinematic selection variables, including variations of
the jet ET > 30 GeV threshold. This analysis employs
requirements on jets of ET > 30 GeV and pT > 40 GeV/c
for the dijet system, which improves the overall modeling
of many kinematic distributions. We also test a selection
only requiring jet ET > 20 GeV as in Ref. [19]. This se-
lection, which increases the background by a factor of 4,
reduces the statistical significance of the excess to about
1�.

We study the �Rjj distribution to investigate possi-
ble e⇥ects that could result in a mismodeling of the dijet
invariant mass distribution. We consider two control re-
gions, the first defined by events with Mjj < 115 and
Mjj > 175 GeV/c2 and the second defined by events
with pT < 40 GeV/c. We use these regions to de-
rive a correction as a function of �Rjj to reweight the
events in the excess region. We find that the reweight-
ings change the statistical significance of the result by
plus or minus one sigma. However, the �Rjj distribu-
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Response...

By now more than 60 papers 
have appeared trying to 
explain this excess by 
introducing BSM physics

2 papers tried to explain the 
results within the SM (by 
addressing issues in the top 
quark sector)

CDF’s results are not 
confirmed by DØ
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systematic in units normalized by its !1 s.d. Different
uncertainties are assumed to be mutually independent,
but those common to both lepton channels are treated as
fully correlated. We perform fits to electron and muon
selections simultaneously and then sum them to obtain
the dijet invariant mass distributions shown in Fig. 1. The
measured yields after the fit are given in Table I.

To probe for an excess similar to that observed by the
CDF Collaboration [1], we model a possible signal as a
Gaussian resonance in the dijet invariant mass with an
observed width corresponding to the expected resolution

of the D0 detector given by !jj ¼ !W!jj #
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Mjj=MW!jj

q
.

Here, !W!jj and MW!jj are the width and mass of the
W ! jj resonance, determined to be !W!jj ¼
11:7 GeV=c2 andMW!jj ¼ 81 GeV=c2 from a simulation
of WW ! ‘"jj production. For a dijet invariant mass

resonance at Mjj ¼ 145 GeV=c2, the expected width is
!jj ¼ 15:7 GeV=c2.
We normalize the Gaussian model in the same way as

reported in the CDF Letter [1]. We assume that any such
excess comes from a particle X that decays to jets with
100% branching fraction. The acceptance for this hypo-
thetical process (WX ! ‘"jj) is estimated from a MC
simulation of WH ! ‘"b !b production. When testing the
Gaussian signal with a mean of Mjj ¼ 145 GeV=c2, the
acceptance is taken from theWH ! ‘"b !b simulation with
MH ¼ 150 GeV=c2. This prescription is chosen to be con-
sistent with the CDF analysis, which used a simulation of
WH ! ‘"b !b production with MH ¼ 150 GeV=c2 to esti-
mate the acceptance for the excess that they observes at
Mjj ¼ 144 GeV=c2. When probing other values of Mjj,
we use the acceptance obtained for WH ! ‘"b !b MC
events with MH ¼ Mjj þ 5 GeV=c2.
We use this Gaussian model to derive upper limits on the

cross section for a possible dijet resonance as a function of
dijet invariant mass using the CLs method with a negative

TABLE I. Yields determined following a #2 fit to the data, as
shown in Fig. 1. The total uncertainty includes the effect of
correlations between the individual contributions as determined
using the covariance matrix.

Electron channel Muon channel

Dibosons 434! 38 304! 25
W þ jets 5620! 500 3850! 290
Zþ jets 180! 42 350! 60
t!tþ single top 600! 69 363! 39
Multijet 932! 230 151! 69
Total predicted 7770! 170 5020! 130
Data 7763 5026
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FIG. 1 (color online). Dijet invariant mass summed over elec-
tron and muon channels after the fit without (a) and with
(b) subtraction of SM contributions other than that from the
SM diboson processes, along with the !1 s.d. systematic uncer-
tainty on all SM predictions. The #2 fit probability, Pð#2Þ, is
based on the residuals using data and MC statistical uncertain-
ties. Also shown is the relative size and shape for a model with a
Gaussian resonance with a production cross section of 4 pb at
Mjj ¼ 145 GeV=c2.
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NLO effects
Both CDF and DØ estimates their backgrounds using LO SMC 
programs (Alpgen+Pythia & Sherpa) normalized to (N)NLO or to 
the data

J. Campbell, A. Martin
& C. Williams have looked
at the same distribution at
parton level to study the
impact of NLO corrections
on differential distributions

Using the newly developed
tool, aMC@NLO, we would
like to address the main background, W+2j, at the NLOwPS level to 
see how well LOwPS or fixed order NLO describe this distribution
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Figure 2: NLO predictions for mjj using the “inclusive” CDF cuts

(two or more jets). The labelling is as in Fig. 1.

Process σLO [fb] σNLO [fb] Ratio (NLO/LO)

W + 2j 4984(8)+41%
−27%

5704(24)+9%
−13%

1.14

Z + 2j 213(1)+42%
−27%

236(2)+8%
−12%

1.11

WW (→ qq) 142.2(4)+8%
−7%

252.3(8)+8%
−6%

1.75

WZ(→ qq) 27.24(8)+9%
−8%

47.76(12)+8%
−7%

1.75

ZW (→ qq) 5.11(2)+10%
−9%

9.02(2)+9%
−7%

1.77

tt (fully-") 48.5(4)+46%
−28%

67.1(1)+4%
−11%

1.38

tt (semi-") 686.9(1)+45%
−29%

674.2(1)+3%
−11%

0.98

Single t (s) 25.92(4)+10%
−8%

41.68(4) +7%
−5%

1.61

Single t (t) 61.0(1)0%
−2% 59.8(1)+1%

−0%
0.98

Table II: LO and NLO predictions for cross sections using the “in-

clusive” CDF cuts (two or more jets). Uncertainties are calculated

and indicated in the same fashion as for Table I.

use a matched set of events, while the top backgrounds sim-

ply apply the parton shower to a single set of tree-level matrix

elements. For the parton shower, particles are formed into jets

using the midpoint cone algorithm (R = 0.4) via FastJet [27]
and we use the CTEQ6L PDF set [28].

We first compare the top distribution under the exclusive

and inclusive cuts (with pjT > 30 GeV) in Fig. 4. To best

compare the shapes we have adjusted the distribution obtained

from the parton shower such that theW peak is aligned with

the parton-level calculation, thus partially correcting for frag-

mentation and hadronisation effects. As expected from the

small corrections to the top processes at NLO, the normalisa-

tion of this background is in approximate agreement between

the two approaches. However the parton shower gives rise to

a somewhat different shape, particularly in the inclusive case

where the peak around 140 GeV is broadened.

The other crucial background process is W+ jets, for which

we compare the results fromMCFM and the parton shower in

Figure 3: NLO predictions for mjj using the “inclusive” CDF cuts

(two or more jets), with an increased jet threshold, pjT > 40 GeV.
The labeling is as in Fig. 1.

Process σLO [fb] σNLO [fb] Ratio (NLO/LO)

W + 2j 2568(4) 2784(16) 1.08

Z + 2j 104.6(8) 112(1) 1.07

WW (→ qq) 66.6(1) 131.4(4) 1.98

WZ(→ qq) 14.56(4) 27.96(8) 1.92

ZW (→ qq) 2.28(1) 4.56(2) 2.00

tt (fully-") 38.2(8) 53.92(8) 1.41

tt (semi-") 655.0(7) 642.2(7) 0.98

Single t (s) 19.44(4) 30.96(4) 1.59

Single t (t) 43.36(8) 42.20(8) 0.97

Table III: LO and NLO cross sections for the pjT > 40 inclusive final
state. Scales are set at µF = µR = 2mW .

Fig. 5. We present the NLO and showered results normalised

to their own cross sections so that we can compare the rel-

ative shapes. We observe that the change in the shape of the

NLO calculation as the scale is varied is small. The prediction

from the parton shower has a similar shape as the parton-level

results in the tail but differences appear at lower mjj . How-

ever this is precisely the region in which we would expect the

fixed order calculation to begin to break down and the parton

shower to be more reliable.

CONCLUSIONS

We have presented NLO predictions for cross sections and

dijet invariant mass distributions for one lepton, missing ET

and two jets at the Tevatron. We have used a variety of cuts,

including those used by the CDF collaboration who have re-

cently reported an excess in this distribution around 150 GeV.

By calculating the distribution of the invariant mass of the

dijets at NLO we have ruled out large NLO K-factors as a
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Computational 
challenge

This is the first time that such a process with so many 
scales and possible (IR) divergences is matched to a 
parton shower at NLO accuracy

Start with W+1j production to validate processes which 
need cuts at the matrix-element level

To check the insensitivity to this cut:

generate a couple of event samples with different cuts 
and show that the distributions after analysis cuts are 
statistically equivalent
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pp ➞ Wj
For W+1j the easiest cut would 
be in on the pT of the W boson

However, for validation purposes 
it is more appropriate to apply 
this cut on the jet instead 
(because that is what we’ll be 
doing in W+2j ). Same at LO, 
but different at NLO

Different cuts at generation level 
yield the same distributions at 
analysis level if the analysis level 
cut is 3-4 times larger
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pp ➞ Wjj
Set-up

Two event samples with 5 GeV and 10 GeV pT cuts on the jets at 
generation level, respectively, each with 10 million unweighted events

Renormalization and factorization scales equal to µR = µF = HT/2
               2µR = 2µF = HT = √( pT,lν2 + mlν2 ) + ∑ |pT,i|
where sum is over the 2 or 3 partons (and the matrix element level)

Jets are defined with anti-kT and R=0.4

MSTW2008(N)LO PDF set for the (N)LO predictions (with αs(mZ) 
from PDF set using (2)1-loop running)

mW = 80.419 GeV,
GF = 1.16639·10-5 GeV-2,
α-1 = 132.507,
ΓW = 2.0476 GeV
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pp ➞ Wjj
Leading Order

The two generation-level cuts do 
not lead to the same distributions 
at the analysis level...

Middle plot is the ratio with the 
fixed order

Lower plot is the ratio of the two 
generation level cuts

There is a possible double 
counting from jets from matrix 
elements and jets from parton 
shower: should apply a matching 
prescription
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pp ➞ Wjj
LO with matching

Apply MLM matching 
prescription

The two partons (generation level) 
should match the two hardest jets 
(before hadronization), i.e., ΔR < 
1.5 Rjet and αs reweighting 
according to “most-likely parton 
shower history”

The two generation level cuts 
now agree. However, the 
overall normalization has not 
yet been fully understood
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pp ➞ Wjj
NO MLM matching at NLO

There is no need for a MLM or CKKW matching 
prescription when already matching with MC@NLO:

The first emission from the PS is already properly 
matched with the real-emission matrix elements

Another hard jet from the PS is very unlikely (in 
particular at the Tevatron)
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pp ➞ Wjj
Validation

The two generation level 
cuts agree for high enough 
momenta (or harder 
analysis cuts)

Middle plot shows ratio of 
NLO (solid), LO (dotted) 
and LOwPS (dashed) over 
aMC@NLO

Good agreement with 
(N)LO, slight difference in 
shape

Tails have low statistics, in 
particular for the 5 GeV 
generation cuts
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to generation cuts pT = 10 GeV. The upper (red), middle (blue), and lower (green) pairs

of histograms are obtained with the analysis cuts pT = 10, 25, and 50 GeV respectively.

The lower insets display three curves, obtained by taking the ratios of the pT = 5 GeV

generation-cut results over the pT = 10 GeV generation-cut results, for the three given

analysis cuts (in other words, these are the ratios of the solid over the dashed histograms).

Fully-unbiased predictions are therefore equivalent to these ratios being equal to one in the

kinematic regions of interest.

Figure 1: Transverse momentum of the hardest jet (upper left plot), invariant mass of the pair
of the two hardest jets (upper right plot) and distance between the two hardest jets in the η − ϕ
plane (lower plot), in Wjj events and as predicted by aMC@NLO. See the text for details.

Inspection of fig. 1, and of its analogues not shown here, allow us to conclude that the

results follow the expected pattern: when one tightens the analysis cuts, the bias due to

the generation cuts is reduced, and eventually disappears. Although all observables display

this behaviour, the precise dependence on generation cuts is observable-specific; the three

cases of fig. 1 have been chosen since they are representative of different situations. The

transverse momentum of the hardest jet shown in the upper-left plot of fig. 1 is (one of)

the very observable(s) on which generation cuts are imposed. Therefore, as one moves

– 5 –
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pp ➞ Wjj
Validation - II

Dijet invariant mass

For analysis cuts larger 
than 25 GeV the two 
event samples coincide 
(except for the very low 
mass region)

For smaller analysis cuts 
the bias is flat in this 
distribution
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to generation cuts pT = 10 GeV. The upper (red), middle (blue), and lower (green) pairs

of histograms are obtained with the analysis cuts pT = 10, 25, and 50 GeV respectively.

The lower insets display three curves, obtained by taking the ratios of the pT = 5 GeV

generation-cut results over the pT = 10 GeV generation-cut results, for the three given

analysis cuts (in other words, these are the ratios of the solid over the dashed histograms).

Fully-unbiased predictions are therefore equivalent to these ratios being equal to one in the

kinematic regions of interest.

Figure 1: Transverse momentum of the hardest jet (upper left plot), invariant mass of the pair
of the two hardest jets (upper right plot) and distance between the two hardest jets in the η − ϕ
plane (lower plot), in Wjj events and as predicted by aMC@NLO. See the text for details.

Inspection of fig. 1, and of its analogues not shown here, allow us to conclude that the

results follow the expected pattern: when one tightens the analysis cuts, the bias due to

the generation cuts is reduced, and eventually disappears. Although all observables display

this behaviour, the precise dependence on generation cuts is observable-specific; the three

cases of fig. 1 have been chosen since they are representative of different situations. The

transverse momentum of the hardest jet shown in the upper-left plot of fig. 1 is (one of)

the very observable(s) on which generation cuts are imposed. Therefore, as one moves

– 5 –
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pp ➞ Wjj
Validation - III

Distance between the jets

A small bias remains at 25 
GeV analysis in the tail of 
the distribution, but 
reduced a lot from lower 
cuts analysis cuts

5 GeV sample probably 
ok, 10 GeV gen. cut is 
a bit too hard

Of all distributions we 
have looked at, this one 
shows the largest bias due 
to generation cut
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to generation cuts pT = 10 GeV. The upper (red), middle (blue), and lower (green) pairs

of histograms are obtained with the analysis cuts pT = 10, 25, and 50 GeV respectively.

The lower insets display three curves, obtained by taking the ratios of the pT = 5 GeV

generation-cut results over the pT = 10 GeV generation-cut results, for the three given

analysis cuts (in other words, these are the ratios of the solid over the dashed histograms).

Fully-unbiased predictions are therefore equivalent to these ratios being equal to one in the

kinematic regions of interest.

Figure 1: Transverse momentum of the hardest jet (upper left plot), invariant mass of the pair
of the two hardest jets (upper right plot) and distance between the two hardest jets in the η − ϕ
plane (lower plot), in Wjj events and as predicted by aMC@NLO. See the text for details.

Inspection of fig. 1, and of its analogues not shown here, allow us to conclude that the

results follow the expected pattern: when one tightens the analysis cuts, the bias due to

the generation cuts is reduced, and eventually disappears. Although all observables display

this behaviour, the precise dependence on generation cuts is observable-specific; the three

cases of fig. 1 have been chosen since they are representative of different situations. The

transverse momentum of the hardest jet shown in the upper-left plot of fig. 1 is (one of)

the very observable(s) on which generation cuts are imposed. Therefore, as one moves
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pp ➞ Wjj
CDF/DØ analysis cuts

To slightly simplify the 
analysis, the MC truth is 
used to assign the lepton 
to the W-boson decay

Only W+ events (simply a 
factor 2)

No underlying event
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towards large pT ’s, one expects the bias due to generation cuts to decrease, regardless of

values of the pT cut used at the analysis level. This is in fact what we see. Still, a residual

dependence on generation cuts can be observed at relatively large pT ’s for looser analysis

cuts; this could in fact be anticipated, since the events used here are Wjj ones – hence,

the next-to-hardest jet will tend to have a transverse momentum as close as possible to

the analysis pT cut, and thus to the region affected by the generation bias in the case of

the looser analysis cuts. The dijet invariant mass, shown in the upper-right plot of fig. 1,

tells a slightly different story. Namely, the hard scale associated with this observable is not

in one-to-one correspondence with that used for imposing the analysis cuts, at variance

with the pT of the hardest jet discussed previously. Hence, the effects of the generation-

level cuts are more evenly distributed across the whole kinematical range considered, as

can be best seen from the lower inset. Essentially, the bias here amounts largely to a

normalization mismatch, which disappears when tightening the analysis cuts. Finally, the

∆R distribution, presented in the lower part of fig. 1, is representative of a case where both

shapes and normalization are biased. There is a trend towards larger biases at large ∆R,

which is understandable since this region receives the most significant contributions from

large-rapidity regions, where the transverse momenta tend to be relatively small and hence

closer to the bias region.

We conclude this section with some further comments on validation exercises. Firstly,

we started by testing the whole machinery in the simpler case of Wj production. Although,

as was discussed before, for this process generation cuts may be imposed on pT (W ), we

have chosen to require the presence of at least one jet with a transverse momentum larger

than a given value, so as to mimic the strategy followed in the Wjj case. Secondly, we have

checked that we obtain unbiased results by suitably changing the jet-cone size. Thirdly,

OPTIONAL we can exploit the fact that the starting scale of the shower is to some

extent arbitrary, and the dependence upon its value is very much reduced in the context

of an NLO-PSMC matched computation. As was discussed in ref. [29], in MC@NLO the

information on the starting scale is included in the MC counterterms, and the independence

of the physical results of its value constitutes a powerful check of a correct implementation.

We have verified that this is indeed the case.

3. Wjj production at the Tevatron

The hard events obtained with the generation cuts described above can be used to impose

the selection cuts used by the CDF collaboration [1]. The latter are as follows:

• minimal transverse energy for the lepton: ET (l) > 20 GeV;

• maximal pseudo rapidity for the lepton: |η(l)| < 1;

• minimal missing transverse energy: E/T > 25 GeV;

• minimal transverse W -boson mass: MT (lνl) > 30 GeV;

• jet definition: JetClu algorithm with 0.75 overlap and R = 0.4;

– 6 –

• minimal transverse jet energy: ET (j) > 30 GeV;

• maximal jet pseudo rapidity: |η(j)| < 2.4;

• minimal jet pair transverse momentum: pT (j1j2) > 40 GeV;

• minimal jet-lepton separation: ∆R(lj) > 0.52;

• minimal jet-missing energy separation: ∆φ(E/T j) > 0.4;

• hardest jets close in pseudorapidity: |∆η(j1j2)| < 2.5;

• jet veto: no third jet with ET (j) > 30 GeV and |η(j)| < 2.4;

• lepton isolation: transverse hadronic energy smaller than 10% of the lepton transverse

energy in a cone of R = 0.4 around the lepton.

These cuts (and their analogues in the D0 analysis [2]) are tighter than the pT = 25 GeV

analysis cut previously discussed. Since the latter was seen to give unbiased results in

the central rapidity regions relevant here, we deem our approach safe. To simplify the

analysis slightly, we have used the MC truth to determine which charged lepton (if more

than one) emerges from the hard subprocess (i.e., can be interpreted as due to the decay

of a W boson); in the case of present process (i.e., without the contamination of the Zjj

background) this is essentially what one would have obtained anyhow by demanding the

charged lepton to be hard, central, and isolated. We have not included the simulation of the

underlying event in our predictions. The cuts reported above (which we dub “exclusive”)

have also been slightly relaxed by CDF (see [30]), by accepting events with three jets or

more in the central and hard region – we call these cuts “inclusive”.

Figure 2: Invariant mass of the pair of the two hardest jets, with CDF/D0 exclusive (left panel)
and inclusive (right panel) cuts. See the text for details.

In addition to the aMC@NLO predictions, we have also performed parton-level LO and

NLO computations, and showered events obtained by unweighting LO matrix elements as

well (we call the corresponding result aMC@LO). As is well known, the latter case requires

– 7 –
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pp ➞ Wjj
Dijet invariant mass

Dijet invariant mass with/without jet veto

This is the distribution in which CDF 
found an excess of events around 130-160 
GeV

No differences in shape between the 5 and 
10 GeV generation level cuts

No sign of enhancement over (N)LO or 
LOwPS in the mass range 130-160 GeV
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• minimal transverse jet energy: ET (j) > 30 GeV;

• maximal jet pseudo rapidity: |η(j)| < 2.4;

• minimal jet pair transverse momentum: pT (j1j2) > 40 GeV;

• minimal jet-lepton separation: ∆R(lj) > 0.52;

• minimal jet-missing energy separation: ∆φ(E/T j) > 0.4;

• hardest jets close in pseudorapidity: |∆η(j1j2)| < 2.5;

• jet veto: no third jet with ET (j) > 30 GeV and |η(j)| < 2.4;

• lepton isolation: transverse hadronic energy smaller than 10% of the lepton transverse

energy in a cone of R = 0.4 around the lepton.

These cuts (and their analogues in the D0 analysis [2]) are tighter than the pT = 25 GeV

analysis cut previously discussed. Since the latter was seen to give unbiased results in

the central rapidity regions relevant here, we deem our approach safe. To simplify the

analysis slightly, we have used the MC truth to determine which charged lepton (if more

than one) emerges from the hard subprocess (i.e., can be interpreted as due to the decay

of a W boson); in the case of present process (i.e., without the contamination of the Zjj

background) this is essentially what one would have obtained anyhow by demanding the

charged lepton to be hard, central, and isolated. We have not included the simulation of the

underlying event in our predictions. The cuts reported above (which we dub “exclusive”)

have also been slightly relaxed by CDF (see [30]), by accepting events with three jets or

more in the central and hard region – we call these cuts “inclusive”.

Figure 2: Invariant mass of the pair of the two hardest jets, with CDF/D0 exclusive (left panel)
and inclusive (right panel) cuts. See the text for details.

In addition to the aMC@NLO predictions, we have also performed parton-level LO and

NLO computations, and showered events obtained by unweighting LO matrix elements as

well (we call the corresponding result aMC@LO). As is well known, the latter case requires
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Future improvements
The MadLoop code is being rewritten in MadGraph v5. This will:

remove the limitations presented on the previous slide

make it faster:

Recycling of tree-structures attached to the loops

Identify identical contributions (e.g. massless fermion loops of different 
flavors)

Call CutTools not per diagram, but per set of diagrams with the same 
loop kinematics

Use recursion relations (will mostly help the real-emission corrections)

Even more efficient mapping of integrand to integration channels

allow for the automatic generation of UV renormalization and remainder 
vertices using FeynRules [Christensen, Duhr et al.] for BSM physics
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Future plans

Validate the MC counter terms for Herwig++ and Pythia (FSR)

Move the code to MadGraph v5: much more efficient and 
removes (minor) limitations from MadLoop

Merge predictions using various multiplicity matrix elements at 
NLO into one consistent, all-inclusive event sample

Make the use of the code public for specific processes by 
running on the website, http://amcatnlo.cern.ch

Make the code public
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Conclusions

Flexible, automatic event generators at NLO accuracy will become 
publicly available for analyses very soon

First completely automatic NLO events within the MadGraph 
framework have been produced using aMC@NLO, matching MadFKS 
with MadLoop+CutTools to the Herwig6 and Pythia6 showers using the 
MC@NLO method

Have a look at our website!, http://amcatnlo.cern.ch/, where we will 
make available soon:

more NLO event samples to be showered by the user

On-line running of validated aMC@NLO code for specific processes

Phase-space point checking for virtuals using MadLoop
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L-cut diagrams
Instead of writing a new code to generate loop diagrams, we use the existing, 
well-tested MadGraph code to generate tree-level diagrams

A loop diagrams with the loop cut open has to extra external particles. 
Consider e+e- ➞ u* ubar* u ubar (loop particles are denoted with a star). 
MadGraph will generate 8 L-cut diagrams. Here are two of them:

54

All diagrams with two extra 
particles are generated and the 
ones that are needed are 
filtered out

Each diagram gets an unique 
tag: any mirror and/or cyclic 
permutations of tags of 
diagrams already in the set are 
taken out

Additional filter to eliminate 
tadpoles and bubbles attached 
to external lines

≡

≡

Diag 1 = [u⇤(6)g⇤(5)u⇤(A)]

Diag 3 = [u⇤(A)u⇤(6)g⇤(5)]



Rikkert Frederix, Sep 9, 2011

There are (almost) always phase-space points for which the 
numerical reduction to determine the coefficients in front of the scalar 
integrals does not work due to numerical instabilities

CutTools has build-in routines to determine if a phase-space point is 
exceptional or not

By sending                         CT has an independent reconstruction 
of the numerator and can check if both match

CT can ask MadLoop to evalutate the integrand at a given loop 
momentum and check if the result is close enough to the one from 
the reconstructed integrand

Using quadruple precision numerics in the reduction helps, but not 
always

MadLoop:
Exceptional PS points
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When CutTools assigns a phase-space point to be unstable, MadLoop 
tries to cure it

Check if the Ward Identity holds at a satisfactory level

Shift the phase-space point by rescaling one of the components of 
the 3-momenta (for all particles), e.g.                              , and 
adjusting the energy components to keep the point on-shell

Provide an estimate of the virtual of the original phase-space 
point (with uncertainty)                                           where

If all shifts fail (very rarely) use the median of the results of the last 
100 stable points and the median absolute deviation (MAD (!)) to 
determine the associated uncertainty
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MadLoop:
Exceptional PS points
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MadLoop
Generation of the loop diagrams 

Generate “L-cut diagrams” and select a non-redundant set

Compute color factors to interfere virtual amplitude with the Born

Provide the numerators of the loop integrals that need to be passed to CutTools

Perform sanity checks (Double pole, Ward identity, ...)

Performing the phase-space integration

MadFKS provides the momenta (and helicity)

CutTools determines the coefficient in front of the scalar integrals (times the 
scalar integral) numerically

Compute the remainder (and UV-renormalization)

Handle possible “exceptional phase-space points”
57
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MadLoop: limitations
Of course, there are some limitations on what the code cannot do yet...

No four-gluon vertex at the Born level: the special vertex to compute 
the remainder is too complicated to implement in MadGraph v4

If EW bosons appear in the loops, the reduction by CutTools might 
not work

No finite-width effects for massive particles also appearing in the loops

All Born contributions must factorize the same power of all coupling 
orders
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Figure 2: Effective vertices contributing to R2 in pure QCD.
∑

P (234) stands for a summation over
the six permutations of the indices 2, 3 and 4, and {taitaj} ≡ taitaj + taj tai . λHV = 1 in the HV
scheme and λHV = 0 in the FDH scheme. Ncol is the number of colors and Nf is the number of
fermions running in the quark loop.
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