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Computing Infrastructure Projects 

for Particle Physics 
 
 

PPAP community meeting 17/18 Sept 2012 
 

Pete Clarke reporting from the  
Computing Advisory Panel 
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CAP advises STFC on  Computing “with a big C” 
•  HPC 
•  HTC 
•  Data  
•  Networking 
•  Data management and open data access policy 
•  Interactions with other bodies (e.g. PRACE) 

Covers computing for all STFC science: 
•  PP Theory 
•  PP Experiment 
•  Nuclear Physics 
•  Astronomy 
•  Astrophysics 
•  ParticleAstrophysics 
•  Cosmology 
•  Solar Science 
•  STFC facilities 

CAP will therefore make a general submission covering all of these 
 

The Computing Advisory Panel (CAP)  
Members: 
 
Pete Clarke (Chair) 
Simon Hands 
Roger Jones 
Adrian Jenkins 
Ralf Kaiser 
Mike Watson 
Jeremy Frey 
Neal Skipper 
+..facilities 
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STFC funds two Computing Projects relevant to the PPAP sector: 
 
GridPP: 

High Throughput Computing (HTC) infrastructure for the LHC and other 
experiments. 

 
DiRAC 

High Performance Computing (HPC) for Lattice QCD 
(note: DiRAC is more than PP) 
 

 
Both of these are treated as projects in their own right and reviewed.  
 
 
Both GridPP and DiRAC were requested to submit “project based” PR submissions 
 
 
In last PR:  

 - GridPP was ranked 
 - HPC operating costs were ranked  

 

Computing Projects relevant to PPAP  



17/09/2012 4 

 
GridPP 

 

Thanks to Dave Britton for slides 



GridPP provides Computing for all LHC 
experiments + other non-LHC experiments 

5	


Combined Resources (August 2012): 
•  152 Sites in 36 Countries 
•  325,000 logical CPUs 
•  210 Petabytes of disk 
•  180 Petabytes of tape 

Part of WLCG  (Worldwide LHC 
computing Grid) 



Architecture 

Institutes 

CERN computer centre 

RAL,UK 

ScotGrid NorthGrid SouthGrid London 

France Italy Germany USA 

Glasgow Edinburgh Durham 

Tier 0 
 

Tier 1 
National centres 

Tier 2 
Regional groups 

Offline farm 

Online system 

Workstations 

Useful model for 
Particle Physics but 
not necessary for 
others 

RAL,UK 

ScotGrid NorthGrid SouthGrid London 

Glasgow Edinburgh Durham 
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GridPP: the UK Contribution 

7	


UK Resources (August 2012): 
•  19 Sites  
•  36,000 logical CPUs 
•  21 Petabytes of disk 
•  5+ Petabytes of tape 
•  2 x 20 Gbit/s links to CERN 

CPU contributions in 2012 

USA 

UK 

GridPP4 funded until ~ April 2015 
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Results today only possible due  to  
   extraordinary performance of  
   accelerators – experiments – Grid 

computing 
    Rolf Heuer  
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CAP recommendation:  
 
  
•  GridPP should be congratulated for the great success in handling the 

LHC data leading to recent LHC results. 

•  The GridPP computing infrastructure is essential for LHC exploitation  

•  GridPP should be supported in the future at the same priority as the 
science which it supports. 
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DiRAC 

 

Thanks to Jeremy Yates and Christine Davies for slides 



STFC DiRAC Facility  

•  Distributed HPC Services for UK Theory 
and Simulation activities in  

•  Particle Physics,  
•  Particle Astrophysics,  
•  Nuclear Physics and  
•  Theoretical Astrophysics 

•  Over last ~4 years DiRAC has coalesced 
HPC into a single facility - more effective 
and efficient use of funds and equipment 

•  20,93 and 134 in tope 500 

•  Has now had 2 funding phases - now 
funded until 2015 

 
•  Peer reviewed resource allocation – open 

to all  (including Nuclear Theory) 
 
 

•  UKQCD: 8 Universities ~ 
50 people 

•  International 
collaborations : ETM, 
HPQCD, QCDSF, RBC-
UKQCD, strongBSM  



Five installations:  
•  Cambridge HPCS Service: Data Analytic Cluster - 10000 cores, 1PB Parallel 

File Store (PFS), Non Blocking Switch Architecture, 4GB RAM per core.  

•  Cambridge COSMOS SHARED MEMORY Service - 1856 cores, 14.8TB 
globally shared memory (8GB RAM per core),  

•  Leicester IT Services: Complexity Cluster - 4352 cores, 0.8PB PFS, Non 
Blocking Switch Architecture, 8GB RAM per core.  

•  Durham ICC Service: Data Centric Cluster - 6500 cores, 2PB usable PFS, 
High Performance IO and Interconnect, 2:1 Blocking Switch Architecture, 
8GB RAM Per core.  

•  Edinburgh 6144 node BlueGene/Q - 98304 cores, 5D Torus Interconnect, 
High Performance IO and Interconnect.  

System (supplier) Tflops Connectivity RAM PFS Cost /£M 

BG Q (IBM) 1260 5d Torus 16TB 1PB 6.0 

SMP (SGI) 42 NUMA 16TB 146TB 1.8 

Data Centric 
(OSF/IBM) 

135 FDR10 (Qlogic) 56TB 2PB 
Usable 

3.7 

Data Analytic 
(DELL) 

50% of 200Tflops FDR (Mell) 19TB 2PB 
Usable 

1.5 

Complexity (HP) 90 FDR (Mell) 36TB 0.8PB 2.0 
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Figure 4: Nonsinglet average momentum fraction 〈x〉u−d vs. m2
π from LHP (114),

RBC and UKQCD (115), and ETM (116). The last has 2+1+1 flavors of sea
quark, the others 2+1. Fits to experiment from MSTW (117) and ABM (118);
others fall between these two.

Note that earlier work with only 2 flavors of sea quark yielded confusing results.
The low moments of quark densities from 2+1- and 2+1+1-flavor simulations are
approaching the point where the lattice-QCD results could be incorporated into
the traditional fits of experimental data. For collider phenomenology, the real
challenge for lattice QCD is to compute similar moments of the gluon density,
which are less well constrained by low-energy experiments.

8 QCD Thermodynamics

The previous sections consider isolated hadrons at zero temperature. Soon after
the Big Bang, however, the universe was much hotter than it is now, and in
neutron stars, for example, the baryon density is much higher than in normal
nuclear matter. These phenomena motivate the study of the thermodynamics of
QCD. Even within lattice gauge theory, thermodynamics is a vast subject (119,
120), so this review touches only on some of the more fascinating aspects.

Thermodynamics starts with thermal averages in the canonical ensemble

〈•〉 =
Tr

[

• e−Ĥ/T
]

Tr e−Ĥ/T
, (12)

where T is the temperature, and the traces Tr are over the Hilbert space of the
QCD Hamiltonian Ĥ. In fact, the average on the left-hand side of Equation 12
is precisely that of Equation 2; the time extent N4 specifies the temperature
T = (N4a)−1. The eigenstates of Ĥ—a.k.a. hadrons—do not change with T , but
as T increases the vacuum no longer dominates the way it does in Equations 3–5,
and multi-hadron states begin to play a role in the thermal average.

The simplest observables are quantities like the energy, pressure, and entropy
density, and order parameters sensitive to symmetry breaking. The thermal state
can either restore a spontaneously broken symmetry of the vacuum or be a state

Hadronic light-by-light

Feynman Diagrams as Space Invaders

Hadronic vacuum polarization
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UTd : the complete fit 

The fit tests the combination of SM (intended as the underlying theory only), 
experimental results and theoretical inputs (lattice-QCD, perturbative QCD)
Glaring problems are: 

inclusive vs exclusive

             vs 

Vub

sin(2β) BR(B → τν)

13

muon g-2 

SM rates for 
hadronic EW 
processes need 
lattice QCD ....

proton structure
�x�(u−d)

Precision electroweak MEs
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Finally, NB0
(s)

→µ+µ− is the number of observed signal

events. The observed numbers of B+ → J/ψK+, B0
s →

J/ψφ and B0 → K+π− candidates are 340 100 ± 4500,
19 040 ± 160 and 10 120 ± 920, respectively. The three
normalization factors are in agreement within the uncer-
tainties and their weighted average, taking correlations
into account, gives αnorm

B0
s→µ+µ− = (3.19 ± 0.28) × 10−10

and αnorm
B0→µ+µ− = (8.38± 0.39)× 10−11.

For each bin in the two-dimensional space formed by
the invariant mass and the BDT we count the number
of candidates observed in the data, and compute the ex-
pected number of signal and background events.

The systematic uncertainties in the background and
signal predictions in each bin are computed by fluctu-
ating the mass and BDT shapes and the normalization
factors along the Gaussian distributions defined by their
associated uncertainties. The inclusion of the systematic
uncertainties increases the B0 → µ+µ− and B0

s → µ+µ−

upper limits by less than ∼ 5%.
The results for B0

s → µ+µ− and B0 → µ+µ− decays,
integrated over all mass bins in the corresponding signal
region, are summarized in Table I. The distribution of
the invariant mass for BDT>0.5 is shown in Fig. 1 for
B0

s → µ+µ− and B0 → µ+µ− candidates.

FIG. 1. Distribution of selected candidates (black points)
in the (left) B0

s → µ+µ− and (right) B0 → µ+µ− mass
window for BDT>0.5, and expectations for, from the top,
B0

(s) → µ+µ− SM signal (gray), combinatorial background

(light gray), B0
(s) → h+h�− background (black), and cross-

feed of the two modes (dark gray). The hatched area depicts
the uncertainty on the sum of the expected contributions.

The compatibility of the observed distribution of
events with that expected for a given branching frac-
tion hypothesis is computed using the CLs method [15].
The method provides CLs+b, a measure of the com-
patibility of the observed distribution with the signal
plus background hypothesis, CLb, a measure of the
compatibility with the background-only hypothesis, and
CLs = CLs+b/CLb.

The expected and observed CLs values are shown in
Fig. 2 for the B0

s → µ+µ− and B0 → µ+µ− channels,
each as a function of the assumed branching fraction.
The expected and measured limits for B0

s → µ+µ− and
B0 → µ+µ− at 90% and 95% CL are shown in Table II.
The expected limits are computed allowing the presence
of B0

(s) → µ+µ− events according to the SM branching
fractions, including cross-feed between the two modes.

The comparison of the distributions of observed
events and expected background events results in a p-
value (1− CLb) of 18% (60%) for the B0

s → µ+µ−

(B0 → µ+µ−) decay, where the CLb values are those cor-
responding to CLs+b = 0.5.

A simultaneous unbinned likelihood fit to the mass pro-
jections in the eight BDT bins has been performed to
determine the B0

s → µ+µ− branching fraction. The sig-
nal fractional yields in BDT bins are constrained to the
BDT fractions calibrated with the B0

(s) → h+h�− sam-

ple. The fit gives B(B0
s → µ+µ−) = (0.8+1.8

−1.3) × 10−9,
where the central value is extracted from the maximum
of the logarithm of the profile likelihood and the uncer-
tainty reflects the interval corresponding to a change of
0.5. Taking the result of the fit as a posterior, with a
positive branching fraction as a flat prior, the probabil-
ity for a measured value to fall between zero and the SM
expectation is 82%, according to the simulation. The
one-sided 90%, 95% CL limits, and the compatibility
with the SM predictions obtained from the likelihood, are
in agreement with the CLs results. The results of a fully
unbinned likelihood fit method are in agreement within
uncorrelated systematic uncertainties. The largest sys-
tematic uncertainty is due to the parametrization of the
combinatorial background BDT.

In summary, a search for the rare decays B0
s → µ+µ−

and B0 → µ+µ− has been performed on a data sam-
ple corresponding to an integrated luminosity of 1.0 fb−1.
These results supersede those of our previous publica-
tion [6] and are statistically independent of those ob-
tained from data collected in 2010 [12]. The data are
consistent with both the background-only hypothesis and
the combined background plus SM signal expectation at
the 1σ level. For these modes we set the most stringent
upper limits to date: B(B0

s → µ+µ−) < 4.5 × 10−9 and
B(B0 → µ+µ−) < 1.03× 10−9 at 95% CL.

We express our gratitude to our colleagues in the
CERN accelerator departments for the excellent perfor-
mance of the LHC. We thank the technical and admin-
istrative staff at CERN and at the LHCb institutes,
and acknowledge support from the National Agencies:
CAPES, CNPq, FAPERJ and FINEP (Brazil); CERN;
NSFC (China); CNRS/IN2P3 (France); BMBF, DFG,
HGF and MPG (Germany); SFI (Ireland); INFN (Italy);
FOM and NWO (The Netherlands); SCSR (Poland);
ANCS (Romania); MinES of Russia and Rosatom (Rus-
sia); MICINN, XuntaGal and GENCAT (Spain); SNSF
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Issue: Electricity only funded for 9 months !  
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CAP recommendation:  
 
 •  DiRAC is congratulated for consolidating STFC HPC resources into an 

powerful and cost effective infrastructure well suited to the needs of its 
science base. 

•  The DiRAC consortium facilities are essential for all STFC HPC based 
science and should be supported in the future at the same priority as 
the science which it supports. 
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Recurrent Costs: 
 
•  Recurrent costs of computing, particularly at institutes, have historically 

been dealt with an a bespoke and diverse way. 

•  Particularly for the HPC facilities this has made life difficult in the past. 

•  But the effect will pervade other areas sooner or later as Universities 
seek to establish more and more on MRF/SRF basis   

A consistent message from CAP is that:  
 
It is essential that STFC embraces the need to develop a consistent 
and holistic funding model which deals with both the capital and 
recurrent costs of computing. 
 
 

Other very important issues – I  
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Data Management Policies: 
 
•  Policy for data management (preservation & open data access)  is high in priority 

in Government, BIS, Research Councils. 

•  Policies exist in all Research Councils relating to both. 

•  In general Universities also have policies. 

 
 
From the point of view of the science this has two consequences 
 
•  STFC supported projects will need to take some action at some point. At minimum 

have a policy.  (LHC experiments are well advanced) 
  CAP  has been advising STFC in this sector. 

•  More relevant today:   These activities have a real resource request, and 
CAP has given the message that this should not be assumed to be 
“absorbed” in the project funding, nor that it can be done at minimal time 
cost by project physicists.   

 è Curation for open access is a professional and non-trivial job. 

Other very important issues – II  
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