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Loop computation

• Box, Triangle, Bubble and Tadpole are known 
scalar integrals	


• Loop computation = find the coefficients	


• Unitarity	


• Multiple cuts	


• Tensor reduction (OPP)

Prelims History Present

Tensor Reduction 2

A1−loop =
∑

i

di Boxi +
∑

i

ci Trianglei +
∑

i

bi Bubblei

+
∑

i

ai Tadpolei + R

where

Tadpolei =
∫

dnq̄ 1

D̄0
Bubblei =

∫

dnq̄ 1

D̄0D̄1

Trianglei =
∫

dnq̄ 1

D̄0D̄1D̄2

Boxi =
∫

dnq̄ 1

D̄0D̄1D̄2D̄3

analytic work is necessary

Roberto Pittau Automatizing 1-loop multi-leg calculations for LHC (and ILC)
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• Goal : Automate the one-loop computation 
for BSM models 	


• Required ingredients : 	


• Tree-level vertices	


• R2 vertices (OPP)	


• UV counterterm vertices	


• Solution : UFO at NLO

Introduction

Missing

Done(FeynRules)
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R2

Finite set of vertices that can be computed once 
for all

What are the R2 rational terms?

Ā (q̄) =
1

(2⇥)4

�
dd q̄

N̄ (q̄)
D̄0D̄1 . . . D̄m�1

, D̄i = (q̄ + pi)
2 � m2

i

N̄ (q̄) = N (q) + ⇥N (q̃, q, �)

where X̄ lives in d dimension, X in 4, ⇥X in �.

R2 definition

R2 ⇥ lim
�⇥0

1
(2⇥)4

�
dd q̄

⇥N (q̃, q, �)
D̄0D̄1 . . . D̄m�1

Finite (⇤ 4 legs) set of vertices computed once for all!
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d 4 ε

in MadLoop [4] available in the MadGraph5 aMC@NLO framework leading to a complete
automated tool for NLO computation. So far only the SM model has been implemented despite
that MadLoop is based on MadGraph5[5] for which many BSM models are available. As a
matter of fact, the evaluation of the loop corrections requires two extra ingredients that so far
have been added by hand in the model. The first one is the counterterms introduced by the
renormalization procedure to absorb all the UV divergences arising at the one-loop level. While
the divergences can be extracted from the scalar integrals, any renormalization scheme with a
non-trivial finite part in the counterterms requires a careful redefinition of the fields and of the
independent parameters of the model and the resolution of the renormalization conditions. The
second missing element depends on the actual method used to perform the tensor decomposition
of the loop amplitudes. In the case of OPP, it is a part of the rational term. In d dimensions,
any one-loop amplitude can be written as

A (q) =
1

(2⇡)4

Z
ddq

N (q)

D0D1 . . . Dm�1
, (2)

with the propagator denominators given by Di ⌘ (q + pi)
2 �m2

i and where mi are the masses
of the particles in the loop, q is the loop momentum and pi are linear combinations of external
momenta. All the quantities written with a bar live in d dimensions and can therefore be split in
a four dimensional part x and a d�4 dimensional part x̃ as follow x ⌘ x+ x̃. Rational terms are
finite contributions generated by the part of the integrand linear in d � 4. One then organizes
the rational part in two terms, R1 and R2. The rational term R1 is due to the d� 4 component
of the integrand denominators and can be computed as the four-dimensional piece but using a
di↵erent set of scalar integrals [6]. The R2 terms are defined as the finite part due to the d� 4
component of the numerator

R2 ⌘ lim
✏�0

1

(2⇡)4

Z
ddq

Ñ (q̃, q, ✏)

D0D1 . . . Dm�1
, (3)

where ✏ is defined by d ⌘ 4 � 2✏. We use here the ’t Hooft-Veltman scheme [7] such that all
the quantities in the loop, i.e. the loop momentum, the metric and the Dirac matrices live in d
dimensions:

⌘µ ⌫⌘µ ⌫ = d, (4)

�µ�µ = d 1, (5)

where 1 is the identity matrix in Dirac space. The external momenta and polarization vectors
have only four dimensional components. The Dirac matrices in d dimensions �u are chosen to
anti-commute with �5 [8, 9, 10]. Therefore, the cyclic property of Dirac trace has to be dropped
to avoid algebraic inconsistency. The result of the evaluation of the integral in (3) is a set of
process independent Feynman rules. As a consequence, they should only be computed once for
each model. The R2 term are the second missing ingredient as they had to be computed so far by
hand for each model. The R2 terms are known for the full SM [11][12] and for QCD corrections
to the MSSM [13]. A package for the automatic computation of the R2 terms for the SM has
also been developed [14].

The purpose of this paper is to show that the procedure of determining the UV counterterms
and the R2 terms can be automated for any Lagrangian. The computation of the missing ele-
ments is done by three Mathematica packages, FeynRules [15], NLOCT and FeynArts [16].
NLOCT is a completely new package, new functionalities have been added to FeynRules to
renormalize models and output the NLO vertices in the UFO format [17] while FeynArts has
not been altered. The only requirement is that the model should be written in the Feynman
gauge. At this stage, the package is restricted to renormalizable theories. Renormalizability
is here understood strictly and not order by order like for e↵ective field theories. Namely, the
dimension of the operators in the Lagrangian should be equal to or lower than four. Although
the R2 terms are not always required, the UV counterterms are needed for any one-loop com-
putation. Therefore, the automatically generated models can be used to provide the necessary
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R2 example

q̄µ γ
γ

1

2

Q̄2

Q̄1

Q̄1 = q̄ + p1 = Q1 + q̃
Q̄2 = q̄ + p2 = Q2 + q̃

D̄0 = q̄2

D̄1 = (q̄ + p1)2

D̄2 = (q̄ + p2)2

γe+e− n

∫

dnq̄
q̃2

D̄0D̄1D̄2
= −

iπ2

2
+ O(ϵ) ,

∫

dnq̄
qµqν

D̄0D̄1D̄2
= −

iπ2

2ϵ
gµν + O(1) ,

R2 = −
ie3

8π2
γµ + O(ϵ) ,

µ • = −
ie3

8π2
γµ

γe+e− R2

R2

R1

R = R1 + R2

R1

R1 N(q)

ϵ (q̃ · q) = 0 N̄(q̄)

4 ϵ

N̄(q̄) = N(q) + Ñ(q̃2, q, ϵ) .

N(q) 4 Ñ(q̃2, q, ϵ)

R2

R2 ≡
1

(2π)4

∫

dn q̄
Ñ(q̃2, q, ϵ)

D̄0D̄1 · · · D̄m−1
≡

1

(2π)4

∫

dn q̄R2 .

Ñ(q̃2, q, ϵ)

Ā(q̄)

n q̄ n γ

γ̄µ̄ n ḡµ̄ν̄ 4

q̄ = q + q̃ ,

γ̄µ̄ = γµ + γ̃µ̃ ,

ḡµ̄ν̄ = gµν + g̃µ̃ν̃ .

n

vµ 4

q̄ · v = q · v and v̄ = v .

R2

R2

R2

γe+e−

N̄(q̄) ≡ e3
{

γ̄β̄ (Q̄1 + me) γµ (Q̄2 + me) γ̄β̄
}

= e3
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γβ(Q1 + me)γµ(Q2 + me)γ
β

− ϵ (Q1 − me)γµ(Q2 − me) + ϵq̃2 γµ − q̃2 γβγµγ
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ϵ γ
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automated tool for NLO computation. So far only the SM model has been implemented despite
that MadLoop is based on MadGraph5[5] for which many BSM models are available. As a
matter of fact, the evaluation of the loop corrections requires two extra ingredients that so far
have been added by hand in the model. The first one is the counterterms introduced by the
renormalization procedure to absorb all the UV divergences arising at the one-loop level. While
the divergences can be extracted from the scalar integrals, any renormalization scheme with a
non-trivial finite part in the counterterms requires a careful redefinition of the fields and of the
independent parameters of the model and the resolution of the renormalization conditions. The
second missing element depends on the actual method used to perform the tensor decomposition
of the loop amplitudes. In the case of OPP, it is a part of the rational term. In d dimensions,
any one-loop amplitude can be written as
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of the particles in the loop, q is the loop momentum and pi are linear combinations of external
momenta. All the quantities written with a bar live in d dimensions and can therefore be split in
a four dimensional part x and a d�4 dimensional part x̃ as follow x ⌘ x+ x̃. Rational terms are
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Ñ (q̃, q, ✏)

D0D1 . . . Dm�1
, (3)
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where 1 is the identity matrix in Dirac space. The external momenta and polarization vectors
have only four dimensional components. The Dirac matrices in d dimensions �u are chosen to
anti-commute with �5 [8, 9, 10]. Therefore, the cyclic property of Dirac trace has to be dropped
to avoid algebraic inconsistency. The result of the evaluation of the integral in (3) is a set of
process independent Feynman rules. As a consequence, they should only be computed once for
each model. The R2 term are the second missing ingredient as they had to be computed so far by
hand for each model. The R2 terms are known for the full SM [11][12] and for QCD corrections
to the MSSM [13]. A package for the automatic computation of the R2 terms for the SM has
also been developed [14].

The purpose of this paper is to show that the procedure of determining the UV counterterms
and the R2 terms can be automated for any Lagrangian. The computation of the missing ele-
ments is done by three Mathematica packages, FeynRules [15], NLOCT and FeynArts [16].
NLOCT is a completely new package, new functionalities have been added to FeynRules to
renormalize models and output the NLO vertices in the UFO format [17] while FeynArts has
not been altered. The only requirement is that the model should be written in the Feynman
gauge. At this stage, the package is restricted to renormalizable theories. Renormalizability
is here understood strictly and not order by order like for e↵ective field theories. Namely, the
dimension of the operators in the Lagrangian should be equal to or lower than four. Although
the R2 terms are not always required, the UV counterterms are needed for any one-loop com-
putation. Therefore, the automatically generated models can be used to provide the necessary
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R1

R1

q̃2

d, c, b, a

n R1

R1

q̃2 d, c, b

q̃2

m2
i → m2

i − q̃2 .

n

n

q̃2

q̃2 d, c, b

∫

dnq̄
q̃2

D̄iD̄j

= −
iπ2

2

[

m2
i + m2

j −
(pi − pj)2

3

]

+ O(ϵ) ,

∫

dnq̄
q̃2

D̄iD̄jD̄k

= −
iπ2

2
+ O(ϵ) ,

∫

dnq̄
q̃4

D̄iD̄jD̄kD̄l

= −
iπ2

6
+ O(ϵ) .

b(ij; q̃2) = b(ij) + q̃2b(2)(ij) ,

c(ijk; q̃2) = c(ijk) + q̃2c(2)(ijk) .

Z̄i

Like for the 4 dimensional part but with a different set of 
integrals

Due to the ℇ dimensional parts of the denominators 

Only R = R1+R2 is gauge invariant Check
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UV
What are the UV counterterms?

Ā (q̄) =
1

(2⇥)4

⌥
dd q̄

N̄ (q̄)
D̄0D̄1 . . . D̄m�1

= K
1
�
+O

⇤
�0
⌅

m ⇥ m
⇧

1 + cm
1
�

⌃
, � ⇥

⇧
1 + c�

1
�

⌃
�, g ⇥ g

⇧
1 + cg

1
�

⌃

. . . . . . = 01
� +O

�
�0⇥

Finite (� 4 legs) set of vertices computed once for all!

C. Degrande (UIUC) 5 October 2012 21 / 30

What are the UV counterterms?
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Relations fixed by the Lagrangian (finite part)
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Renormalization
External parameters

Same for the conjugate field

Internal parameters are renormalised by replacing the 
external parameters in their expressions

one-loop ingredients for other NLO tools than MadGraph5 aMC@NLO like GoSam [18] for
example which is already using the UFO format. As an explicit example, we consider the Two
Higgs Doublet Model (2DHM). The 2HDM is a simple but important extension of the SM since
it provides a well defined model to search for extra scalar particles.

The paper is organized as follows. The second section focuses on the renormalization of the
Lagrangian and introduces the renormalization conditions for the on-shell scheme. This scheme
is easily extended to complex mass scheme to provide an appropriate treatment of the widths.
The main advantage of those schemes is to avoid the evaluation of the loops on the external legs
and it is used, for example, in MadLoop to make the computation faster. The third section
discusses the algorithm for the computation of the counterterms from the amplitudes. This
section ends with the validation of the algorithm. The 2HDM is briefly introduced in Sect. 4 to
fix the notation. The R2 and UV counterterm vertices for the 2HDM are given in Sect. 5 and 6
respectively. Finally, the conclusion is given in the last section.

2 Renormalization

2.1 The renormalization constants

In dimensional regularization UV-divergences appear as poles in 1/✏ where d ⌘ 4 � 2✏. In a
renormalizable theory, they can absorbed by a redefinition of the free parameters and of the
fields

x0 � x+ �x,

�0 � (1 +
1

2
�Z��)�+

X

�

1

2
�Z���, (6)

where x is an external parameter and � and � are fields with the same quantum numbers, the
bare quantities are denoted by an additional zero subscript compared to the renormalized fields or
parameters, the renormalization constant are preceded by a �. For the fermions, each chirality is
renormalized independently. The external parameters are independent parameters which values
should be fixed by experiments. On the contrary, internal parameters are functions of the external
parameters. Internal parameters are also renormalized. However, their renormalization does not
require the introduction of new renormalization constants and is fixed by their dependence on
the external parameters. The same self renormalization constants Z�� are used for both the
fields and their hermitian conjugates and not its conjugate as required by the complex mass
scheme [19]. Their imaginary parts would otherwise disappear form the hermitian Lagrangian.
For example, the kinetic term of a scalar has an imaginary part if

�0 � (1 + 1
2�Z��)�

�†
0 � (1 + 1

2�Z��)�†

�
) @µ�0@µ�

†
0 � (1 + �Z��)@

µ�@µ�
† (7)

to absorb the imaginary part coming from the corresponding term of the two point loop ampli-
tude. On the contrary, they would be no imaginary part if the conjugated field is renormalized
with the conjugate of the renormalization constant, i.e.

�0 � (1 + 1
2�Z��)�

�†
0 � (1 + 1

2�Z
⇤
��)�

†

�
) @µ�0@µ�

†
0 � (1 + <�Z��)@

µ�@µ�
†. (8)

In the on-shell scheme, those constants are real and therefore also identical for both the fields
and their conjugates. Similarly, external parameters in FeynRules are real and therefore renor-
malized by the same constants as their conjugates. Again, this is valid for both schemes even if
the external parameters have complex renormalization constants as in the complex mass scheme.
The renormalization is therefore identical for those two renormalization schemes but only the
bare Lagrangian is hermitian in the complex mass scheme since the renormalization constants
are complex in this scheme. The bare Lagrangian can also be split into the renormalized one

3
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Renormalization conditionsThe renormalization conditions should be chosen to ease as much as possible the problem at
hand or to make the physics transparent. In this respect, the renormalized mass is identified to
the physical one, the real part of the pole of the propagator in the on-shell scheme such that its
value is given by the mass measurement. Furthermore it allows to get rid of the corrections on
the external legs of the amplitudes by forcing the two-point functions to vanish on-shell. More
details on the on-shell scheme can be found in Ref. [21]. In the following, we will given the
renormalization conditions as they are implemented in the NLOCT package.

First, the tadpole counterterms are chosen to cancel the loop corrections such that no tadpole
should be included in any computation. Secondly, the mass and the wave functions renormaliza-
tion constants are fixed by the conditions on the two-point functions. Writing the renormalized
fermion two-point function as

i�ij (�p�mi) + i
⇥
fL
ij

�
p2
�
�p�� + fR

ij

�
p2
�
�p�+ + fSL

ij

�
p2
�
�� + fSR

ij

�
p2
�
�+

⇤
, (10)

where �± = 1±�5

2 and the f functions contain both the loop and counterterm contributions, the
renormalization conditions in the on-shell scheme for the fermions are

<̃
⇥
fL
ij

�
p2
�
mi + fSR

ij

�
p2
�⇤ ���

p2=m2
i

= 0,

<̃
⇥
fR
ij

�
p2
�
mi + fSL

ij

�
p2
�⇤ ���

p2=m2
i

= 0,

<̃

2mi

@

@p2
⇥�
fL
ii

�
p2
�
+ fR

ii

�
p2
��

mi + fSL
ii

�
p2
�
+ fSR

ii

�
p2
�⇤

+ fL
ii

�
p2
�
+ fR

ii

�
p2
�� ���

p2=m2
i

= 0.

(11)

The function <̃ takes the real part of the loop function but not of the couplings or of the mixing
parameters. The o↵-diagonal conditions allow to absorb the corrections that mix di↵erent flavors
in the wave function renormalizations. The renormalized fields are therefore mass eigenstates. If
the two fermion flavors are massless, the first two conditions are trivially satisfied and therefore
are replaced by <̃fL

ij (0) = 0 and <̃fR
ij (0) = 0 to fix the renormalization constants. For a

Majorana fermions  , the left and right renormalization constant for the wave function should
be complex conjugate of each other since the left and right handed fermion fields are related by

 R = ei↵ ( L)
c (12)

where ↵ is the Majorana phase. The two first conditions should therefore be equivalent for a
Majorana fermion if only one renormalization constant is used. Similarly, if the renormalized
two-point function for a scalar is

i�ij
�
p2 �m2

i

�
+ ifS

ij

�
p2
�
, (13)

and the renormalization conditions read

<̃
⇥
fS
ij

�
p2
�⇤ ���

p2=m2
i

= 0

<̃
⇥
fS
ij

�
p2
�⇤ ���

p2=m2
j

= 0

<̃


@

@p2
fS
ii

�
p2
�� ���

p2=m2
i

= 0. (14)

Finally, if the renormalized two-point function of a vector is written as

�i�ij⌘µ⌫
�
p2 �m2

i

�
� ifT

ij

�
p2
�✓

⌘µ⌫ � pµp⌫
p2

◆
� ifV L

ij

�
p2
� pµp⌫

p2
, (15)
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The function <̃ takes the real part of the loop function but not of the couplings or of the mixing
parameters. The o↵-diagonal conditions allow to absorb the corrections that mix di↵erent flavors
in the wave function renormalizations. The renormalized fields are therefore mass eigenstates. If
the two fermion flavors are massless, the first two conditions are trivially satisfied and therefore
are replaced by <̃fL

ij (0) = 0 and <̃fR
ij (0) = 0 to fix the renormalization constants. For a

Majorana fermions  , the left and right renormalization constant for the wave function should
be complex conjugate of each other since the left and right handed fermion fields are related by

 R = ei↵ ( L)
c (12)

where ↵ is the Majorana phase. The two first conditions should therefore be equivalent for a
Majorana fermion if only one renormalization constant is used. Similarly, if the renormalized
two-point function for a scalar is
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Finally, if the renormalized two-point function of a vector is written as
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6

On-shell scheme (or complex mass scheme):

Similar for the vectors and scalars

Renormalized mass = Physical mass
Two-point function vanishes on-shell (No external 	

bubbles)
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Renormalization conditions
Zero momentum scheme available for the gauge couplings

the corresponding renormalization conditions are
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The complex mass scheme allows the renormalized masses and the wave functions to be complex
and is obtained by removing the <̃ [19].

Finally, all the external parameters but the masses are renormalized in the MS scheme by
default. Namely, only the pole in
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where � is the Euler-Mascheroni, constant is included in the counterterms. This scheme will
be used for example for the Yukawa couplings to the scalar doublet without vev in the generic
2DHM. It is no longer true in a type I or II 2HDM where all the Yukawa depends on the
masses in a similar way as in the SM. It will be used also for the gauge couplings or the four
scalars couplings as long as they do not depend on the masses or other external parameters.
Alternatively, the zero-momentum scheme is commonly used for the renormalization of the gauge
coupling constant. The renormalized coupling is fixed by requiring that the vertex between the
fermions and the gauge boson is equal to the tree-level one when the momentum of the boson
vanishes. Writing the renormalized vectorial gauge interactions of a fermion as
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FFV (p1, p2) = igT a�f1,f2

"
�µ

✓
�g

g
+

1

2
�ZV V +

1

2
�ZR

FF +
1

2
�ZL

FF +
g0V
2g

�ZV 0V

◆

+�µ�5

✓
1

2
�ZR

FF � 1

2
�ZL

FF +
g0A
2g

�ZV 0V

◆

+

✓
�µhV

�
k2

�
+ �µ�5h

A
�
k2

�
+

(p1 � p2)µ

2m
hS

�
k2

�
+

kµ
2m

hP
�
k2

�◆
#
,(18)

where p1, p2 and k are the incoming momenta of the two fermions and the vector, the h functions
contain the loop contribution from the triangle diagrams, g the gauge coupling constant and T a

the generators of the gauge group and should be replaced by the charge for an abelian group.
The first two terms are due to the renormalization of the tree-level vertex. The last pieces
of the first two lines are due to the mixing with another vector V 0 (g0V and g0A are its vector
and axial couplings to the fermions). The renormalization conditions at zero momentum, i.e.
k = �p1 � p2 = 0 then read
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Consequently, the renormalization of the gauge coupling is fixed by
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where p1, p2 and k are the incoming momenta of the two fermions and the vector, the h functions
contain the loop contribution from the triangle diagrams, g the gauge coupling constant and T a
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where p1, p2 and k are the incoming momenta of the two fermions and the vector, the h functions
contain the loop contribution from the triangle diagrams, g the gauge coupling constant and T a

the generators of the gauge group and should be replaced by the charge for an abelian group.
The first two terms are due to the renormalization of the tree-level vertex. The last pieces
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How does it work?

FeynRules 
Renormalize the Lagrangian

!

!

!

NLOCT.m 
Compute the NLO vertices

FeynArts 
Write the amplitudes

model.mod	

model.gen model.nlo
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How does it work?
FeynRules : 	

...	

Lren  =  OnShellRenormalization[  LSM  ,   QCDOnly ->True];	

WriteFeynArtsOutput[  Lren  ,  Output -> "SMrenoL", 
GenericFile -> False] 

FeynArts / NLOCT : 	

!
WriteCT[  "SMrenoL/SMrenoL" ,      "Lorentz",  Output-> 
“SMQCDreno",   QCDonly -> True] 

FeynRules : 	

...	

Get["SMQCDreno.nlo"];	

WriteUFO[ LSM ,  UVCounterterms -> UV$vertlist ,  
 R2Vertices -> R2$vertlist]



C. Degrande

model.nlo

R2$vertlist = {
{{{anti[u], 1}, {u, 2}}, ((-I/12)*gs^2*
IndexDelta[Index[Colour, Ext[1]], Index[Colour, Ext[2]]]*IPL[{u, G}]*
(TensDot[SlashedP[2], ProjM][Index[Spin, Ext[1]], Index[Spin, Ext[2]]] +
TensDot[SlashedP[2], ProjP][Index[Spin, Ext[1]], Index[Spin, Ext[2]]]))/Pi^2},
...
}

where the dots represent the other vertices. If the option CTparameters has been set to True,
the FR$CTparam is a replacement list for the internal parameters used in UV$vertlist. The list
is empty otherwise. Additionally, all the FeynRules information about the model, the version of
the NLOCT package and the date and time of generation appear commented in the header of the
file. The FeynArts file names are stored into the variable CT$Model and CT$GenericModel and
their definitions appear with the NLOCT$assumptions definition at the beginning of the output
file. Finally, a variable keeps tack which interactions have been used for the loop corrections.
Each interaction is associated with a value one (zero) if the R2 and UV counterterm vertices (do
not) contain its contributions in the list FR$InteractionOrderPerturbativeExpansion. For
example, the SM with only QCD correction has

FR$InteractionOrderPerturbativeExpansion = {{QCD, 1}, {QED, 0}};

The output file can the be loaded using the Get Mathematica function in a di↵erent kernel
after reloading FeynRules and the model. The vertices can then be exported in a UFO file
using the UVCounterterms and R2Vertices option of the WriteUFO command, i.e.

WriteUFO[MyLag, UVCounterterms -> UV$vertlist, R2Vertices -> R2$vertlist].

The running times for the SM, MSSM 7 and 2HDM do not exceed a few hours on a dual core
2.4 GHz laptop with 4 Gb of RAM.

3.4 Validation

The validation is based mainly on the SM and MSSM for which the R2 and/or the UV have
been published.

SM (QCD): The analytic expressions for the R2 vertices due to the one-loop corrections
from the strong interaction have been found in agreement with [11]. The UV counterterms
expressions due to the strong interaction using the on-shell scheme for the two-point functions
and the zero-momentum scheme for the strong coupling constant have also been compared to
[25]. It should be noted that the expressions remain the same for the complex mass scheme since
at most one non-zero mass enter the computation of each wave function or mass renormalisation
constant. Therefore this mass only appear in the logarithms and the branch cut is never an
issue. Finally, the UFO generated automatically by FeynRules, NLOCT and FeynArts has
been used in a recent version of MadGraph5 aMC@NLO [26] and found in perfect agreement
with the built-in version.

SM (EW): The R2 vertices from the electroweak corrections have been compared analytically
to [12]. The electroweak corrections to the UV counterterms have been validated by comparison
with [21]. Again, the on-shell scheme has been used for the two-point functions while the
electroweak coupling has been renormalized with the zero-momentum scheme,
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. (52)

Many other renormalization scheme have been suggested for the electroweak coupling constant.
However, only the MS and the zero-momentum are implemented so far. The electroweak inter-
action is responsible for most of the decay of the elementary particles and therefore the complex

7with flavor conservation
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UV$vertlist (ɛ is FR$Eps)

R2$vertlist = {
{{{anti[u], 1}, {u, 2}}, ((-I/12)*gs^2*
IndexDelta[Index[Colour, Ext[1]], Index[Colour, Ext[2]]]*IPL[{u, G}]*
(TensDot[SlashedP[2], ProjM][Index[Spin, Ext[1]], Index[Spin, Ext[2]]] +
TensDot[SlashedP[2], ProjP][Index[Spin, Ext[1]], Index[Spin, Ext[2]]]))/Pi^2},
...
}

where the dots represent the other vertices. If the option CTparameters has been set to True,
the FR$CTparam is a replacement list for the internal parameters used in UV$vertlist. The list
is empty otherwise. Additionally, all the FeynRules information about the model, the version of
the NLOCT package and the date and time of generation appear commented in the header of the
file. The FeynArts file names are stored into the variable CT$Model and CT$GenericModel and
their definitions appear with the NLOCT$assumptions definition at the beginning of the output
file. Finally, a variable keeps tack which interactions have been used for the loop corrections.
Each interaction is associated with a value one (zero) if the R2 and UV counterterm vertices (do
not) contain its contributions in the list FR$InteractionOrderPerturbativeExpansion. For
example, the SM with only QCD correction has

FR$InteractionOrderPerturbativeExpansion = {{QCD, 1}, {QED, 0}};

The output file can the be loaded using the Get Mathematica function in a di↵erent kernel
after reloading FeynRules and the model. The vertices can then be exported in a UFO file
using the UVCounterterms and R2Vertices option of the WriteUFO command, i.e.

WriteUFO[MyLag, UVCounterterms -> UV$vertlist, R2Vertices -> R2$vertlist].

The running times for the SM, MSSM 7 and 2HDM do not exceed a few hours on a dual core
2.4 GHz laptop with 4 Gb of RAM.

3.4 Validation

The validation is based mainly on the SM and MSSM for which the R2 and/or the UV have
been published.

SM (QCD): The analytic expressions for the R2 vertices due to the one-loop corrections
from the strong interaction have been found in agreement with [11]. The UV counterterms
expressions due to the strong interaction using the on-shell scheme for the two-point functions
and the zero-momentum scheme for the strong coupling constant have also been compared to
[25]. It should be noted that the expressions remain the same for the complex mass scheme since
at most one non-zero mass enter the computation of each wave function or mass renormalisation
constant. Therefore this mass only appear in the logarithms and the branch cut is never an
issue. Finally, the UFO generated automatically by FeynRules, NLOCT and FeynArts has
been used in a recent version of MadGraph5 aMC@NLO [26] and found in perfect agreement
with the built-in version.

SM (EW): The R2 vertices from the electroweak corrections have been compared analytically
to [12]. The electroweak corrections to the UV counterterms have been validated by comparison
with [21]. Again, the on-shell scheme has been used for the two-point functions while the
electroweak coupling has been renormalized with the zero-momentum scheme,
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Model information (FR+FeynArts model/generic files)	


NLOCT$assumptions

~FeynRules syntaxe

QCDOnly

WriteCT[…,Assumptions->{…}]
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UFO@NLO
• CT_vertices.py	


!

!

• CT_couplings.py	

!

!

• In coupling_order.py
QCD = CouplingOrder(name = 'QCD', 
                    expansion_order = 99, 
                    hierarchy = 1, 
                    perturbative_expansion = 1) 
!
QED = CouplingOrder(name = 'QED', 
                    expansion_order = 99, 
                    hierarchy = 2) 

V_1 = CTVertex(name = 'V_1', 
               type = 'R2', 
               particles = [ P.g, P.g, P.g ], 
               color = [ 'f(1,2,3)' ], 
               lorentz = [ L.VVV2 ], 
               loop_particles = [ [ [P.b], [P.c], [P.d], [P.s], [P.t], [P.u] ], [ [P.g] ] ], 
               couplings = {(0,0,0):C.R2GC_273_53,(0,0,1):C.R2GC_273_54})

UVGC_271_34 = Coupling(name = 'UVGC_271_34', 
                       value = {-1:'( 0 if MB else -(complex(0,1)*G**2)/(24.*cmath.pi**2) ) + 
(complex(0,1)*G**2)/(24.*cmath.pi**2)',0:'( -(complex(0,1)*G**2*reglog(MB/MU_R))/
(12.*cmath.pi**2) if MB else 0 )'}, 
                       order = {'QCD':2})

UV

Pole

Finite



C. Degrande

Restrictions/Assumptions
• Renormalizable Lagrangian, maximum dimension of 

the operators is 4	


• Feynman Gauge	


•  	


• ‘t Hooft-Veltman scheme	


• On-shell scheme for the masses and wave 
functions	


• MS by default for everything else (zero-momentum 
possible for fermion gauge boson interaction)

{�µ, �5} = 0
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NLOCT
• Amplitudes from FeynArts (discard irrelevant 

diagrams like ghost boxes)	


• Compute terms at the generic level	


!

• Feynman parameters	


• Remove terms with an odd or too low rank	


• Dirac algebra	


• Gather loop momentum 

the sum of the dimension of the external fields lower or equal to four can diverge and therefore
generate a R2 and/or UV part. Furthermore, the amplitudes with four external particles do
not have a UV divergence if a three scalars vertex or a scalar-vector-vector vertex is present.
As a matter of fact, those vertices do not contain any momenta such that the highest power of
the loop momentum in the numerator is lower than the number of propagator denominators.
Similarly, the amplitudes with a ghost in the loop and four external scalar fields do not diverge.
Therefore, all those diagrams are not generated. Although the computation can in principle be
done in any gauge, the algorithm uses the feynman gauge assumption to speed up and simplify
the code. The user should be aware that the result returned by the current version of NLOCT
will not be correct for another gauge as diagrams would be wrongly discarded.

After the generation of the relevant irreducible amplitudes for a given number of external
fermion, scalar and vector fields. The R2 and UV parts are computed at the generic level, i.e.
only the spin of the particles in the diagrams is specified. The vertices in FeynArts are written
as

~c · ~L =
X

i

ciLi, (23)

where ~c is a vector containing the couplings and ~L is the vector of the Lorentz structures5.
The Lorentz structures contain all the kinematic information: Dirac matrices, metric tensors,
momenta, Levi-Civita tensors. The vector of Lorentz structures is common for all the vertices
involving the same number of fermion, ghost, scalar and vector fields. On the contrary, the
couplings are free from those elements but are functions of the parameters and the gauge group
representations of the model specific for each vertex. As a result, all the elements of the am-
plitudes are fixed at the generic level except for the masses and those couplings. They will be
replaced by their actual values later.

After shifting the loop momentum using Feynman parameters, the denominator becomes
an even function of the loop momentum and therefore the terms of the numerator with an
odd number of the loop momentum vanish after integration. Terms with less than two (four)
occurrences of the loop momentum for amplitudes with three (four) propagators are also dropped
as they do not induce a UV divergence. Loop momenta are then gathered in scalar products
using one of the following replacements

qµq⌫q⇢q� � q4
1

d(d+ 2)
(⌘µ⌫⌘⇢� + ⌘µ⇢⌘⌫� + ⌘µ�⌘⇢⌫) , (24)

qµq⌫ � q2
1

d
⌘µ⌫ . (25)

The Dirac algebra and the contractions of the metric tensors are then performed using Eqs. (4)
and (5) to obtain the two lower terms of the ✏ expansion of the numerator. The integration over
the loop momentum generates the following R2

Z
ddq

✏

q2 �m2

����
R2

= i⇡2m2, (26)

Z
ddq

✏

(q2 ��)2

�����
R2

= i⇡2, (27)

Z
ddq

q2 (a ✏+ b)

(q2 ��)2

�����
R2

= i⇡2(2a� b)�, (28)

Z
ddq

q2 (a ✏+ b)

(q2 ��)3

�����
R2

= i⇡2

✓
a� 1

2
b

◆
, (29)

Z
ddq

q4 (a ✏+ b)

(q2 ��)4

�����
R2

= i⇡2
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◆
, (30)

5They are stored respectively in the model and generic files.
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Similarly, the amplitudes with a ghost in the loop and four external scalar fields do not diverge.
Therefore, all those diagrams are not generated. Although the computation can in principle be
done in any gauge, the algorithm uses the feynman gauge assumption to speed up and simplify
the code. The user should be aware that the result returned by the current version of NLOCT
will not be correct for another gauge as diagrams would be wrongly discarded.

After the generation of the relevant irreducible amplitudes for a given number of external
fermion, scalar and vector fields. The R2 and UV parts are computed at the generic level, i.e.
only the spin of the particles in the diagrams is specified. The vertices in FeynArts are written
as

~c · ~L =
X

i

ciLi, (23)

where ~c is a vector containing the couplings and ~L is the vector of the Lorentz structures5.
The Lorentz structures contain all the kinematic information: Dirac matrices, metric tensors,
momenta, Levi-Civita tensors. The vector of Lorentz structures is common for all the vertices
involving the same number of fermion, ghost, scalar and vector fields. On the contrary, the
couplings are free from those elements but are functions of the parameters and the gauge group
representations of the model specific for each vertex. As a result, all the elements of the am-
plitudes are fixed at the generic level except for the masses and those couplings. They will be
replaced by their actual values later.

After shifting the loop momentum using Feynman parameters, the denominator becomes
an even function of the loop momentum and therefore the terms of the numerator with an
odd number of the loop momentum vanish after integration. Terms with less than two (four)
occurrences of the loop momentum for amplitudes with three (four) propagators are also dropped
as they do not induce a UV divergence. Loop momenta are then gathered in scalar products
using one of the following replacements

qµq⌫q⇢q� � q4
1

d(d+ 2)
(⌘µ⌫⌘⇢� + ⌘µ⇢⌘⌫� + ⌘µ�⌘⇢⌫) , (24)

qµq⌫ � q2
1

d
⌘µ⌫ . (25)

The Dirac algebra and the contractions of the metric tensors are then performed using Eqs. (4)
and (5) to obtain the two lower terms of the ✏ expansion of the numerator. The integration over
the loop momentum generates the following R2

Z
ddq

✏

q2 �m2

����
R2

= i⇡2m2, (26)

Z
ddq

✏

(q2 ��)2

�����
R2

= i⇡2, (27)

Z
ddq

q2 (a ✏+ b)

(q2 ��)2

�����
R2

= i⇡2(2a� b)�, (28)

Z
ddq

q2 (a ✏+ b)

(q2 ��)3

�����
R2

= i⇡2

✓
a� 1

2
b

◆
, (29)

Z
ddq

q4 (a ✏+ b)

(q2 ��)4

�����
R2

= i⇡2

✓
a� 5

6
b

◆
, (30)

5They are stored respectively in the model and generic files.
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NLOCT
• Replace momentum integrals	


!

!

!

!

!

• Integrate over the Feynman parameters (but for 
the two-point UV finite terms)	


• Replace masses and couplings by their values for 
each field insertion

the sum of the dimension of the external fields lower or equal to four can diverge and therefore
generate a R2 and/or UV part. Furthermore, the amplitudes with four external particles do
not have a UV divergence if a three scalars vertex or a scalar-vector-vector vertex is present.
As a matter of fact, those vertices do not contain any momenta such that the highest power of
the loop momentum in the numerator is lower than the number of propagator denominators.
Similarly, the amplitudes with a ghost in the loop and four external scalar fields do not diverge.
Therefore, all those diagrams are not generated. Although the computation can in principle be
done in any gauge, the algorithm uses the feynman gauge assumption to speed up and simplify
the code. The user should be aware that the result returned by the current version of NLOCT
will not be correct for another gauge as diagrams would be wrongly discarded.

After the generation of the relevant irreducible amplitudes for a given number of external
fermion, scalar and vector fields. The R2 and UV parts are computed at the generic level, i.e.
only the spin of the particles in the diagrams is specified. The vertices in FeynArts are written
as

~c · ~L =
X

i

ciLi, (23)

where ~c is a vector containing the couplings and ~L is the vector of the Lorentz structures5.
The Lorentz structures contain all the kinematic information: Dirac matrices, metric tensors,
momenta, Levi-Civita tensors. The vector of Lorentz structures is common for all the vertices
involving the same number of fermion, ghost, scalar and vector fields. On the contrary, the
couplings are free from those elements but are functions of the parameters and the gauge group
representations of the model specific for each vertex. As a result, all the elements of the am-
plitudes are fixed at the generic level except for the masses and those couplings. They will be
replaced by their actual values later.

After shifting the loop momentum using Feynman parameters, the denominator becomes
an even function of the loop momentum and therefore the terms of the numerator with an
odd number of the loop momentum vanish after integration. Terms with less than two (four)
occurrences of the loop momentum for amplitudes with three (four) propagators are also dropped
as they do not induce a UV divergence. Loop momenta are then gathered in scalar products
using one of the following replacements

qµq⌫q⇢q� � q4
1

d(d+ 2)
(⌘µ⌫⌘⇢� + ⌘µ⇢⌘⌫� + ⌘µ�⌘⇢⌫) , (24)

qµq⌫ � q2
1

d
⌘µ⌫ . (25)

The Dirac algebra and the contractions of the metric tensors are then performed using Eqs. (4)
and (5) to obtain the two lower terms of the ✏ expansion of the numerator. The integration over
the loop momentum generates the following R2

Z
ddq

✏

q2 �m2

����
R2

= i⇡2m2, (26)

Z
ddq

✏

(q2 ��)2

�����
R2

= i⇡2, (27)

Z
ddq

q2 (a ✏+ b)

(q2 ��)2

�����
R2

= i⇡2(2a� b)�, (28)

Z
ddq

q2 (a ✏+ b)

(q2 ��)3

�����
R2

= i⇡2

✓
a� 1

2
b

◆
, (29)

Z
ddq

q4 (a ✏+ b)

(q2 ��)4

�����
R2

= i⇡2

✓
a� 5

6
b

◆
, (30)

5They are stored respectively in the model and generic files.
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where a and b do not depend on ✏ or the loop momentum but are polynomials of the Feynman
parameters. Their UV parts are given by

µ2✏

Z
ddq

a✏+ b

q2 �m2

����
UV

= i⇡2m2

✓
b

✏̄
+ a+ b� b log

✓
m2

µ2

◆◆
, (31)

µ2✏

Z
ddq

a✏+ b

(q2 ��)2

�����
UV

= i⇡2 (a✏+ b)

✓
1

✏̄
� log

✓
�

µ2

◆◆
, (32)

µ2✏

Z
ddq

q2 (a ✏+ b)

(q2 ��)2

�����
UV

= i⇡2 (2a✏+ b✏+ 2b)

✓
1

✏̄
� log

✓
�

µ2

◆◆
�, (33)

µ2✏

Z
ddq

q2 (a ✏+ b)

(q2 ��)3

�����
UV

= i⇡2 b

✏̄
, (34)

µ2✏

Z
ddq

q4 (a ✏+ b)

(q2 ��)4

�����
UV

= i⇡2 b

✏̄
, (35)

where the finite parts of the integrals are kept for cases with one and two propagators since
only those are relevant for the one- and two-point functions. Those terms are removed if the
number of external particles is bigger than two. The users can remove those terms by setting the
options MSbar to true. Only the UV divergence are then kept and therefore all the quantities
are renormalized in the MS scheme. For a single propagator, the logarithm is set to zero if the
mass in its argument vanishes. Since the logarithms can induce an infrared pole for massless
particle after the integration over the Feynman parameters, the terms linear in ✏ in the coe�cient
of the logarithm are kept when there are two propagators. The integration over the Feynman
parameters is then performed for the cases of multiple propagators except for the terms with a
logarithm. Those integrations are kept unevaluated until the external momentum is fixed by the
renormalization conditions to handle properly massless particles.

After the computation of the required parts of the amplitudes, the masses and couplings are
replaced by their values for each field insertion at the class level, i.e. after fixing the type for each
fermion, ghost, scalar and vector field in the diagrams. The QCDOnly option allows to keep only
the QCD contributions in the same spirit as what was done for the renormalization. If this option
is set to True, all the diagrams without any vertex with at least three fields with a non-trivial
representation under the strong gauge group are removed from the field insertion. Furthermore,
only the terms with a power of gs higher than two and higher the number of external colored
particles if at least one external particle is in the adjoint representation of SU(3)c. Finally, the
color algebra is performed for the triplet and octet ending the computation for the R2 vertices.
For any other representation like a sextet, the products of the color generators is left unevaluated.

3.2 Resolution of the renormalization conditions

The renormalization conditions are solved at each order in ✏UV separately. The subscript UV
has been added to ✏ to emphasize that it is only the pole due to the UV divergence. First,
the UV divergent part of the UV counterterm vertices is simply given by the divergence of the
corresponding one-loop amplitudes up to the overall sign. Writing the one loop amplitude as

Aloop = AUV 1

✏UV
+AUV fin, (36)

where AUV fin contains the UV finite part of the amplitude6, the UV divergent part of the corre-
sponding counterterm vertex is �AUV 1

✏UV
. In so doing, the computation UV divergence of the

renormalization constant is bypassed. The renormalization constants are therefore not used for
quantities renormalized in the MS scheme as mentioned earlier. Secondly, the renormalization
conditions of Sect. 2.2 are solved for the UV finite part of the renormalized two-point functions

6Which may contain an IR divergence
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generic for rank>4 and # 
propagator>4
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• Perform the color algebra for triplets and octets	


• Write the renormalization conditions (fix p2)	


• Do the integration over the feynman parameters 
for the UV-finite parts	


!

!

• Solve the renormalization conditions	


• Replace the counterterms by their values in the 
CT vertices 

NLOCT

to obtain the UV finite part of the renormalization constants �XUV fin. Namely, only AUV fin is
kept instead of the full loop amplitude in the renormalization condition. The counterterm ver-
tices with the renormalization constants replaced by their UV finite parts are finally added the
UV divergent parts of the UV counterterm vertices to obtain the full UV counterterm vertices.
For example, the gluon-gluon counterterm vertex is then written as

�i�a1a2�Zgg (p
µ2
1 pµ1

2 � p1 · p2⌘µ1µ2) = �AUV 1

✏UV
� i�a1a2�ZUV fin

gg (pµ2
1 pµ1

2 � p1 · p2⌘µ1µ2) .

(37)
The tadpoles are the only exception, their counterterm vertices are directly given by the value of
the full corresponding one-loop amplitudes with a minus sign since no associated renormalization
constant have been introduced. The contribution of each diagram to the UV divergence of a
vertex can this way be associated with the particle in its loop. This information is kept for both
the UV and R2 vertices if LabelInternal option is set to True and will be later included in
the UFO output by the associated FeynRules interface. The loop particles for the UV finite
parts of the UV counterterms are however not well defined. For the UV finite parts of the UV
counterterms, the particles in the loop are chosen to be those of the two-point amplitudes from
which the renormalization constants have been computed.

The renormalized two-point functions is obtained by adding the UV finite part of the loop
amplitudes and the corresponding couterterm amplitudes, i.e. the tree-level amplitudes with
the vertices from �L . The integration over the Feynman parameter for the bubble logarithms
is performed after writing the renormalization conditions, namely after the derivative over the
external momentum has been performed if needed and after replacing the external momentum
squared by the square of one of the external masses. Those logarithms can be written as

b0
�
p2,m1,m2

�
⌘
Z 1

0
dx log

 
p2(x� 1)x+ x

�
m2

1 �m2
2

�
+m2

2 � i✏p

µ2

!
, (38)

where m1 and m2 are the masses of the particles in the loop, p is the external momentum and
✏p is coming from the prescription for the propagators and is used to choose the appropriate side
of the branch cut when p2 �

�
m2

1 +m2
2

�
, i.e. when the external particle is kinematically allowed

to decay into the loop particles. This integral is nothing more than the finite part of the scalar
two-point functions B0 = 1/✏̄� b0. Consequently, its expression is

b0
�
p2,m1,m2

�
= log

m1m2

µ2
+

m2
2 �m2

1

p2
log

m2

m1
+

m1m2

p2

✓
1

r
� r

◆
log r � 2 (39)

with r and 1
r being the roots of

x2 � m2
1 +m2

2 � p2 � i✏p
m1m2

x+ 1 = 0 (40)

and its derivative expression is given by

@b0
�
p2,m1,m2

�

@p2
=

m2
1 �m2

2

p4
log

m2

m1
+

m1m2

p2

✓
1

r
� r

◆
log r � 1

p2

✓
1 +

r2 + 1

r2 � 1
log r

◆
. (41)

r never cross the branch cut in the complex mass scheme. However, the logarithm can have a
negative argument for real masses depending on the spectrum and are then replaced by

log (�x) � log (x)± i⇡, (42)

where the sign of the imaginary part is fixed by ✏p. However, the i⇡ term is dropped in the
on-shell scheme due to the <̃. For m1 = 0 and/or p2 = 0, Eqs. (39) and (41) seems divergent.
However, the b0 and its derivative expressions reduce to

b0
�
p2, 0,m2

�
= �2 + 2

m2
2

p2
log

m2

µ
+

p2 �m2
2

p2
log

m2
2 � p2

µ2
(43)

@b0
�
p2, 0,m2

�

@p2
=

m2
2 log

m2
2�p2

µ2 � 2m2
2 log

m2
µ + p2

p4
(44)
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when m1 = 0, to

b0 (0,m1,m2) = �1 +
2m2

1 log
m1
µ � 2m2

2 log
m2
µ

m2
1 �m2

2

(45)

@b0 (0,m1,m2)

@p2
=

�m4
1 +m4

2 + 4m2
2m

2
1 log

⇣
m1
m2

⌘

2 (m2
1 �m2

2)
3

(46)

when p2 = 0 and to

b0 (0, 0,m2) = �1 + 2 log
m2

µ
(47)

@b0 (0, 0,m2)

@p2
=

�1

2m2
2

(48)

when both vanishes. The b0 functions only has an infrared divergence when all the arguments
vanish,

b0 (0, 0, 0) =
1

✏̄
(49)

while its derivative vanishes in that case. Its derivative is also IR divergent when one of the loop
particle is massless and the other has the same mass as the external particle,

@b0
�
m2, 0,m

�

@p2
=

1

2m2

✓
1

✏̄
+ 2� log

m2

µ2

◆
. (50)

Consequently, the expansion in ✏ is only done after the evaluation of those functions and just
before solving the renormalization conditions to get the finite and IR divergence of the renor-
malization constants. The UV finite part is computed by default to cover all possible cases by
inserting if statement in the expressions, i.e. for all mass hierarchies and all non-zero masses are
still allowed to vanish. As a result, the expressions can become quite long. The list of assump-
tions passed by the Assumptions option is used to remove the cases that do not satisfy them.
The expressions are therefore shorter and the computation is faster. The list of assumptions is
written in the .nlo file and stored in the variable NLOCT$assumptions to remind the user that
those vertices cannot be used when they are not satisfied. In the complex mass scheme, the
expressions do not change depending if the external momentum is above or below the decay
threshold and therefore setting ComplexMass->True can also reduce the size of the expressions.

The computation of the finite part of the gauge coupling renormalization constant is per-
formed using Eq. (22) if the ZeroMom option has been used. For example,

ZeroMom -> {{aS, {F[7], V[4], -F[7]}}}

fixes the finite part of ↵S renormalization constant by requiring the finite part of the gluon to
the up quark interaction to be zero at zero momentum. In the SM with the number of massless
quarks Nf = 5, the renormalization of the strong coupling constant in the zero-momentum
scheme implies [25]

�↵s

↵s
=

↵s

2⇡

✓
Nf

3
� 11

2

◆
1

✏
+

↵s

6⇡

✓
1

✏
+ log

µ2

M2
t

◆
. (51)

3.3 The output

The vertices computed by the WriteCT function are stored in the output file as two lists of
vertices in a format similar to the FeynRules one. The only di↵erence is that FeynArts
notation is kept for the color matrices since they have the advantage that the summed indices
do not appear explicitly. The list with the R2 terms is called R2$vertlist and the one with
the UV counterterms UV$vertlist. For example, the R2$vertlist for the SM with only QCD
corrections looks like
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End R2

Merge R2EFT with NLOCT
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UV splitting

• UV divergent part of the vertex is the opposite of 
the loop amplitude	

!

!

• Renormalization condition are solved for the UV 
finite part only	


• Advantage	


• 2HDM ymb=4.7, MB=0	


• EFT : no need for the operators remove by EOM

is set to zero if the mass in its argument vanishes. Since the logarithms can
induce an infrared pole for massless particle after the integration over the
Feynman parameters, the terms linear in ✏ in the coe�cient of the logarithm
are kept when there are two propagators. The integration over the Feynman
parameters is then performed for the cases of multiple propagators except for
the terms with a logarithm. Those integrations are kept unevaluated until the
external momentum is fixed by the renormalization conditions to handle prop-
erly massless particles.

After the computation of the required parts of the amplitudes, the masses and
couplings are replaced by their values for each field insertion at the class level,
i.e. after fixing the type for each fermion, ghost, scalar and vector field in the
diagrams. The QCDOnly option allows to keep only the QCD contributions in
the same spirit as what was done for the renormalization. If this option is set
to True, all the diagrams without any vertex with at least three fields with a
non-trivial representation under the strong gauge group are removed from the
field insertion. Furthermore, only the terms with a power of gs higher than
two and higher the number of external colored particles if at least one external
particle is in the adjoint representation of SU(3)c. Finally, the color algebra is
performed for the triplet and octet ending the computation for the R2 vertices.
For any other representation like a sextet, the products of the color generators
is left unevaluated.

3.2 Resolution of the renormalization conditions

The renormalization conditions are solved at each order in ✏UV separately.
The subscript UV has been added to ✏ to emphasize that it is only the pole
due to the UV divergence. First, the UV divergent part of the UV countert-
erm vertices is simply given by the divergence of the corresponding one-loop
amplitudes up to the overall sign. Writing the one loop amplitude as

Aloop = AUV 1

✏UV

+ AUV fin, (3.36)

where AUV fin contains the UV finite part of the amplitude 4 , the UV diver-
gent part of the corresponding counterterm vertex is �AUV 1

✏UV
. In so doing,

the computation UV divergence of the renormalization constant is bypassed.
The renormalization constants are therefore not used for quantities renormal-
ized in the MS scheme as mentioned earlier. Secondly, the renormalization
conditions of Sect. 2.2 are solved for the UV finite part of the renormalized
two-point functions to obtain the UV finite part of the renormalization con-

4 Which may contain an IR divergence
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stants �XUV fin. Namely, only AUV fin is kept instead of the full loop amplitude
in the renormalization condition. The counterterm vertices with the renormal-
ization constants replaced by their UV finite parts are finally added the UV
divergent parts of the UV counterterm vertices to obtain the full UV countert-
erm vertices. For example, the gluon-gluon counterterm vertex is then written
as

�i�a1a2�Zgg (p
µ2
1 pµ1

2 � p1 · p2⌘µ1µ2) =

�AUV 1

✏UV

� i�a1a2�ZUV fin
gg (pµ2

1 pµ1
2 � p1 · p2⌘µ1µ2) . (3.37)

The tadpoles are the only exception, their counterterm vertices are directly
given by the value of the full corresponding one-loop amplitudes with a minus
sign since no associated renormalization constant have been introduced. The
contribution of each diagram to the UV divergence of a vertex can this way
be associated with the particle in its loop. This information is kept for both
the UV and R2 vertices if LabelInternal option is set to True and will be
later included in the UFO output by the associated FeynRules interface.
The loop particles for the UV finite parts of the UV counterterms are however
not well defined. For the UV finite parts of the UV counterterms, the particles
in the loop are chosen to be those of the two-point amplitudes from which the
renormalization constants have been computed.

The renormalized two-point functions is obtained by adding the UV finite
part of the loop amplitudes and the corresponding couterterm amplitudes,
i.e. the tree-level amplitudes with the vertices from �L . The integration over
the Feynman parameter for the bubble logarithms is performed after writing
the renormalization conditions, namely after the derivative over the external
momentum has been performed if needed and after replacing the external mo-
mentum squared by the square of one of the external masses. Those logarithms
can be written as

b0
⇣
p2,m1,m2

⌘
⌘
Z 1

0
dx log

 
p2(x� 1)x+ x (m2

1 �m2
2) +m2

2 � i✏p
µ2

!

, (3.38)

where m1 and m2 are the masses of the particles in the loop, p is the external
momentum and ✏p is coming from the prescription for the propagators and is
used to choose the appropriate side of the branch cut when p2 � (m2

1 +m2
2),

i.e. when the external particle is kinematically allowed to decay into the loop
particles. This integral is nothing more than the finite part of the scalar two-
point functions B0 = 1/✏̄� b0. Consequently, its expression is

b0
⇣
p2,m1,m2

⌘
= log

m1m2

µ2
+

m2
2 �m2

1

p2
log

m2

m1
+

m1m2

p2

✓
1

r
� r

◆
log r � 2

(3.39)
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Real/Complex masses

Real masses

Complex masses

m

m � R

0

m1

m

m2
1 < m2 <

�
log

⇥
p2 �m2

1

⇤
+ i⇡

���
p2=m2

m2
1 > m2 <

�
log

⇥
m2

1 � p2
⇤���

p2=m2

log

⇥
m2

1 � p2
⇤��

p2=m2

All cases are kept unless the users put some assumptions

Faster!
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Plan

• Introduction	


• Rational terms	


• UV counterterms	


• NLOCT	


• Validation	


• Perspectives and conclusion
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R2 : Validation

• tested* on the SM (QCD:P. Draggiotis et al.
+QED:M.V. Garzelli et al) 	


• tested* on MSSM (QCD:H.-S. Shao, Y.-J. 
Zhang) : test the Majorana

*Analytic comparison of the expressions
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UV Validation

!

• SM QCD : tested* (W. Beenakker, S. Dittmaier, 
M. Kramer, B. Plumper)	


• SM EW : tested* (expressions given by H.-S. 
Shao from A. Denner)	


!

*Analytic comparison of the expressions
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Tests in event generators
• aMC@NLO 	


• The SM QCD has been tested by V. Hirschi 
(Comparison with the built-in version)	


• The MSSM QCD and SM EW are tested by H.-
S. Shao and V. Hirschi	


• 2HDM QCD is currently tested (p p > S, H+ t)	


• gauge invariance	


• pole cancelation	


• Anomalous top
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SM tests
=== Finite ===	


Process             Stored ML5 opt      ML5 opt             ML5 default         Relative diff.      Result	

d d~ > w+ w- g      -1.2565695610e+01   -1.2565705416e+01   -1.2565696276e+01   3.9018817097e-07    Pass	
!

=== Born ===	

Process             Stored ML5 opt      ML5 opt             ML5 default         Relative diff.      Result	


d d~ > w+ w- g      1.8518318521e-06    1.8518318521e-06    1.8518318521e-06    8.0617231411e-15    Pass	
!
=== Single pole ===	


Process             Stored ML5 opt      ML5 opt             ML5 default         Relative diff.      Result	

d d~ > w+ w- g      -1.9397426502e+01   -1.9397426502e+01   -1.9397426504e+01   5.5894073017e-11    Pass	
!

=== Double pole ===	

Process             Stored ML5 opt      ML5 opt             ML5 default         Relative diff.      Result	


d d~ > w+ w- g      -5.6666666667e+00   -5.6666666667e+00   -5.6666666667e+00   3.0015206007e-14    Pass	
!
=== Summary ===	


 1/1 passed, 0/1 failed=== Finite ===	

Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	


d~ d > a g g        -5.3971186943e+01   -5.3971193753e+01   -5.3971189940e+01   6.3091071914e-08    Pass	
!
=== Born ===	


Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	

d~ d > a g g        6.4168774056e-05    6.4168764370e-05    6.4168764370e-05    7.5467680882e-08    Pass	
!

=== Single pole ===	

Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	


d~ d > a g g        -3.7439549398e+01   -3.7439549398e+01   -3.7439549397e+01   6.8122965983e-12    Pass	
!
=== Double pole ===	


Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	

d~ d > a g g        -8.6666666667e+00   -8.6666666667e+00   -8.6666666667e+00   2.2443585452e-14    Pass	
!

=== Summary ===	

 1/1 passed, 0/1 failed=== Finite ===	


Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	

d~ d > z g g        -5.3769573669e+01   -5.3769573347e+01   -5.3769566412e+01   6.7475496780e-08    Pass	




C. Degrande

SM tests
=== Born ===	


Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	

d~ d > z g g        3.1531233900e-04    3.1531235770e-04    3.1531235770e-04    2.9654886777e-08    Pass	
!

=== Single pole ===	

Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	


d~ d > z g g        -3.7464897007e+01   -3.7464897007e+01   -3.7464897007e+01   4.2333025503e-12    Pass	
!
=== Double pole ===	


Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	

d~ d > z g g        -8.6666666667e+00   -8.6666666667e+00   -8.6666666667e+00   2.1316282073e-14    Pass	
!

=== Summary ===	

 1/1 passed, 0/1 failed=== Finite ===	


Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	

d~ d > z z g        -5.9990384275e+00   -5.9990511729e+00   -5.9990379587e+00   1.1013604745e-06    Pass	
!

=== Born ===	

Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	


d~ d > z z g        2.2616997126e-06    2.2617000449e-06    2.2617000449e-06    7.3450366526e-08    Pass	
!
=== Single pole ===	


Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	

d~ d > z z g        -1.5469587040e+01   -1.5469587040e+01   -1.5469587040e+01   1.5226666708e-11    Pass	
!

=== Double pole ===	

Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	


d~ d > z z g        -5.6666666667e+00   -5.6666666667e+00   -5.6666666667e+00   2.6645352591e-15    Pass	
!
=== Summary ===	


 1/1 passed, 0/1 failed=== Finite ===	

Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	


g g > h t t~        2.9740187004e+01    2.9740187005e+01    2.9740187036e+01    5.3265970697e-10    Pass	
!



C. Degrande

SM tests
=== Born ===	


Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	

g g > h t t~        1.1079653971e-07    1.1079653974e-07    1.1079653974e-07    1.3190849004e-10    Pass	
!

=== Single pole ===	

Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	


g g > h t t~        -7.0825709000e+00   -7.0825709000e+00   -7.0825709000e+00   5.0901237085e-13    Pass	
!
=== Double pole ===	


Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	

g g > h t t~        -6.0000000000e+00   -6.0000000000e+00   -6.0000000000e+00   1.7023419711e-15    Pass	
!

=== Summary ===	

 1/1 passed, 0/1 failed=== Finite ===	


Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	

g g > z t t~        3.6409017466e+01    3.6409021125e+01    3.6409021117e+01    5.0242920154e-08    Pass	
!

=== Born ===	

Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	


g g > z t t~        7.0723041711e-07    7.0723046101e-07    7.0723046101e-07    3.1039274206e-08    Pass	
!
=== Single pole ===	


Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	

g g > z t t~        -7.1948086812e+00   -7.1948086773e+00   -7.1948086773e+00   2.7349789963e-10    Pass	
!

=== Double pole ===	

Process             Stored MadLoop v4   ML5 opt             ML5 default         Relative diff.      Result	


g g > z t t~        -6.0000000000e+00   -6.0000000000e+00   -6.0000000000e+00   2.5165055225e-15    Pass	
!
=== Summary ===	


 1/1 passed, 0/1 failed=== Finite ===	

Process             Stored ML5 opt      ML5 opt             ML5 default         Relative diff.      Result	


d d~ > w+ w- g      -1.2565695610e+01   -1.2565705416e+01   -1.2565696276e+01   3.9018817097e-07    Pass	
!



C. Degrande

SM tests
=== Born ===	


Process             Stored ML5 opt      ML5 opt             ML5 default         Relative diff.      Result	

d d~ > w+ w- g      1.8518318521e-06    1.8518318521e-06    1.8518318521e-06    8.0617231411e-15    Pass	
!

=== Single pole ===	

Process             Stored ML5 opt      ML5 opt             ML5 default         Relative diff.      Result	


d d~ > w+ w- g      -1.9397426502e+01   -1.9397426502e+01   -1.9397426504e+01   5.5894073017e-11    Pass	
!
=== Double pole ===	


Process             Stored ML5 opt      ML5 opt             ML5 default         Relative diff.      Result	

d d~ > w+ w- g      -5.6666666667e+00   -5.6666666667e+00   -5.6666666667e+00   3.0015206007e-14    Pass	
!

=== Summary ===	

 1/1 passed, 0/1 failed=== Finite ===	


Process             Stored ML5 opt      ML5 opt             ML5 default         Relative diff.      Result	

d~ d > a g g        -1.1504816412e+01   -1.1504816557e+01   -1.1504815497e+01   4.6089385415e-08    Pass	
!

=== Born ===	

Process             Stored ML5 opt      ML5 opt             ML5 default         Relative diff.      Result	


d~ d > a g g        2.3138920858e-06    2.3138920858e-06    2.3138920858e-06    4.3012538015e-15    Pass	
!
=== Single pole ===	


Process             Stored ML5 opt      ML5 opt             ML5 default         Relative diff.      Result	

d~ d > a g g        -2.8637049838e+01   -2.8637049838e+01   -2.8637049838e+01   1.5718407645e-13    Pass	
!

=== Double pole ===	

Process             Stored ML5 opt      ML5 opt             ML5 default         Relative diff.      Result	


d~ d > a g g        -8.6666666667e+00   -8.6666666667e+00   -8.6666666667e+00   1.7421961310e-15    Pass	
!
=== Summary ===	


 1/1 passed, 0/1 failed=== Finite ===	

Process             Stored ML5 opt      ML5 opt             ML5 default         Relative diff.      Result	


d~ d > z g g        -1.0306105482e+01   -1.0306105654e+01   -1.0306102645e+01   1.4600800434e-07    Pass	
!

=1/3 tests+2/3



C. Degrande

Plan

• Introduction	


• Rational terms	


• UV counterterms	


• NLOCT	


• Validation	


• Perspectives and conclusion



C. Degrande

Perspectives
• Phenomenology	


• 2HDM	


• Charged Higgs	


• Higgs pair production,…	


• Anomalous top (FCNC from dimension-six 
operators)	


• single top, …	


• MSSM	


• Pre-SUSY simplified model



C. Degrande

Conclusion
• Automatic BSM@NLO 	


• renormalizable	


• Feynman gauge	


• Next version	


• EFT 	


• Any gauge	


• other renormalization scheme (EW)	


• With the help of the FeynRules and 
Madgraph_aMC@NLO teams


