
CHARGE RADII AND HIGHER ELECTROMAGNETIC MOMENTS 
WITH LATTICE QCD IN NONUNIFORM BACKGROUND FIELDS

T H E  3 4 T H  I N T E R N AT I O N A L  S Y M P O S I U M  O N  L AT T I C E  G A U G E  T H E O R I E S  
U N I V E R S I T Y  O F  S O U T H A M P T O N ,  J U LY  2 4 - 3 0 ,  2 0 1 6

Z O H R E H  D AV O U D I  
M I T

ZD and W. Detmold, Phys. Rev. D 92, 074506 (2015), 
ZD and W. Detmold, Phys. Rev. D 93, 014509 (2016).



E L E C T R O M A G N E T I C  E F F E C T S  
I N  S T R O N G LY  I N T E R A C T I N G  S Y S T E M S  

1 )  D Y N A M I C A L  P H O T O N S

d ~A d ~A

G A U S S ’ S  L A W  +  P E R I O D I C I T Y  ?

Lucini, et, al., JHEP02(2016)076.
Endres, et, al., to appear in PRL, arXiv:
1507.08916 [hep-lat].Borsanyi, et al., Science 347:1452-1455 (2015).

ZD, M. J. Savage, Phys. Rev. D 90, 054503 (2014)
Hayakawa and Uno, Prog. Theor. Phys. 120, 413 (2008) 



E L E C T R O M A G N E T I C  E F F E C T S  
I N  S T R O N G LY  I N T E R A C T I N G  S Y S T E M S  

2 )  C L A S S I C A L  E L E C T R O M A G N E T I S M

d ~A d ~A

B A C K G R O U N D  F I E L D S  +  P E R I O D I C I T Y

G. ’t Hooft, Nuclear Physics B 153, 141 (1979). 
J. Smit and J. C. Vink, Nucl.Phys. B286, 485 (1987).
M. Al-Hashimi and U.-J. Wiese, Annals Phys. 324, 343 (2009).



S O M E  R E C E N T  S TAT E - O F - T H E - A R T  A P P L I C AT I O N S  
              F R O M  L AT T I C E  Q C Dnp ! d�

Images by W. Detmold

Beane, at al. [NPLQCD collaboration], Phys. Rev. Lett. 115, 132001 (2015).



S O M E  R E C E N T  S TAT E - O F - T H E - A R T  A P P L I C AT I O N S  

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.1

0.2

0.3

0.4

m�
2 [GeV2]

L 1
[nN

M
]

np ! d� cross section from lattice QCD

[NPLQCD collaboration, 2015]

�

np→dγ in pionless EFT

Cross-section at threshold calculated in  
pionless EFT!
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EFT expansion at LO given by mag. moments  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two nucleon operators 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Phenomenological description with  
1% accuracy for E < 1MeV!

Short distance (2-body) contributes ~10%

FIG. 6. The Feynman diagrams giving the leading order contribution to np → dγ in EFT(π/).

The solid lines denote nucleons and the wavy lines denote photons. The light solid circles correspond
to the nucleon magnetic moment coupling of the photon. The crossed circle represents an insertion
of the deuteron interpolating field .

where e = |e| is the magnitude of the electron charge, N is the doublet of nucleon spinors,
ϵ(γ) is the polarization vector for the photon, ϵ(d) is the polarization vector for the deuteron
and k is the outgoing photon momentum. The term with coefficient X corresponds to
capture from the 3S1 channel while the term with coefficient Y corresponds to capture from
the 1S0 channel. For convenience, we define dimensionless variables X̃ and Ỹ , by
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2
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Ỹ . (3.45)

Both X̃ and Ỹ have the Q expansions, X̃ = X̃(0) +X̃(1) + ..., and Ỹ = Ỹ (0) + Ỹ (1) + ..., where
a superscript denotes the order in the Q expansion. The capture cross section for very low
momentum neutrons with speed |v| arising from eq. (3.45) is

σ =
8παγ3

M5
N |v|

[

2|X̃|2 + |Ỹ |2
]

, (3.46)

where α is the fine-structure constant.
At leading order in EFT(π/) the amplitudes receive contributions from the Feynman

diagrams shown in fig. (6) and are

Ỹ (0) = κ1

(

1− γa(1S0)
)

, X̃(0) = 0 , (3.47)

where a(1S0) = −23.714 ± 0.013 fm, is the scattering length in the 1S0 channel, and κ1 is
the isovector magnetic moment defined in eq. (3.26). At next-to-leading order, NLO, the
contribution arising from the Feynman diagrams shown in fig. (7) and fig. (8) is found to be
[17]

Ỹ (1) =
1

2
κ1γρd

(

1− γa(1S0)
)
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FIG. 8. Local counterterm contribution to the amplitude for n + p→ d + γ at NLO. The solid
lines denote nucleons and the wavy lines denote photons. The solid circle corresponds to an inser-
tion of the π/L1 operator. The crossed circle represents an insertion of the deuteron interpolating

field.

The cross section for this process has been measured very precisely for an incident neutron
speed of |v| = 2200 m/s to be σexpt = 334.2±0.5 mb [56]. In EFT(π/) we find a cross section
at NLO, at this incident neutron speed, of

σπ/ =
(

287.1 + 6.51 π/L1

)

mb , (3.50)

where π/L1 is in units of fm4 and is renormalized µ = mπ. Requiring σπ/ to reproduce the
measured cross section σexpt fixes π/L1 = 7.24 fm4.

We see that even in the theory without dynamical pions, one is able to recover the cross
section for radiative neutron capture at higher orders. It is clear that in this theory the four-
nucleon-one-photon operators play a central role in reproducing the low energy observables.
In the theory with pions, one can see by examining the contributing Feynman diagrams [17],
that in the limit that the momentum transferred to the photon is small the pion propagators
can be replaced by 1/m2

π, while keeping the derivative structure in the numerator. This
contribution, as well as the contribution from all hadronic exchanges, is reproduced order
by order in the momentum expansion by the contributions from local multi-nucleon-photon
interactions. From the calculations in the theory with dynamical pions, the value of π/L1 is
not saturated by pion exchange currents as these contributions are divergent, and require
the presense of the L1 operator [17]. Therefore, estimates of π/L1 based on meson exchanges
alone are model dependent.

The effective range calculation of np → dγ was first performed by Bethe and Longmire
[32] and revisited by Noyes [57]. After correcting the typographical errors in the expression
for σ that appears in the Noyes article, the expressions in the two papers [32,57] are identical,
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1 γ
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which when expanded in powers of Q is
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From this expansion, one finds that
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FIG. 7. Graphs contributing to the amplitude for n + p → d + γ at subleading order due to

insertions of the C2 operators. The solid lines denote nucleons and the wavy lines denote photons.
The light solid circles correspond to the nucleon magnetic moment coupling of the photon. The
solid square denotes a C2 operator. The crossed circle represents an insertion of the deuteron

interpolating field . The last graph denotes the contribution from wavefunction renormalization.
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where r(1S0)
0 is the effective range in the 1S0 channel. We have not computed X̃(1) as it can

only contribute at NNLO since X̃(0) vanishes. The RG evolution of π/L1 was discussed at
length in [17], where it was made clear that its behavior is much different from π/L2, the
counterterm for the deuteron magnetic moment. In the absence of pions we find

µ
d
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in order that the cross section for NN → NNγ with the initial nucleons in the 1S0 channel
and the final nucleons in the 3S1 channel be independent of the renormalization scale at all
energies. The analytic structure of the amplitude ensures that the capture cross section will
be µ-independent, if NN → NNγ is µ-independent.
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FIG. 8. Local counterterm contribution to the amplitude for n + p→ d + γ at NLO. The solid
lines denote nucleons and the wavy lines denote photons. The solid circle corresponds to an inser-
tion of the π/L1 operator. The crossed circle represents an insertion of the deuteron interpolating

field.
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Lattice QCD calculations of two-nucleon systems are used to isolate the short-distance two-body
electromagnetic contributions to the radiative capture process np ! d�, and the photo-disintegration
processes �(⇤)d ! np. In nuclear potential models, such contributions are described by phenomeno-
logical meson-exchange currents, while in the present work, they are determined directly from the
quark and gluon interactions of QCD. Calculations of neutron-proton energy levels in multiple
background magnetic fields are performed at two values of the quark masses, corresponding to pion
masses of m⇡ ⇠ 450 and 806 MeV, and are combined with pionless nuclear e↵ective field theory to
determine these low-energy inelastic processes. Extrapolating to the physical pion mass, a cross sec-
tion of �lqcd(np ! d�) = 332.4( +5.4

�4.7 ) mb is obtained at an incident neutron speed of v = 2, 200 m/s,

consistent with the experimental value of �expt(np ! d�) = 334.2(0.5) mb.

PACS numbers: 11.15.Ha, 12.38.Gc, 13.40.Gp

The radiative capture process, np ! d�, plays a crit-
ical role in big-bang nucleosynthesis (BBN) as it is the
starting point for the chain of reactions that form most
of the light nuclei in the cosmos. Studies of radia-
tive capture [1–3], and the inverse processes of deuteron
electro- and photo-disintegration, �(⇤)

d ! np [4–7], have
constrained these cross-sections and have also provided
critical insights into the interactions between nucleons
and photons. They conclusively show the importance of
non-nucleonic degrees of freedom in nuclei, which arise
from meson-exchange currents (MECs) in the context
of nuclear potential models [8, 9]. Nevertheless, in the
energy range relevant for BBN, experimental investiga-
tions are challenging [10]. For the analogous weak in-
teractions of multi-nucleon systems, considerably less is
known from experiment but these processes are equally
important. The weak two-nucleon interactions currently
contribute the largest uncertainty in calculations of the
rate for proton-proton fusion in the Sun [11–17], and in
neutrino-disintegration of the deuteron [18], which is a
critical process needed to disentangle solar neutrino os-
cillations. Given the phenomenological importance of
electroweak interactions in light nuclei, direct determi-
nations from the underlying theory of strong interaction,
quantum chromodynamics (QCD), are fundamental to
future theoretical progress. Such determinations are also
of significant phenomenological importance for calibrat-
ing long-baseline neutrino experiments and for investiga-

tions of double beta decay in nuclei. In this Letter, we
take the initial steps towards meeting this challenge and
present the first lattice QCD (LQCD) calculations of the
np ! d� process. The results are in good agreement with
experiment and show that QCD calculations of the less
well-determined electroweak processes involving light nu-
clei are within reach. Similarly, the present calculations
open the way for QCD studies of light nuclear matrix ele-
ments of scalar [19] (and other) currents relevant for dark
matter direct detection experiments and other searches
for physics beyond the Standard Model.
The low-energy cross section for np ! d� is conve-

niently written as a multipole expansion in the electro-
magnetic (EM) field [20, 21],

�(np ! d�) =
e

2(�2

0

+ |p|2)3
M

4

�

3

0

|p| |X̃
M1

|2 + ... , (1)

where X̃

M1

is the M1 amplitude, �
0

is the binding mo-
mentum of the deuteron, M is the mass of the nucleon,
and p is the momentum of each incoming nucleon in the
center-of-mass frame. The ellipsis denotes the contribu-
tion from E1 and higher-order multipoles (higher multi-
poles can be included systematically and improve the re-
liability of the description [22], but are not relevant at the
level of precision of the present work). In a pionless e↵ec-
tive field theory expansion [23–25], employing dibaryon
fields to resum e↵ective range contributions [26, 27], the

2

leading-order (LO) and next-to-leading order (NLO) con-
tributions lead to the M1 amplitude [27, 28]
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) /2 is the isovector nucleon mag-
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is the square-root of
the residue of the deuteron propagator at the pole with
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scattering length and e↵ective range in the 1
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channel.
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1

encapsulates the short-

distance two-nucleon interactions through l̃

1

, but also de-
pends on 

1

. It is well established that gauge-invariant
EM two-nucleon interactions (and direct photon-pion
couplings in pionful e↵ective field theories) [12, 18, 22–
24, 29–32] must be included in order to determine radia-
tive capture and breakup cross-sections to a precision of
better than ⇠ 10%.

The only quantity in Eqs. (1) and (2) that is not deter-
mined by kinematics, single-nucleon properties or scat-
tering parameters, is l

1

. In this work, we use LQCD
to calculate this quantity by determining the energies of
neutron-proton systems in background magnetic fields.
A magnetic field mixes the I

z

= j

z

= 0 np states in the
1

S

0

and 3

S

1

–3D
1

channels, providing sensitivity to the
EM interactions. The deuteron and dineutron ground
states are nearly degenerate at both pion masses used in
the present calculation [33], and the two-nucleon sector
exhibits an approximate spin-flavor SU(4) symmetry (as
predicted by the large-N

c

limit of QCD [34]). In this case,
it can be shown [35] that the energy di↵erence between
the two eigenstates depends upon l̃

1

as
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where B is the background magnetic field. It is con-
venient to focus on the combination L

1

= �

0

Z

2

d

l̃

1

that
characterizes the two-nucleon contributions.

Our LQCD calculations were performed on two en-
sembles of gauge-field configurations generated with a
clover-improved fermion action [36] and a Lüscher-Weisz
gauge action [37]. The first ensemble had N

f

= 3 de-
generate light-quark flavors with masses tuned to the
physical strange quark mass, producing a pion of mass
m

⇡

⇠ 806 MeV and used a volume of L3 ⇥T = 323 ⇥ 48.
The second ensemble had N

f

= 2 + 1 flavors with the
same strange quark mass and degenerate up and down
quarks with masses corresponding to a pion mass of
m

⇡

⇠ 450 MeV and a volume of L

3 ⇥ T = 323 ⇥ 96.
Both ensembles had a gauge coupling of � = 6.1, cor-
responding to a lattice spacing of a ⇠ 0.12 fm. Back-
ground EM (U

Q

(1)) gauge fields giving rise to uniform
magnetic fields along the x

3

-axis were multiplied onto

each QCD gauge field in each ensemble (separately for
each quark flavor), and these combined gauge fields were
used to calculate up-, down-, and strange-quark propa-
gators, which were then contracted to form the requi-
site nuclear correlation functions using the techniques
of Ref. [38]. Calculations were performed on ⇠ 1, 000
gauge-field configurations at the SU(3) point and ⇠ 650
configurations at the lighter pion mass, each taken at in-
tervals of 10 hybrid Monte-Carlo trajectories. On each
configuration, quark propagators were generated from 48
uniformly distributed Gaussian-smeared sources for each
magnetic field. For further details of the production at
the SU(3)-symmetric point, see Refs. [33, 39, 40] and in
particular, Ref. [35]. Analogous methods were employed
for the calculations using the lighter pion mass ensemble.
Background EM fields have been used extensively to

calculate electromagnetic properties of hadrons, such as
the magnetic moments of the lowest-lying baryons [41–
49] and light nuclei [40], and the polarizabilities of mesons
and baryons [49, 50]. The quark fields have electric
charges Q

u

= +2/3 and Q

d,s

= �1/3 for the up-, down-
and strange-quarks, respectively, and background mag-
netic fields are required to be quantized [51] in order that
the magnetic flux is uniform throughout the lattice. The

link fields, U (Q)

µ

(x), associated with the background field
are of the form
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for quark flavor q, where ñ is an integer. The uni-
form magnetic field resulting from these links is e B =
6⇡ñ/L2ẑ, where e is the magnitude of the electric charge
and ẑ is a unit vector in the x

3

-direction. In physical
units, the background magnetic fields used with these en-
sembles of gauge configurations are e|B| ⇠ 0.05|ñ| GeV2.
To optimize the re-use of light-quark propagators in the
calculations, U

Q

(1) fields with ñ = 0, 1,�2, 4 were used.
At the SU(3) symmetric point, additional calculations
were performed with ñ = 3,�6, 12.
With three degenerate flavors of light quarks, and a

traceless electric-charge matrix, there are no contribu-
tions from the magnetic field coupling to sea quarks at
the SU(3) point at leading order in the electric charge.
This is not the case for the m

⇡

⇠ 450 MeV calculations
because of flavor SU(3) breaking. However, L

1

is an
isovector quantity in which sea quark contributions can-
cel (the up and down sea quarks used in this work are
degenerate) so it is correctly determined by the present
calculations.
In this work, we focus on the I

z

= j

z

= 0 coupled-
channel neutron-proton systems. Our analysis follows
that of Ref. [35] which presents results on the m

⇡

⇠806
MeV ensemble, and we direct the reader to that work
for more detail regarding the interpolating operators and
statistical analysis methods that are used. A matrix of
correlation functions generated from source and sink op-
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leading-order (LO) and next-to-leading order (NLO) con-
tributions lead to the M1 amplitude [27, 28]
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c

limit of QCD [34]). In this case,
it can be shown [35] that the energy di↵erence between
the two eigenstates depends upon l̃

1

as

�E

3
S1,

1
S0
(B) = 2

⇣


1

+ �

0

Z

2

d

l̃

1

⌘
e

M

|B|+O(|B|2) , (3)

where B is the background magnetic field. It is con-
venient to focus on the combination L

1

= �

0

Z

2

d

l̃

1

that
characterizes the two-nucleon contributions.

Our LQCD calculations were performed on two en-
sembles of gauge-field configurations generated with a
clover-improved fermion action [36] and a Lüscher-Weisz
gauge action [37]. The first ensemble had N

f

= 3 de-
generate light-quark flavors with masses tuned to the
physical strange quark mass, producing a pion of mass
m

⇡

⇠ 806 MeV and used a volume of L3 ⇥T = 323 ⇥ 48.
The second ensemble had N

f

= 2 + 1 flavors with the
same strange quark mass and degenerate up and down
quarks with masses corresponding to a pion mass of
m

⇡

⇠ 450 MeV and a volume of L

3 ⇥ T = 323 ⇥ 96.
Both ensembles had a gauge coupling of � = 6.1, cor-
responding to a lattice spacing of a ⇠ 0.12 fm. Back-
ground EM (U

Q

(1)) gauge fields giving rise to uniform
magnetic fields along the x

3

-axis were multiplied onto

each QCD gauge field in each ensemble (separately for
each quark flavor), and these combined gauge fields were
used to calculate up-, down-, and strange-quark propa-
gators, which were then contracted to form the requi-
site nuclear correlation functions using the techniques
of Ref. [38]. Calculations were performed on ⇠ 1, 000
gauge-field configurations at the SU(3) point and ⇠ 650
configurations at the lighter pion mass, each taken at in-
tervals of 10 hybrid Monte-Carlo trajectories. On each
configuration, quark propagators were generated from 48
uniformly distributed Gaussian-smeared sources for each
magnetic field. For further details of the production at
the SU(3)-symmetric point, see Refs. [33, 39, 40] and in
particular, Ref. [35]. Analogous methods were employed
for the calculations using the lighter pion mass ensemble.
Background EM fields have been used extensively to

calculate electromagnetic properties of hadrons, such as
the magnetic moments of the lowest-lying baryons [41–
49] and light nuclei [40], and the polarizabilities of mesons
and baryons [49, 50]. The quark fields have electric
charges Q

u

= +2/3 and Q

d,s

= �1/3 for the up-, down-
and strange-quarks, respectively, and background mag-
netic fields are required to be quantized [51] in order that
the magnetic flux is uniform throughout the lattice. The

link fields, U (Q)

µ

(x), associated with the background field
are of the form

U

(Q)

µ

(x) = e

i

6⇡Q

q

ñ

L

2 x1�µ,2 ⇥ e

�i

6⇡Q

q

ñ

L

x2�µ,1�x1,L�1
,(4)

for quark flavor q, where ñ is an integer. The uni-
form magnetic field resulting from these links is e B =
6⇡ñ/L2ẑ, where e is the magnitude of the electric charge
and ẑ is a unit vector in the x

3

-direction. In physical
units, the background magnetic fields used with these en-
sembles of gauge configurations are e|B| ⇠ 0.05|ñ| GeV2.
To optimize the re-use of light-quark propagators in the
calculations, U

Q

(1) fields with ñ = 0, 1,�2, 4 were used.
At the SU(3) symmetric point, additional calculations
were performed with ñ = 3,�6, 12.
With three degenerate flavors of light quarks, and a

traceless electric-charge matrix, there are no contribu-
tions from the magnetic field coupling to sea quarks at
the SU(3) point at leading order in the electric charge.
This is not the case for the m

⇡

⇠ 450 MeV calculations
because of flavor SU(3) breaking. However, L

1

is an
isovector quantity in which sea quark contributions can-
cel (the up and down sea quarks used in this work are
degenerate) so it is correctly determined by the present
calculations.
In this work, we focus on the I

z

= j

z

= 0 coupled-
channel neutron-proton systems. Our analysis follows
that of Ref. [35] which presents results on the m

⇡

⇠806
MeV ensemble, and we direct the reader to that work
for more detail regarding the interpolating operators and
statistical analysis methods that are used. A matrix of
correlation functions generated from source and sink op-
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correlation function is defined as

C(x3, ⌧) ⌘ C(x3, ⌧ ;x

(src)
3 , 0)

���
p1=p2=0

=

L�a

sX

x1=0

L�a

sX

x2=0

C(x, ⌧ ;x

(src)
, 0), (16)

where

C(x, ⌧ ;x

(src)
, 0) = h0|O

⇡

(x, ⌧)O†
⇡

(x

(src)
, 0)|0i

E

. (17)

O†
⇡

(O
⇡

) is a lattice interpolating operator that creates (annihilates) any hadronic states with the
quantum numbers of the neutral pion. Subscript E refers to the fact that the expectation value is
evaluated in the background of an electric field, E. The calculation only involves imposing the U(1)

gauge links on the QCD gauge links in the valence sector. x

(src) denotes the location of the source,
which for the upper panel is taken to be x

(src)
= (0, 0, 0). Since for a neutral pion in a uniform

electric field, the finite-volume correlation function with PBC must be symmetric about the point
L

2 + x

(src)
3 , the deviation of the correlation function from symmetricity for nonperiodic gauge-link

choices, including those with the correct link structure but with nonquantized values of electric field,
signals the breakdown of translational invariance in units of L in the x3 direction (this translational
invariance is the analogue of the magnetic translation group discussed in Ref. [47] for a uniform
magnetic field). Such breakdown is most evident in the quantity

M(x3, ⌧) ⌘ log

C(x3, ⌧)

C(x3, ⌧ + 1)

, (18)

as is plotted as a function of x3 � x

(src)
3 for ⌧/a

t

= 18 in the lower panel of Fig. 1. Here, the source is
located x

(src)
= (0, 0, 9a

s

) and therefore the boundary point x3 = L ⌘ 0 corresponds to x3�x

(src)
3 = 3a

s

in these plots. Nonuniformities in M(x3, ⌧) when crossing this boundary (denoted by the dashed line)
are observed in all the cases considered, except for the “Modified links - Quantized” case.3 This is
again a signature of losing translational invariance in units of L in the x3 direction. In Refs. [23, 43],
a similar kinked feature was observed in the correlation function of neutral pions with nonperiodic
implementations of a uniform electric field with the choice of a time-dependent gauge potential.

Example II: A linearly varying electric field in the x3 direction

An external periodic U(1) gauge field

A

µ

=

✓
�E0

2

(x3 � R �
h
x3

L

i
L)

2
,0

◆
, (19)

gives rise to a linearly varying electric field in the x3 direction,

E = E0 ⇥ (x3 � R �
h
x3

L

i
L)

ˆ

x3, (20)

as plotted in Fig. 2. This electric field can be implemented in a lattice QCD calculation through the
following links,

U

(QCD)
µ

(x) ! U

(QCD)
µ

(x) ⇥ e

� i

2 eQ̂E0at(x3�R�
[

x3
L

]

L)2⇥�

µ,0
e

ieQ̂E0L(�R+L

2 )(t�[

t

T

]

T )⇥�

µ,3�
x3,L�a

s

, (21)

3 These nonuniformities may be quantified more precisely by evaluating (the finite-difference approximation to) the
derivative of the functions with respect to x3. As the continuum limit is approached, this (numerical) derivative
diverges near the boundary as a result of nonperiodic implementations.
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point, consider the f

i,0 function which must be obtained recursively from Eqs. (31), (46) and (47). It
is straightforward to see that these equations are consistent with each other only when A0 depends
solely on the x

i

and t coordinates. In general, there exists a valid f

µ,⌫

only if A

⌫

solely depends on
x

µ

and x

⌫

coordinates. Note that if A

⌫

is independent of the x

µ

coordinate, no discontinuity occurs
in the value of plaquette in the µ � ⌫ plane when x

µ

= L

µ

� a

µ

(L
µ

= T and a

µ

= a

t

for µ = 0 while
L

µ

= L and a

µ

= a

s

for µ = i). As a result no f

µ,⌫

needs to be introduced to guarantee periodicity.6
Interestingly, all such conditions on the space-time dependence of A

µ

can be shown to be consistent
with the statement that the net electric or magnetic flux through any plane on the four-dimensional
lattice (a closed surface in the toroidal geometry) must be space-time independent. This is exactly the
condition we deduced by examining the QCs in Eq. (36) and (50). In the next section, we present
the setup for the implementation of several chosen background fields on a periodic lattice and and will
specify the corresponding QCs.

IV. EXAMPLES: PERIODIC IMPLEMENTATION OF SELECTED BACKGROUND
FIELDS ON A HYPERCUBIC LATTICE DEDUCED FROM THE GENERAL CASE

The examples that follow provide a setup for the implementation of selected background electric and/or
magnetic fields that preserves the periodicity of the lattice calculation. These are deduced from the
general case of the previous section, the results of which will be summarized here for convenience. In
order for the background U(1) gauge links to be implemented periodically, they must be introduced as

U

(QCD)
µ

(x) ! U

(QCD)
µ

(x) ⇥ e

ieQ̂A

µ

(x)a
µ ⇥

Y

⌫ 6=µ

e

ieQ̂

[

A

⌫

(x
µ

=0,x
⌫

)� e
A

⌫

(x
µ

=L

µ

,x

⌫

)
]

f

µ,⌫

(x
⌫

)⇥�

x

µ

,L

µ

�a

µ

, (51)

where µ and ⌫ assume distinct values. If each A

µ

depends only on x

µ

and x

⌫

coordinates, there exist
functions f

µ,⌫

that satisfy the following recursive relation on the lattice,
h
A
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= 0, x

⌫
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6 Another way to ensure that the desired values of the plaquettes are produced adjacent to the boundaries of the lattice
is to enforce a set of micro QCs. These QCs can be deduced by setting the extra factor in the value of plaquettes
near the boundaries equal to one (without requiring any gauge link to be modified). For example, one can set the
coordinate-dependent factors e
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[
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, is produced, without the emergence of an extra factor as in Eq. (35). Clearly, the extra
factor in Eq. (35), which is a product of all the coordinate-dependent phase factors above, is automatically equal to 1

because of the micro QCs. Unfortunately, this procedure will not alway work due to the coordinate-dependence of the
new conditions (note that even if the gauge fields are chosen to be independent of the transverse coordinate, the QCs
still carry a longitudinal coordinate dependence). On the lattice, where space and time coordinates are discretized,
gauge fields with simple rational dependences on the coordinates could allow such micro QCs to be satisfied. However,
such conditions are more restrictive on the background field parameters than the QC derived in this section on the
total flux of the field, leading to large quanta of background fields that is not desired for most applications.
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Interestingly, all such conditions on the space-time dependence of A

µ

can be shown to be consistent
with the statement that the net electric or magnetic flux through any plane on the four-dimensional
lattice (a closed surface in the toroidal geometry) must be space-time independent. This is exactly the
condition we deduced by examining the QCs in Eq. (36) and (50). In the next section, we present
the setup for the implementation of several chosen background fields on a periodic lattice and and will
specify the corresponding QCs.

IV. EXAMPLES: PERIODIC IMPLEMENTATION OF SELECTED BACKGROUND
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The examples that follow provide a setup for the implementation of selected background electric and/or
magnetic fields that preserves the periodicity of the lattice calculation. These are deduced from the
general case of the previous section, the results of which will be summarized here for convenience. In
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factor in Eq. (35), which is a product of all the coordinate-dependent phase factors above, is automatically equal to 1

because of the micro QCs. Unfortunately, this procedure will not alway work due to the coordinate-dependence of the
new conditions (note that even if the gauge fields are chosen to be independent of the transverse coordinate, the QCs
still carry a longitudinal coordinate dependence). On the lattice, where space and time coordinates are discretized,
gauge fields with simple rational dependences on the coordinates could allow such micro QCs to be satisfied. However,
such conditions are more restrictive on the background field parameters than the QC derived in this section on the
total flux of the field, leading to large quanta of background fields that is not desired for most applications.
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6 Another way to ensure that the desired values of the plaquettes are produced adjacent to the boundaries of the lattice
is to enforce a set of micro QCs. These QCs can be deduced by setting the extra factor in the value of plaquettes
near the boundaries equal to one (without requiring any gauge link to be modified). For example, one can set the
coordinate-dependent factors e
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i.e., at x
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, is produced, without the emergence of an extra factor as in Eq. (35). Clearly, the extra
factor in Eq. (35), which is a product of all the coordinate-dependent phase factors above, is automatically equal to 1

because of the micro QCs. Unfortunately, this procedure will not alway work due to the coordinate-dependence of the
new conditions (note that even if the gauge fields are chosen to be independent of the transverse coordinate, the QCs
still carry a longitudinal coordinate dependence). On the lattice, where space and time coordinates are discretized,
gauge fields with simple rational dependences on the coordinates could allow such micro QCs to be satisfied. However,
such conditions are more restrictive on the background field parameters than the QC derived in this section on the
total flux of the field, leading to large quanta of background fields that is not desired for most applications.
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6 Another way to ensure that the desired values of the plaquettes are produced adjacent to the boundaries of the lattice
is to enforce a set of micro QCs. These QCs can be deduced by setting the extra factor in the value of plaquettes
near the boundaries equal to one (without requiring any gauge link to be modified). For example, one can set the
coordinate-dependent factors e
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[

e
A0(L,xj ,xk,t)�A0(0,xj ,xk,t)]at in Eq. (29) and e

�ieQ̂

[

e
Ai(xi,xj ,xk,T )�Ai(xi,xj ,xk,0)]as in

Eq. (32) equal to 1, such that not only the correct values of plaquettes in the 0� i plane at 0  x

i

< L�a

s

, t = T �a

t

and x

i

= L� a

s

, 0  t < T � a

t

are produced, but also the correct value of plaquette at the far corner of the lattice,
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, is produced, without the emergence of an extra factor as in Eq. (35). Clearly, the extra
factor in Eq. (35), which is a product of all the coordinate-dependent phase factors above, is automatically equal to 1

because of the micro QCs. Unfortunately, this procedure will not alway work due to the coordinate-dependence of the
new conditions (note that even if the gauge fields are chosen to be independent of the transverse coordinate, the QCs
still carry a longitudinal coordinate dependence). On the lattice, where space and time coordinates are discretized,
gauge fields with simple rational dependences on the coordinates could allow such micro QCs to be satisfied. However,
such conditions are more restrictive on the background field parameters than the QC derived in this section on the
total flux of the field, leading to large quanta of background fields that is not desired for most applications.
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II. COMPOSITE SPIN-1 PARTICLES COUPLED TO EXTERNAL ELECTROMAGNETIC
FIELDS

Any relativistic description of massive vector particles, due to the requirement of Lorentz invariance,
must introduce fields that have redundant degrees of freedom. The most obvious choice is to represent
the spin-1 field by a Lorentz four-vector, V

µ, the so-called Proca field [62]. The redundant degree
of freedom of the Proca field, V

0, can be eliminated using the EOM. These EOM are second order
differential equations, and their reduced form, i.e., after the elimination of the redundant component,
turns out to be non-Hermitian. Consequently, the solutions are in general nonorthogonal and difficult to
construct in external EM fields [63]. To avoid these difficulties, an equivalent formalism can be adopted
by casting the Proca equation into coupled first-order differential equations, known as the Duffin-
Kemmer equations [64, 65]. This requires raising the number of degrees of freedom of the field and
consequently introducing more redundancies. However, these redundant components can be eliminated
in a straightforward manner, leading to EOM that can be readily solved (see the next section). There
is a rich literature on relativistic spin-1 fields and their couplings to external EM fields via different
first- and second-order formalisms, see for example Refs. [63, 66–73]. Here we follow closely the work
of Young and Bludman [59] which is a generalization of first-order Sakata-Taketani equations for spin-1
fields [58]. However, due to the spread of existing results, and occasionally inconsistencies among them,
we independently work out the construction of an EFT for massive spin-1 fields towards our goal of
deducing Green’s functions of spin-1 fields in a selected external field. In particular, the nonminimal
couplings in our Lagrangian, as will be discussed shortly, are more general than those presented in
all previous studies, and include all the possible terms needed to consistently match to not only the
particle’s electric quadrupole moment but also its electric and magnetic charge radii at O

�

1

M

2

�

(we
neglect terms that are proportional to the field-strength squared with coefficients that are matched to
polarizabilities). Although fields and interactions have been described in a Lorentz-covariant relativistic
framework, the nonminimal couplings to external fields can only be organized in an expansion in the
mass of the particle, or in turn a generic hadronic scale above which the single-particle description
breaks down.7 At low energies, one can truncate these nonminimal interactions at an order such that,
after a full NR reduction, the effective theory incorporates information about as many low-energy
parameters as one is interested in.

A. A semi-relativistic effective field theory

We start by writing down the most general Lorentz-invariant Lagrangian for a single massive spin-1
field, coupled to electromagnetism, that is invariant under charge conjugation, time reversal and parity.
We choose to construct the Lagrangian out of a four-component field V

↵

(↵ = 0, 1, 2, 3) and a rank-
two tensor W

µ⌫ (µ, ⌫ = 0, 1, 2, 3). However, as we shall see below, the EOM of the resulting theory
constrain the number of independent degrees of freedom to those needed to describe the physical modes
of a spin-1 field. The Lagrangian, in terms of V ↵ and W

µ⌫ degrees of freedom, can be written as

L =

1

2

W

†µ⌫
W

µ⌫

+M

2

V

†↵
V

↵

� 1

2

W

†µ⌫
(D

µ

V

⌫

�D

⌫

V

µ

)� 1

2
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µ

V

⌫

)

† �D

⌫

V

†
µ

)W

µ⌫

+

ieC

(0)

F

µ⌫

V

†µ
V

⌫

+

ieC
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1

M

2

@

µ

F

µ⌫
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⌫

V

↵

)

†
V

↵
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D

⌫

V

↵

) +
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(2)

2

M

2

@

↵

F

µ⌫

((D

↵

V

µ

)

†
V

⌫

� V

†
⌫

D

↵

V

µ

) +

ieC

(2)

3

M

2

@

⌫

F

µ↵

((D

µ

V

↵

)

†
V

⌫

� V

†
⌫

D

µ

V

↵

) +O
✓

1

M

4

, F

2

◆

,(1)

6 This assumption remains justified for several vector resonances such as the ⇢ meson at heavy quark masses.
7 Although the expansion parameter is taken to be the mass, the size of nonminimal interactions is indeed governed by

the compositeness scale of the particle. In fact, as we will see shortly, when these compositeness scales, such as radii
and moments, arise in matching the coefficients to on-shell processes, the factors of mass cancel.
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These fully constrain the values of the four coefficients in the effective Lagrangian as following

C

(0)

= µ

1

�Q

0

, (20)

C

(2)

1

=

1

6e

�

M

2 hr2i
E

+ eQ

2

�

, (21)
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(2)

2

=

1

4

(�Q

0

+Q

2

+ µ

1

) +

1

6e

M

2 hr2i
M

, (22)

C

(2)

3

=

1

2

(�Q

0

+Q

2

+ µ

1

). (23)

With nonminimal interactions being constrained by the on-shell amplitudes, Eq. (1) can now be
utilized to study properties of spin-1 particles in external fields. This is pursued in the next section
through analyzing the EOM of the vector particle in time-independent but otherwise general E and B

fields and their reduced forms in the NR limit.

III. EQUATIONS OF MOTION IN EXTERNAL FIELDS AND THEIR NONRELATIVISTIC
REDUCTIONS

To be able to find the physical solutions of the EOM, one must first eliminate the redundant degrees
of freedom of the spin-1 field in Eqs. (2) and (3). This can be established by eliminating V

0 and W

ij ,
with i, j = 1, 2, 3, in favor of the remaining 6 components of the fields, namely

V

i and �

i ⌘ 1

M

W

i0

. (24)

Our choice here is justified by noting that these latter are the only dynamical components of the fields
(according to Eqs. (2) and (3), the time derivatives of V 0 and W

ij are absent from the EOM). From
Eq. (2) it is manifest that the W

ij fields are related to the derivative of the V

i fields

W

ij

= D

i

V

j �D

j

V

i

. (25)

It is also deduced from Eq. (3) that the V

0 field can be written in terms of the V and � fields,

V

0

= �D · �
M

� ieC

(0)
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E · V +O
✓
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3

◆

, (26)

where D

0

=

d

dt

+ ieQ

0

' and D = r� ieQ

0

A. ' and A refer to the scalar and vector EM potentials,
respectively. The bold-faced quantities now represent ordinary three-vectors; as a result from here on
we do not distinguish the upper and lower indices and let them all represent cartesian spatial indices.
The terms that originate from the LHS of Eq. (3) contribute to V

0 at O
�

1

M

3

�

or higher. As can be
seen from the EOM for the dynamical fields (see below), such terms give rise to contributions that are
of O

�

1

M

4

�

or higher and will be neglected in our analysis. By taking into account these relations, and
further by assuming time-independent external fields, the coupled EOM for the V and � fields can be
written as
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,(27)
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i

dV

dt

= M�+ eQ

0

'V � 1

M

D(D · �)� eC

(0)

M

2

D (E · V ) +O
✓

1

M

4

, F

2

◆

, (28)

where we have transformed the V field to �iV . The line over the derivatives indicates that the operator
acts solely on the electric or magnetic field and not on the spin-1 fields following them.

These equations can be cast into an elegant matrix form. This can be achieved by introducing the
following matrices

S

1

=

0

@

0 0 0

0 0 �i

0 i 0

1

A

, S

2

=

0

@

0 0 i

0 0 0
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1

A

, S

3

=

0

@

0 �i 0

i 0 0

0 0 0

1

A

, (29)

with the properties: S

2

= S

2

1

+ S

2

2

+ S

2

3

= 2 I
3⇥3

and [S

i

, S

j

] = i✏

ijk

S

k

, where ✏

ijk

is the three-
dimensional Levi-Civita tensor. These matrices are closely related to the notion of spin in a NR theory
as will become clear shortly.9 In the following, the EOM are further analyzed by separating the case
of electric and magnetic fields. This is solely to keep the presentation tractable, and the results for the
case of nonvanishing electric and magnetic fields can be straightforwardly obtained following the same
procedure.

A. An external electric field

For the case of an electric field with no time variation, the EOM for the V and � fields can be
rewritten as
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j
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3

M
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2
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i

S

j
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j

S

i
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i

E

j
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✓

1

M

4

, F

2

◆

,(30)

i

dV

dt

= M�+ eQ

0

'V � 1

M

⇥

D

2 � (S ·D)

2

⇤

�� eC

(0)

M

2

[D ·E � S

j

S

i

D

i

E

j

]V +O
✓

1

M

4

, F

2

◆

, (31)

with the aid of spin matrices in Eq. (29). These two equations can be represented by a single EOM for
a 6-component vector, conveniently defined as

 ⌘ 1p
2

✓

�+ V

�� V

◆

. (32)

This equation resembles a Schrödinger equation for the field  , 10

i

d

dt

 =

bH(E)

SR

 , (34)

where the semi-relativistic Hamiltonian is

bH(E)
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= M�

3

+ eQ

0

b'+ (�

3

+ i�

2

)

b

⇡

2

2M

� i�

2

M

(S · b⇡)2 + e

2M

2

(1 + �

1

)⇥

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(0)

h

b

E · b⇡ � S

i

S

j

b

E

j

b

⇡

i

i

� 2C

(2)

1

(r · b

E) + 2C

(2)

3



r · b

E � 1

2

(S

i

S

j

+ S

j

S

i

)r
i

b

E

j

��

� ieC

(0)

2M

2

(1� �

1

)

h

b

⇡ · b

E � S

i

S

j

b

⇡

j

b

E

i

i

+O
✓

1

M

4

, F

2

◆

. (35)

9 These are the analogues of Pauli matrices for spin- 12 particles.
10 For this wavefunction, the expectation values of operators are defined by

O =

ˆ
d3x †�3O . (33)
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A feature of the Green’s functions in external fields is that while being gauge variant, their gauge
dependency can be identified and separated from their gauge-independent part as a phase factor.
Further, these Green’s functions are not translationally invariant in the presence of spatially nonuniform
external fields. We devote Appendix A of this paper to make these features more apparent.

V. NONRELATIVISTIC GREEN’S FUNCTIONS IN NONUNIFORM EXTERNAL FIELDS

Given the challenge associated with directly matching LQCD correlation functions to the semi-
relativistic Green’s function of the hadronic theory with the chosen nonuniform field of the previous
section (in particular for the case of charged spin-1 fields), it may be useful to consider other alterna-
tives. One such alternative, that is only applicable to NR systems, is to consider the Green’s functions
of the single-particle hadronic theory obtained from the NR Hamiltonians of Sec. III. However, given
the relativistic nature of LQCD calculations, the connection between these Green’s functions and
LQCD correlation functions must be determined. This section is devoted to such investigations, and
aims to identify optimal strategies that lead to constraining the quadrupole moment and the electric
charge radius of the composite spin-1 particle from LQCD calculations in background fields.

Let us separate the EOM in the E field, Eq. (41), for the upper and lower three components of
wavefunctions. In the limit of no external field, there will be two sets of solutions corresponding to
positive and negative energy eigenvalues, i.e., E(±) ⇠ ±M in the NR limit. When a weak external field
is introduced, the first term in Eq. (41) dominates and such distinction still holds.18 The weak-field
assumption for the case of a linearly varying field in x

3

does not obviously hold as x

3

! 1, unless
the adiabatic procedure of Sec. II A is used to introduce fields at infinity. Alternatively, as discussed
above, the formalism presented here may be restricted to a finite region of space where the strength
of the field remains small compared with the square of the mass and the compositeness scale of the
particle. Denoting the upper-component wavefunction with positive-energy eigenvalues by  (+), and
the lower-component wavefunction with negative-energy eigenvalues by  (�), one obtains

i

d

dt

 

(±)

NR

= ± bH(±)

NR

 

(±)

NR

, (83)

where  (±)

NR

are now three-component wavefunctions, and bH(±)

NR

are 3 ⇥ 3 matrices which can be read
from the NR Hamiltonian in Eq. (41),

bH(±)

NR

= M I
3⇥3

± eQ

0

' I
3⇥3
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⌥ e(µ

1

�Q

0

)

2M

2

S · ( bE ⇥ b
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
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j

+O
✓
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3
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2

◆

. (84)

The quantum-mechanical Green’s functions of the theory, G(±)

�,�

0(x, t;x
0
, t

0
), are defined to satisfy



i

d

dt

⌥ bH(±)

NR

(

b

⇡,

b

x

3

)

�

G(±)

�,�

0(x, t;x
0
, t

0
) = i�

3

(x� x

0
)�(t� t

0
)�

�,�

0
, (85)

for ±(t� t

0
) > 0, and

G(±)

�,�

0(x, t;x
0
, t

0
) = 0, (86)

18 The system may not possess eigenenergies as will be seen shortly; making such distinction ambiguous. However, we
continue to use the positive- and negative-energy notation for the solutions of the EOM in such cases as well, as
motivated by the behavior of solutions in the zero external field limit.

20

A feature of the Green’s functions in external fields is that while being gauge variant, their gauge
dependency can be identified and separated from their gauge-independent part as a phase factor.
Further, these Green’s functions are not translationally invariant in the presence of spatially nonuniform
external fields. We devote Appendix A of this paper to make these features more apparent.

V. NONRELATIVISTIC GREEN’S FUNCTIONS IN NONUNIFORM EXTERNAL FIELDS

Given the challenge associated with directly matching LQCD correlation functions to the semi-
relativistic Green’s function of the hadronic theory with the chosen nonuniform field of the previous
section (in particular for the case of charged spin-1 fields), it may be useful to consider other alterna-
tives. One such alternative, that is only applicable to NR systems, is to consider the Green’s functions
of the single-particle hadronic theory obtained from the NR Hamiltonians of Sec. III. However, given
the relativistic nature of LQCD calculations, the connection between these Green’s functions and
LQCD correlation functions must be determined. This section is devoted to such investigations, and
aims to identify optimal strategies that lead to constraining the quadrupole moment and the electric
charge radius of the composite spin-1 particle from LQCD calculations in background fields.

Let us separate the EOM in the E field, Eq. (41), for the upper and lower three components of
wavefunctions. In the limit of no external field, there will be two sets of solutions corresponding to
positive and negative energy eigenvalues, i.e., E(±) ⇠ ±M in the NR limit. When a weak external field
is introduced, the first term in Eq. (41) dominates and such distinction still holds.18 The weak-field
assumption for the case of a linearly varying field in x

3

does not obviously hold as x

3

! 1, unless
the adiabatic procedure of Sec. II A is used to introduce fields at infinity. Alternatively, as discussed
above, the formalism presented here may be restricted to a finite region of space where the strength
of the field remains small compared with the square of the mass and the compositeness scale of the
particle. Denoting the upper-component wavefunction with positive-energy eigenvalues by  (+), and
the lower-component wavefunction with negative-energy eigenvalues by  (�), one obtains

i

d

dt

 

(±)

NR

= ± bH(±)

NR

 

(±)

NR

, (83)

where  (±)

NR

are now three-component wavefunctions, and bH(±)

NR

are 3 ⇥ 3 matrices which can be read
from the NR Hamiltonian in Eq. (41),

bH(±)

NR

= M I
3⇥3

± eQ

0

' I
3⇥3

+

b

⇡

2

2M

I
3⇥3

⌥ e(µ

1

�Q

0

)

2M

2

S · ( bE ⇥ b

⇡)± ie(µ

1

�Q

0

)

4M

2

S · (r⇥ b

E)

⌥hr2i
E

6

r · b

E I
3⇥3

⌥ Q

2

4



S

i

S

j

+ S

j

S

i

� 2

3

S

2

�

ij

�

r
i

b

E

j

+O
✓

1

M

3

, F

2

◆

. (84)

The quantum-mechanical Green’s functions of the theory, G(±)

�,�

0(x, t;x
0
, t

0
), are defined to satisfy



i

d

dt

⌥ bH(±)

NR

(

b

⇡,

b

x

3

)

�

G(±)

�,�

0(x, t;x
0
, t

0
) = i�

3

(x� x

0
)�(t� t

0
)�

�,�

0
, (85)

for ±(t� t

0
) > 0, and

G(±)

�,�

0(x, t;x
0
, t

0
) = 0, (86)

18 The system may not possess eigenenergies as will be seen shortly; making such distinction ambiguous. However, we
continue to use the positive- and negative-energy notation for the solutions of the EOM in such cases as well, as
motivated by the behavior of solutions in the zero external field limit.

Relativistic Green’s functions

12

Since the most general effective Lagrangian was used, with low-energy coefficients that are directly
matched to the low-energy EM properties of the spin-1 particle, the expected NR interactions are
automatically produced with the desired coefficients: the value of C(0) gives the correct coefficient of
the spin-orbit interaction in Eq. (41). Moreover, the coefficients of the Darwin term, r · E, and the
quadrupole interaction,

⇥
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j

+ S

j

S

i

� 4

3

�

ij

⇤

r
i

E

j

, are correctly produced to be proportional to the
particle’s mean-squared electric charge radius and the quadrupole moment, respectively.

The coefficient of the Darwin (contact) term we have obtained here differs that obtained by Young
and Bludman [59] which is found to be 1

6

Q

2

(this reference assumes hr2i
E

= 0). This is only a
definitional issue as if one defines the electric charge radius in Eq. (13) to be the derivative of the F

1

form factor with respect to Q

2 at Q

2

= 0 (instead of the derivative of the Sachs form factor, G
C

, that
has been adopted here), both results agree.12 With our definition of the charge radius, the coefficient of
the Darwin term for spin-0 and spin-1 particles [34] turns out to be the same, both having the value of
� hr2i

E

6

, which is a convenient feature. After accounting for this difference, the Hamiltonian in Eq. (41)
is in complete agreement with those presented in Refs. [58–60], and extends the results in the literature
by including all the operators at O

�

1

M

2

�

. The NR Hamiltonian in Eq. (41) applies straightforwardly
to scalar particles in an external electric field by setting S = 0.

B. An external magnetic field

Eqs. (27) and (28) for the case of an external magnetic field that is constant in time can be rewritten
as
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with the help of spin-1 matrices in Eq. (29). In terms of the 6-component field  introduced in Eq.
(32), the EOM reads
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with the semi-relativistic Hamiltonian
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12 We note however that from a physical point of view, these are the Sachs form factors that are directly related to the
NR charge and current distributions inside the hadrons, see Eqs. (5) and (6), and so the current definitions appear
more natural (for a discussion of different definitions and associated confusions see Ref. [81]).
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aims to identify optimal strategies that lead to constraining the quadrupole moment and the electric
charge radius of the composite spin-1 particle from LQCD calculations in background fields.

Let us separate the EOM in the E field, Eq. (41), for the upper and lower three components of
wavefunctions. In the limit of no external field, there will be two sets of solutions corresponding to
positive and negative energy eigenvalues, i.e., E(±) ⇠ ±M in the NR limit. When a weak external field
is introduced, the first term in Eq. (41) dominates and such distinction still holds.18 The weak-field
assumption for the case of a linearly varying field in x

3

does not obviously hold as x

3

! 1, unless
the adiabatic procedure of Sec. II A is used to introduce fields at infinity. Alternatively, as discussed
above, the formalism presented here may be restricted to a finite region of space where the strength
of the field remains small compared with the square of the mass and the compositeness scale of the
particle. Denoting the upper-component wavefunction with positive-energy eigenvalues by  (+), and
the lower-component wavefunction with negative-energy eigenvalues by  (�), one obtains
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, (83)

where  (±)

NR

are now three-component wavefunctions, and bH(±)
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are 3 ⇥ 3 matrices which can be read
from the NR Hamiltonian in Eq. (41),
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The quantum-mechanical Green’s functions of the theory, G(±)

�,�
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0
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), are defined to satisfy
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for ±(t� t

0
) > 0, and

G(±)

�,�

0(x, t;x
0
, t

0
) = 0, (86)

18 The system may not possess eigenenergies as will be seen shortly; making such distinction ambiguous. However, we
continue to use the positive- and negative-energy notation for the solutions of the EOM in such cases as well, as
motivated by the behavior of solutions in the zero external field limit.
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The decoupling of the EOM for the upper and lower three components of  can be performed via
the FWC procedure as detailed above. The result is
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Note that the coefficient of the magnetic dipole interaction is correctly produced by recalling that
C

(0)

+ Q

0

= µ

1

=

2M

e

µ

1

. The coefficients of the rest of the terms are all constrained with the aid of
Eqs. (20-23). This Hamiltonian can be reduced to that of spin-0 particles upon setting S = 0.

In contrast with the case of an electric field, the Hamiltonian in a magnetic field depends on all the
low-energy coefficients defined in the original relativistic Lagrangian, Eq. (1), up to this order. For
example, it has a dependence on the coefficient C(2)

2

at O
�

1

M

3

�

, which according to matching Eq. (22),
is sensitive to the mean-squared magnetic charge radius of the particle, hr2i

M

. To obtain this quantity,
however, requires introducing a B field whose Laplacian is nonzero. In contrast, the dependence on the
mean-squared electric charge radius, hr2i

E

, starts at O
�

1

M

2

�

in the NR Hamiltonian with an E field for
which only the spatial divergence is required to be nonzero. Although in principle, both the electric and
magnetic charge radii could be constrained by generating external fields with proper spatial variations,
in the next sections of this paper we focus our interest only on the former. This can be determined at
the same order as the electric quadrupole moment through matching to lattice correlation functions in,
e.g., a linearly varying E field in space, as will be studied in the next section.

IV. SEMI-RELATIVISTIC GREEN’S FUNCTIONS IN NONUNIFORM EXTERNAL
FIELDS

The effective hadronic theory that was set up in the previous sections will be constrained by matching
to LQCD correlation functions defined as

C
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0
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[O
 

† ]
↵

is an interpolating operator that is constructed from the quark and gluon fields, and creates,
out of the vacuum, all states with the same quantum numbers as those of the ↵th component of the
single-particle state of interest, denoted by  . Similarly, [O

 

]

�

acts as a sink that annihilates the �th

component of such states. The correlation functions therefore forms 6 ⇥ 6 matricies according to the
above construction of the spin-1 field theory. A

µ

denotes the U(1) background gauge field that has
been implemented in evaluating the correlation functions, giving rise to background E and/or B fields,
and ⌧ and ⌧

0 refer to Euclidean times, i.e., ⌧ = it and ⌧

0
= it

0. Assuming that the contributions due
to nonvanishing overlap onto states other than the state of interest are small, the correlation function
in Eq. (50) directly corresponds to the Green’s function of the effective single-particle theory, up to
an overall overlap factor. This factor can be cancelled by forming appropriate ratios of correlation
functions, see e.g., Ref. [43], and therefore a direct matching of correlation functions of QCD and the
Green’s functions of the hadronic theory is possible.13

13 Here we assume that the single-hadron state of interest represents the ground state of the hadronic theory. If the
contributions from the excited states are not small, the contribution from the ground state must be isolated or the
method of this work will not be applicable. For systems that possess well-defined eigenenergies, this can be achieved
by studying the correlation function at large Euclidean times. More complicated analysis is necessary in other cases,
in particular when time varying background fields are considered.

Transformed correlation functions
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This can be realized by integrating both sides of Eq. (108) over t

0 and x

0. Comparing this with the
EOM of the NR Green’s function, Eq. (85), suggests that
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P(±)

=

1±�3
2

is an operator that projects onto the upper/lower three components of the 6-component
wavefunction,  . After such projection, T

(M

S

)

, as defined in Eq. (102), transforms cartesian components
of the upper- or lower-component wavefunctions to the components of a spherical tensor of rank 1. T T

(M

S

)

denotes the transpose of matrix T
(M

S

)

. However, Eq. (114) as written is misleading since although in
the relativistic theory the propagation of modes when |x � x

0| is comparable to |t � t

0| is legitimate,
in the NR theory, a NR speed of propagation, v ⌘ |x � x

0|/|t � t

0|, requires |x � x

0| ⌧ |t � t

0|. As a
result the equivalence between the transformed relativistic Green’s functions and NR Green’s functions
in Eq. (114) can only be established upon realizing a small velocity expansion of the right-hand side of
this equation. To illuminate this latter point, the example of noninteracting spin-1 Green’s functions
is studied in more detail in Appendix B.

To be comparable to the NR Green’s functions of the hadronic theory, the LQCD correlation func-
tion, as defined in Eq. (50), should be also transformed in a manner similar to a FWC transformation.
Assuming that the dominant contribution to the correlation function in external fields arises from the
single-particle state of the hadronic theory, and given the choice of the EM gauge potential in Eq. (61),
the desired transformation must act as
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where the correlation functions are projected to the zero transverse momentum sector by simply sum-
ming over the transverse coordinates. This form, upon a continuum extrapolation, can be directly
compared with the FV NR Green’s functions in Eq. (106) in the NR regime. While in the infinite
volume such region corresponds to |x � x

0| ⌧ |t � t

0|, in a finite volume with PBCs identifying this
region requires further investigation. As is demonstrated in Appendix B, for the weak background
fields considered here, the NR region corresponds approximately to |x�x

0| ! 0, L and |⌧ � ⌧ 0| ! T/2,
where L and T correspond to spatial and temporal extent of the volume, respectively. Finally, in order
to match the transformed correlation functions in Eq. (116) to the projected Green’s functions in Eq.
(106), it must be mentioned that, as noted above, the FWC transformation performed by the operator
U is itself dependent upon the mass as well as the low-energy coefficients of the hadronic theory, C(0),
C

(2)

1

and C

(2)

3

(or in turn the EM structure couplings, µ
1

, hr2i
E

and Q

2

). As a result, to constrain
these couplings, a rather elaborate fitting is required: first for each source location, the transformed
correlation function at each point x

3

and ⌧ must be evaluated as a function of the low-energy param-
eters as well as the mass of the state. These can then be matched to the NR Green’s functions with
dependencies on the same parameters, which enables simultaneous constraint of the mass and all the
EM couplings. Although this is not a simple fitting procedure, it appears to be more straightforward
than a direct matching to semi-relativistic Green’s functions of the previous section.

Alternatively one can reverse the procedure described above and obtain the inverse FWC transform
of the NR Green’s functions. Then, up to the order at which one desires to keep terms in an 1

M

expansion, the NR Green’s functions will be promoted to a nondiagonal “quasi-relativistic” Green’s
function, which can be approximated by the relativistic Green’s functions up to this order. As long as a
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The decoupling of the EOM for the upper and lower three components of  can be performed via
the FWC procedure as detailed above. The result is
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Note that the coefficient of the magnetic dipole interaction is correctly produced by recalling that
C

(0)

+ Q

0

= µ

1

=

2M

e

µ

1

. The coefficients of the rest of the terms are all constrained with the aid of
Eqs. (20-23). This Hamiltonian can be reduced to that of spin-0 particles upon setting S = 0.

In contrast with the case of an electric field, the Hamiltonian in a magnetic field depends on all the
low-energy coefficients defined in the original relativistic Lagrangian, Eq. (1), up to this order. For
example, it has a dependence on the coefficient C(2)

2

at O
�

1

M

3

�

, which according to matching Eq. (22),
is sensitive to the mean-squared magnetic charge radius of the particle, hr2i

M

. To obtain this quantity,
however, requires introducing a B field whose Laplacian is nonzero. In contrast, the dependence on the
mean-squared electric charge radius, hr2i

E

, starts at O
�

1

M

2

�

in the NR Hamiltonian with an E field for
which only the spatial divergence is required to be nonzero. Although in principle, both the electric and
magnetic charge radii could be constrained by generating external fields with proper spatial variations,
in the next sections of this paper we focus our interest only on the former. This can be determined at
the same order as the electric quadrupole moment through matching to lattice correlation functions in,
e.g., a linearly varying E field in space, as will be studied in the next section.

IV. SEMI-RELATIVISTIC GREEN’S FUNCTIONS IN NONUNIFORM EXTERNAL
FIELDS

The effective hadronic theory that was set up in the previous sections will be constrained by matching
to LQCD correlation functions defined as

C

↵�

(x, ⌧ ;x

0
, ⌧

0
) = h0|[O

 

(x, ⌧)]

↵

[O
 

†(x
0
, ⌧

0
)]

�

|0i
A

µ

. (50)

[O
 

† ]
↵

is an interpolating operator that is constructed from the quark and gluon fields, and creates,
out of the vacuum, all states with the same quantum numbers as those of the ↵th component of the
single-particle state of interest, denoted by  . Similarly, [O

 

]

�

acts as a sink that annihilates the �th

component of such states. The correlation functions therefore forms 6 ⇥ 6 matricies according to the
above construction of the spin-1 field theory. A

µ

denotes the U(1) background gauge field that has
been implemented in evaluating the correlation functions, giving rise to background E and/or B fields,
and ⌧ and ⌧

0 refer to Euclidean times, i.e., ⌧ = it and ⌧

0
= it

0. Assuming that the contributions due
to nonvanishing overlap onto states other than the state of interest are small, the correlation function
in Eq. (50) directly corresponds to the Green’s function of the effective single-particle theory, up to
an overall overlap factor. This factor can be cancelled by forming appropriate ratios of correlation
functions, see e.g., Ref. [43], and therefore a direct matching of correlation functions of QCD and the
Green’s functions of the hadronic theory is possible.13

13 Here we assume that the single-hadron state of interest represents the ground state of the hadronic theory. If the
contributions from the excited states are not small, the contribution from the ground state must be isolated or the
method of this work will not be applicable. For systems that possess well-defined eigenenergies, this can be achieved
by studying the correlation function at large Euclidean times. More complicated analysis is necessary in other cases,
in particular when time varying background fields are considered.

Spatially projected Correlation 
functions at large Euclidean times
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Explicitly, this projection is done by
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In a finite volume, the integration region is limited to �L
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 x

3

 L

2

, however in the large-volume limit
considered above, corrections to Eq. (118) will be exponentially suppressed in L
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|. From this
equation, the NR energy of the particle in the n

th Landau level is

E(M

S

)

n

(E

0

) = (n+

1

2

)|!
E

|� E

0

6

⇣

hr2i
E

+ a

(M

S

)

Q

2

⌘

, (119)

at leading order in the electric field strength. We recall that a

(M

S

=±1)

= 1 and a

(M

S

=0)

= �2.
Despite the NR case, the energy eigenfunctions of the relativistic theory in this external field do not

possess a simple analytic form, and as was concluded, are closely related to the anharmonic oscillator
wavefunctions. As a result, a direct projection of the relativistic Green’s functions to the lowest lying
energy eigenstates for e

ˆ

QE

0

< 0, similar to what was done above for the NR Green’s functions, might
prove challenging. Nonetheless, in order to eliminate the x

3

dependence of the correlation functions,
one may project the Green’s functions by a suitable function of x

3

, which does not have to necessarily
correspond to an energy eigenfunction (for example plane waves could be used). Assuming the system
possesses discrete energy eigenstates in the chosen external field, it eventually asymptotes to its ground
state, giving rise to a simple exponential fall off in the projected correlation functions at large Euclidean
times. After subtracting the mass term, the extracted energy can be matched to the expectation for
the lowest NR energy of the system, i.e., Eq. (119) with n = 0. Unfortunately, this only leads to a
constraint on a combination of the mean-squared charge radius and the quadrupole moment.

In order to constrain the quadrupole moment and the charge radius independently, one can form
correlation functions that have a clear connection to the NR polarization vectors labeled by the M

S

quantum number. This can be achieved by performing the NR transformation of Eq. (115). This
transformation not only decouples the upper and lower three components of the relativistic states in
the two-point function, but also converts them to the convenient M

S

basis. The only complication
is that such transformation contains the unknown low-energy parameters of the hadronic theory that
are aimed to be extracted, see Eqs. (110) and (111). This is not ultimately a problem given that
even an approximate transformation, such as the one performed with only the leading operator S(1) in
Eq. (110), already transforms the correlation function to that corresponding to the NR modes in the
large Euclidean times (recalling that the background field is taken to be weak). Then, by separately
forming the transformed correlation functions with longitudinal (M

S

= 0) and transverse (M
S

= ±1)
modes and subsequently performing a Landau-level projection on the transformed correlation function
as in Eq. (118), the desired parameters of the hadronic theory can be constrained. Explicitly, one
matches the energies obtained from the long-time behavior of the transformed correlation functions for
each polarization to those of the hadronic theory, through which the mean-squared charge radius and
the electric quadrupole moment will be constrained separately. For example, one may note that the
spin-averaged energies,
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does not depend on the quadrupole moment of the particle and will isolate the contribution from the
charge radius. On the other hand, the difference in energies of the transverse and the longitudinal
modes,
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Explicitly, this projection is done by
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In a finite volume, the integration region is limited to �L
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at leading order in the electric field strength. We recall that a

(M

S

=±1)

= 1 and a

(M
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=0)

= �2.
Despite the NR case, the energy eigenfunctions of the relativistic theory in this external field do not

possess a simple analytic form, and as was concluded, are closely related to the anharmonic oscillator
wavefunctions. As a result, a direct projection of the relativistic Green’s functions to the lowest lying
energy eigenstates for e

ˆ

QE

0

< 0, similar to what was done above for the NR Green’s functions, might
prove challenging. Nonetheless, in order to eliminate the x

3

dependence of the correlation functions,
one may project the Green’s functions by a suitable function of x

3

, which does not have to necessarily
correspond to an energy eigenfunction (for example plane waves could be used). Assuming the system
possesses discrete energy eigenstates in the chosen external field, it eventually asymptotes to its ground
state, giving rise to a simple exponential fall off in the projected correlation functions at large Euclidean
times. After subtracting the mass term, the extracted energy can be matched to the expectation for
the lowest NR energy of the system, i.e., Eq. (119) with n = 0. Unfortunately, this only leads to a
constraint on a combination of the mean-squared charge radius and the quadrupole moment.

In order to constrain the quadrupole moment and the charge radius independently, one can form
correlation functions that have a clear connection to the NR polarization vectors labeled by the M

S

quantum number. This can be achieved by performing the NR transformation of Eq. (115). This
transformation not only decouples the upper and lower three components of the relativistic states in
the two-point function, but also converts them to the convenient M

S

basis. The only complication
is that such transformation contains the unknown low-energy parameters of the hadronic theory that
are aimed to be extracted, see Eqs. (110) and (111). This is not ultimately a problem given that
even an approximate transformation, such as the one performed with only the leading operator S(1) in
Eq. (110), already transforms the correlation function to that corresponding to the NR modes in the
large Euclidean times (recalling that the background field is taken to be weak). Then, by separately
forming the transformed correlation functions with longitudinal (M

S

= 0) and transverse (M
S

= ±1)
modes and subsequently performing a Landau-level projection on the transformed correlation function
as in Eq. (118), the desired parameters of the hadronic theory can be constrained. Explicitly, one
matches the energies obtained from the long-time behavior of the transformed correlation functions for
each polarization to those of the hadronic theory, through which the mean-squared charge radius and
the electric quadrupole moment will be constrained separately. For example, one may note that the
spin-averaged energies,

1

3

(E(M
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=�1)

n

+ E(M
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=0)

n

+ E(M

S

=1)

n

) = (n+

1

2

)|!
E

|� E

0

hr2i
E

6

, (120)

does not depend on the quadrupole moment of the particle and will isolate the contribution from the
charge radius. On the other hand, the difference in energies of the transverse and the longitudinal
modes,

E(M

S

=1)

n

+ E(M

S

=�1)

n

� 2E(M

S

=0)

n

= �E

0

Q

2

, (121)
!2
E =

eQE0

M

E0 : slope of the field
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The decoupling of the EOM for the upper and lower three components of  can be performed via
the FWC procedure as detailed above. The result is
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Note that the coefficient of the magnetic dipole interaction is correctly produced by recalling that
C

(0)

+ Q

0

= µ

1

=

2M

e

µ

1

. The coefficients of the rest of the terms are all constrained with the aid of
Eqs. (20-23). This Hamiltonian can be reduced to that of spin-0 particles upon setting S = 0.

In contrast with the case of an electric field, the Hamiltonian in a magnetic field depends on all the
low-energy coefficients defined in the original relativistic Lagrangian, Eq. (1), up to this order. For
example, it has a dependence on the coefficient C(2)

2

at O
�

1

M

3

�

, which according to matching Eq. (22),
is sensitive to the mean-squared magnetic charge radius of the particle, hr2i

M

. To obtain this quantity,
however, requires introducing a B field whose Laplacian is nonzero. In contrast, the dependence on the
mean-squared electric charge radius, hr2i

E

, starts at O
�

1

M

2

�

in the NR Hamiltonian with an E field for
which only the spatial divergence is required to be nonzero. Although in principle, both the electric and
magnetic charge radii could be constrained by generating external fields with proper spatial variations,
in the next sections of this paper we focus our interest only on the former. This can be determined at
the same order as the electric quadrupole moment through matching to lattice correlation functions in,
e.g., a linearly varying E field in space, as will be studied in the next section.

IV. SEMI-RELATIVISTIC GREEN’S FUNCTIONS IN NONUNIFORM EXTERNAL
FIELDS

The effective hadronic theory that was set up in the previous sections will be constrained by matching
to LQCD correlation functions defined as

C

↵�

(x, ⌧ ;x

0
, ⌧

0
) = h0|[O

 

(x, ⌧)]

↵

[O
 

†(x
0
, ⌧

0
)]

�

|0i
A

µ

. (50)

[O
 

† ]
↵

is an interpolating operator that is constructed from the quark and gluon fields, and creates,
out of the vacuum, all states with the same quantum numbers as those of the ↵th component of the
single-particle state of interest, denoted by  . Similarly, [O

 

]

�

acts as a sink that annihilates the �th

component of such states. The correlation functions therefore forms 6 ⇥ 6 matricies according to the
above construction of the spin-1 field theory. A

µ

denotes the U(1) background gauge field that has
been implemented in evaluating the correlation functions, giving rise to background E and/or B fields,
and ⌧ and ⌧

0 refer to Euclidean times, i.e., ⌧ = it and ⌧

0
= it

0. Assuming that the contributions due
to nonvanishing overlap onto states other than the state of interest are small, the correlation function
in Eq. (50) directly corresponds to the Green’s function of the effective single-particle theory, up to
an overall overlap factor. This factor can be cancelled by forming appropriate ratios of correlation
functions, see e.g., Ref. [43], and therefore a direct matching of correlation functions of QCD and the
Green’s functions of the hadronic theory is possible.13

13 Here we assume that the single-hadron state of interest represents the ground state of the hadronic theory. If the
contributions from the excited states are not small, the contribution from the ground state must be isolated or the
method of this work will not be applicable. For systems that possess well-defined eigenenergies, this can be achieved
by studying the correlation function at large Euclidean times. More complicated analysis is necessary in other cases,
in particular when time varying background fields are considered.
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The proton radius puzzle

Measure the 2S − 2P splitting in µp

↓

determine the proton rms radius rp
(10× better )

But large discrepancy observed:
• 4σ from H spectroscopy value
• 6σ from e-proton scattering value
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