
Lattice field theory
Christine Davies 

University of Glasgow

PPAP community 
meeting 
Sept. 2015



Nuclear physics

Particle physics

Astrophysics

Applications of Lattice QCD/Lattice field theory

Hadron spectrum Hadron structure

QCD parameters

CKM elements
QCD at high temperatures 
and densitiesTheories beyond the  

Standard Model

Quantum gravity

Nuclear masses 
and properties

Glueballs and exotica

Annual proceedings of 
lattice conference:!
http://pos.sissa.it/

condensed matter physics
computational physics
computer science ...

http://pos.sissa.it


UK landscape  - people 
8 university 
teams in UKQCD 
consortium.   
Key members of  
international 
collaborations 
e.g Fastsum, 
Hadspec, 
HPQCD, QCDSF, 
RBC-UKQCD, 
strongBSM 

Different methods for handling quarks, optimised for different 
physics, but crosschecks important. Results impact:

LHC, BES, KEK, JLAB, J-PARC, DAFNE, RHIC, FAIR ...



UK landscape  - computers

!

STFC’s HPC facility for theoretical particle physics, 
astrophysics and cosmology. 

Phase 2 (2012-15) - £15M capital from BIS plus input 
from HEIs and STFC - now operating fully as a facility: 
operating costs now awarded by STFC.

Distributed Research using 
Advanced Computing =

5 machines at 4 sites (Cambridge, Durham, Edinburgh and 
Leicester) - coordinated management and peer-reviewed 
resource allocation (starting Dec. 2012) open to all 

where are the phenomenologists?



1) 6-rack BG/Q at Edinburgh. 20 
in top 500 (2012) - 1Pflops

!

aim to focus on a few 
architectures suited to physics 
problems, NOT one-size-fits-all 

numerically more intensive 
calcs, e.g. gauge field generation

data intensive calcs, e.g. physics 
analysis on gauge fields

2) Sandybridge/infiniband cluster 
at Cambridge.  
93 in top 500 (2012) - 200 Tflops

Lattice field theory uses two machines: 

Machines coming to end of useful life. 
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FIG. 7. Recent lattice QCD determinations of the QCD coupling
(nf = 5) evaluated at scale MZ . The gray band is the weighted
average of the results: 0.1185(4). We include our jj result for nf =
3 in the average, but not our new nf = 4 result since systematic
errors are correlated between the two results. The results shown here
come from this paper and [37–41].

In this paper, we have redone our earlier nf = 3 analysis [2]
using simulations with nf = 4 sea quarks: u, d, s and c. Our
new results,

mc(3 GeV, nf = 4) = 0.9851(63) GeV (52)
↵
MS

(MZ , nf = 5) = 0.11822(74), (53)

agree well with our earlier results of 0.986(6) GeV and
0.1183(7), suggesting that contributions from c quarks in
the sea are reliably estimated using perturbation theory (as
expected). Our c mass is about 1.8� lower than the re-
cent result from the ETMC collaboration, also using nf =

4 simulations but with a different method [36]: they get
mc(mc) = 1.348(42) GeV, compared with our nf = 4 re-
sult of 1.2715(95) GeV.

Our new result for the coupling (Eq. (53)) agrees with re-
sults from other collaborations, who use different methods
from us (and each other). Recent results (nf = 3 or 4) are
summarized in Fig. 7.

We updated our earlier nf = 3 analysis [32] of the ra-
tio mc/ms of quark masses using our nf = 4 data. This
is a relatively simple analysis of data from Table II. Our new
value is:

mc(µ, nf )

ms(µ, nf )

= 11.652(65). (54)

It agrees well with our previous result 11.85(16), but is much
more accurate. We compare our new result with others in
Fig. 8.

We obtain a new estimate for the s mass by combining our
new result for mc/ms with our new estimate of the c mass
(Eq. (52), converted from nf = 4):

ms(µ, nf = 3) =

(
93.6(8) MeV µ = 2GeV

84.7(7) MeV µ = 3GeV.
(55)

FIG. 8. Lattice QCD determinations of the ratio of the c and s quarks’
masses. The ratios come from this paper and references [32, 33, 36,
42, 43]. The gray band is the weighted average of the three nf = 4
results: 11.700(46).

FIG. 9. Lattice QCD determinations of the MS s-quark mass
ms(3GeV, nf = 3) in MeV. These masses come this paper and
references [32, 36, 44–46] The gray band is the weighted average of
these results: 84.1(5)MeV.

This brings the error below 1% for the first time. Values for
ms(µ, nf = 4) are smaller by about 0.2 MeV. Our new result
agrees with our previous analysis and also with other recent
nf = 3 or 4 analyses:

ms(2 GeV) =

8
><

>:

92.4(1.5) MeV HPQCD [32],
99.6(4.3) MeV ETMC [36],
95.5(1.9) MeV Durr et al [44],

ms(3 GeV) = 81.64(1.17) MeV RBC/UKQCD [45].
(56)

We compare these nonperturbative results in Fig. 9, together
with an earlier perturbative determination from [46].

Finally, we have also updated our previous (nf = 3) non-
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We compare these nonperturbative results in Fig. 9, together
with an earlier perturbative determination from [46].

Finally, we have also updated our previous (nf = 3) non-

Quark masses and strong coupling constant  
Lattice QCD results have 
transformed accuracy possible
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mb(mb,n f = 5)(GeV)
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HPQCD HISQ ratio n f = 4

ETMC ratio
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FIG. 7: Lattice QCD results for m
b

in the MS scheme with
5 flavours and evaluated at its own scale. Results are from
calculations that include either 3 or 4 flavours of sea quarks
and so can be perturbatively corrected to 5 flavours. All 5
results use di↵erent methods, indicated on the right. The
top result is from this paper, the second from [15], the third
from [64], the fourth from [18] and the fifth from [65], adjusted
perturbatively to n

f

= 5. The grey band gives the weighted
average of the lattice results: 4.178(14) GeV.

suggested in [20] as being needed for a future accurate
determination of Higgs couplings to bb. The value also
agrees well with determinations from continuum meth-
ods, for example using Re+e� results in the b region [49].

The method we have given here is applicable to other
lattice formalisms for heavy quarks, for example that of
the Fermilab Lattice Collaboration [67]. Further deter-
minations of mb from other formalisms would be useful in
the long-term goal of reducing uncertainties in Standard
Model parameters needed for precision characterisation
of the Higgs boson.
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on the Darwin supercomputer at the University of Cam-
bridge as part of STFC’s DiRAC facility. We are grateful
to the Darwin support sta↵ for assistance. Funding for
this work came from STFC, the Royal Society, the Wolf-
son Foundation, NSF and DoE.

Appendix A: Determination of Z
V

The perturbative analysis of heavy-heavy current-
current correlators is well developed in continuum QCD
perturbation theory [39–43] and here we make use of that
to normalise the lattice NRQCD vector current for bb an-

nihilation that we use to determine the ⌥ leptonic width.
The method is a variation of that used for the J/ lep-
tonic width in [8]. In that case we were working with
a relativistic discretisation of the QCD quark action on
the lattice. Since here we have a nonrelativistic discreti-
sation there are some di↵erences in the approach that we
lay out in this section5.

Time-moments of current-current correlators, being
ultraviolet-finite quantities, can be calculated in lattice
QCD and extrapolated to the continuum limit to give a
continuum result that can be compared to experiment [8].
The current used in the correlator must be matched to
the continuum current, however. When the Highly Im-
proved Staggered Quark discretisation [22] is used, for
example, the local pseudoscalar density is absolutely nor-
malised [14, 15] but the vector current normalisation has
to be fixed. For heavy quarks this can be done using
the continuum QCD perturbation theory for the vec-
tor current-current correlator moments. The multiplica-
tive renormalisation factor ZV is simply determined by
matching the lattice result at a given lattice spacing for
a specific moment to the perturbative result. We can
choose which moment to use, since di↵erences in ZV that
arise from a di↵erent choice are discretisation e↵ects that
must disappear in the continuum limit, along with other
discretisation errors that result from working at a non-
zero lattice spacing. The low moments, 4–10, are known
through O(↵3

s) so are clearly to be preferred over higher
ones. It is convenient to use ratios of vector to pseu-
doscalar current-current correlator moments since then
factors of the quark mass cancel [8].

When a nonrelativistic discretisation of the QCD quark
action is used, neither the pseudoscalar nor the vector
currents is absolutely normalised and the lattice current
is only determined to a given order in a relativistic expan-
sion. Hence the match to continuum QCD perturbation
theory has both discretisation errors and relativistic er-
rors, which are mixed by the higher dimension operators
used to implement corrections, and so we cannot simply
take a value of Z from the match for a specific moment.

In determining the normalisation of the current we
can, however, make use of the fact that time-moments
with low moment number emphasise very short times
in the current-current correlator and are therefore sen-
sitive to much higher internal spatial momenta within
the quark-antiquark pair (the overall momentum of the
pair is zero) than higher moments are [15]. Thus, as the
moment number changes, the sensitivity to relativistic
corrections changes. This is easily seen in an analysis of
the free case. At leading relativistic order, for vector or
pseudoscalar moments, multiplying the free quark and

5 Note also that, in a nonrelativistic formalism, the annihilation
and scattering currents do not have the same renormalisation
factor

Future: Accurate tests of Higgs 
require halving uncertainty on mb 
and            …..↵s

! bb

1408.4169

1408.5768

1302.3739

1408.4169



More detailed study of  unstable and excited states 
important to pin down oddities now being seen (e.g. in 
charmonium spectrum)
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Kc J/\ χc0 χc1 χc2 hc 

X(3872) 

JPC 

Excited charmonia 

MS | 400 MeV [HadSpec, JHEP 07 (2012) 126] 

Hadspec

Experiment

‘Exotic’

Key future aim: study tetra/pentaquark states, hybrids, glueballs - 
needs very high stats and large basis of operators.
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MU = 854.1 ± 1.1 MeV   
* = 12.4 ± 0.6 MeV 
g = 5.80 ± 0.11 

[MS | 400 MeV] 

[PR D87, 034505] The U resonance in SS scattering 

c.f. experimentally  
MU = 775.49 ± 0.34 MeV 
* = 149.1 ± 0.8 MeV 
g  ≈  5.9 

Mρ 

�* 

unstable  
states need 
multivolume 
analysis

1204.5425

1411.2004



Semileptonic kaon decays

s ! u transition gives access to CKM matrix element V
us

.
Calculations performed directly at physical point eliminate mass extrapolation systematic error

h⇡(p⇡)|Vµ|K(p
K

)i = f

K⇡
+ (q2)(p

K

+ p⇡)µ + f

K⇡
� (q2)(p

K

� p⇡)µ

JHEP06(2015)164 calculation will dominate the FLAG error for 2 + 1f

Figure 6. Illustration for fit E to all data for the form factor renormalised with Z⇡
V . The coe�cient

A0 is assumed to agree for ensembles A and C. Note the two sets of error bands, one for ensemble
A and one for ensemble C.

Figure 7. Continuum extrapolation for results from fit E with mass cut-o� 600MeV. Left: Coe�-
cients A and A0 di�er between ensembles A and C. Right: A0 assumed to be the same for ensembles
A and C.

factors as determined from the vector current renormalised with Z�
V and ZK

V and from

the scalar current, respectively, we instead analyse their joint continuum limit assuming

universality: We impose that all three extrapolations have to agree in the continuum limit.

The combined extrapolation is shown in figure 7 once without and once with the assumption

of cuto� independence on A0. In table 6 we only show fits for which the �2/dof in the mass

interpolation was below one. The result is very stable under variation of the fit ansatz.

To underline the stability of our fit ansatz we also show the final result from fits F where

either A1 or A0 and A1 are assumed to be cut-o� independent. The gain in statistical error

from assuming A0 to be cut-o� independent carries over to the continuum limit.

– 16 –
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value of �M2 corresponding to the physical point [32]. This still leaves a systematic un-

certainty due to the sea-quark isospin breaking which is di�cult to quantify in our setup.

We expect however that these e�ects are small compared to the other components of our

error budget. Techniques to include such e�ects in future calculations are being devel-

oped [37–40].

These considerations lead to our final result:

fK�
+ (0) = 0.9685(34)stat(14)finite volume . (6.1)

Using |Vus|fK�
+ (0) = 0.2163(5), as determined in [3] from experiment in a phenomenological

analysis, we also predict

|Vus| = 0.2233(5)experiment(9)lattice , (6.2)

where the errors are from experiment and from the lattice computation, respectively. With

further input for |Vud| = 0.97425(22) from super-allowed nuclear �-decay the unitarity test

for the first row of the CKM matrix yields

1 � |Vud|2 � |Vus|2 = 0.0010(4)Vud(2)V exp
us

(4)V lat
us

= 0.0010(6) , (6.3)

where we have neglected the contribution from |Vub| � 10�3.

7 Discussion and conclusions

Simulations of lattice QCD are now feasible with physical light quark masses. This

step change in simulation quality leads to the reduction if not removal of the often dominant

systematic uncertainty due to the chiral extrapolation. In this paper we have demonstrated

how this can be achieved in practice in the case of the K ! ⇡ form factor at vanishing

momentum transfer. This is a phenomenologically important quantity allowing for unitar-

ity tests of the CKM matrix and therefore for stringent constraints of beyond SM physics.

Lattice QCD is the only first principles computational tool that can predict this form fac-

tor. An important strategic decision that has been made is in which way to make use of

our previous results for unphysically heavy light quark masses. We have chosen an inter-

mediate path, i.e. we have used the information from the heavier ensembles to correct for

a small mistuning in the average up- and down-quark mass and the strange quark mass

to the physical point. Our choice of fit ansatz and fit range gives the result at the physi-

cal point the heaviest weight and uses earlier simulation results with heavier pion masses

merely for guiding small corrections towards the physical point. In this way any model

dependence in the fit ansatz is reduced to a minimum. We note that by restricting the

set of ensembles entering the fit less (i.e. including ensembles with heavier pion mass) the

statistical error on our final result could have been reduced by around 30%. This would

however have come at the cost of an increased model dependence which we find di�cult to

quantify. The remaining dominant systematic is due to finite volume e�ects for which we

provide an estimate based on e�ective theory arguments.
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Figure 10. The central potential with combined statistical and systematic errors for various
temperatures (noting that the 1.27TC data has statistical errors only). Data points are shifted
slightly horizontally for clarity. Examples of the fits to our data are shown using the Cornell (4.1)
and Debye-screened (4.2) potentials. These used the restricted range 2as  r  9as as described
in the text. The Cornell form from (4.1) with the continuum parameters ↵c = ⇡/12 [48] andp
� = 0.445 GeV [49] is shown which agrees extremely well with the Cornell fit to our 0.24Tc data.

In [51], an alternative to the Cornell potential (4.1) was proposed for finite temperature
where there is colour-Debye screening of the colour sources. This has the form,

V (r, T ) = �↵s(T )

r

e

�mD(T )r
+

�(T = 0)

mD(T )

⇣
1� e

�mD(T )r
⌘

+ C, (4.2)

where mD(T ) is the Debye screening mass. This functional form has the feature that V (r, T )

remains finite as r ! 1.
We have performed fits of the central potential for each temperature using (4.2) with

three fitting parameters, ↵,mD and C. We fixed � to its “zero” temperature value (obtained
with our T = 0.24TC ensemble) of 434 MeV, see Table 4. As the temperature increases, the
screened form, (4.2), fits the data better than the Cornell form, (4.1). This can be seen in
Figure 10 where both the screened and Cornell fit for the hottest temperature are shown.
For the coldest temperature, the screened and Cornell fits are indistinguishable.

The results of these fits are shown in Table 4 and the resultant Debye masses are
plotted in Figure 12. At low temperatures, mD ⇠ 0 and it then has a rapid increase
around TC, in agreement with expectations. In [52], the Debye mass was calculated from
a two-flavour lattice calculation of the static quark-antiquark free energy. They found very

– 14 –

Heavy Quarks as hard probes of QGP: 
ie.T-response of QQ bound states

T-dependent charmonium potential 
⇒ Debye screening mass mD

Allton et al 1505:06616

Fate of quarkonia ⇔ QGP thermometer?

 21 

hadrons. Understanding matter under such extreme conditions is a key questions in the STFC 
Roadmap (C:6, D:1). It is very challenging because the tiny regions of QGP created in Heavy Ion 
collisions (HIC) at CERN or Brookhaven cannot be studied directly; they quickly expand and cool 
and by the time the “fireball” is a few times the size of the nuclei, it has returned to the confining 
phase. Detectors placed around the collision therefore see ordinary particles (hadrons) rather than 
the QGP itself.  To connect theory and experiment, it is then essential to understand the behaviour 
of the QGP as it expands and cools. Specifically the QGP’s fluid-like properties such as pressure 
(which determines the expansion rate), transport coefficients (viscosity, conductivity, diffusivity) 
and the temperatures at which different hadrons “melt” (thereby acting as effective thermometers; 
Figure 8) are required. The UKQCD groups in Swansea and Plymouth have used DiRAC 
resources to determine these properties from first principles using lattice QCD techniques. 

We have focussed on quantities that can be directly related to HIC phenomenology, such as 
hadron spectral densities and transport coefficients, addressing the technical challenges by using: 
• anisotropic lattices for the very fine sampling of the time direction needed with reduced numerical 
cost 
• the Bayesian Maximum Entropy Method to determine the spectral density in a controlled way.  

Key achievements to date on DiRAC using our 2nd and 3rd generation data (Table 2 below) are: 
• Demonstrating that the Υ and 𝜂 survive as bound states in the hot plasma up to several times 𝑇 
(where 𝑇 is the critical temperature at which the phase transition to the QGP occurs) whereas the 
radially and orbitally excited states are suppressed immediately in the QGP phase, in agreement 
with the experimental signatures from CMS at the LHC. We have also shown explicitly the 
weakening of the interquark binding in charmonium above 𝑇. 
• An accurate calculation of the electrical conductivity σ and diffusivity D as temperature is varied, 
showing small numerical values in the plasma phase, consistent with the paradigm of a strongly 
coupled QGP as observed in heavy ion collisions at Brookhaven and LHC. These are the first 
calculations of the T-dependence of transport coefficients in lattice QCD, and a necessary 
precursor to calculations of the phenomenologically important shear and bulk viscosities. 

 

Future precision calculations achieving continuum-limit estimates of the above phenomenology 
require significantly finer lattice ensembles. We estimate the cost of the planned 4th generation 
lattices at O(102) Tflop/s-years and that of the 5th generation at O(104) Tflop/s-years. Note that, in 
order to extract temperature dependencies, a range of temporal lattice sizes is required. 

Our further ambition is to apply our methodology to calculate the QCD shear (η) and bulk (ζ)  
viscosities. The ratio η/s, where s is entropy density, has been estimated to be O(0.1) from viscous 
hydrodynamics applied to HIC while ζ is consistent with zero implying conformality. Calculations of 
this kind in lattice QCD are extremely challenging because of a poor signal-to-noise ratio and the 
state-of-the-art still uses the quenched approximation exploiting sophisticated variance reduction 
techniques. After testing our anisotropic/MEM methodology in a high-statistics quenched 
calculation we will extend this project to a realistic simulation including sea quarks. This will require 
O(104) Tflop/s-years effort.  

Large baryon density is another extreme environment found, for example, in bulk nuclear matter 
and the potentially still denser environments found in neutron stars (where the equation of state 

Resource DiRAC-1 & 2 DiRAC-3 
Generation 2nd (current) 3rd (in progress) 4th (planned) 5th (aspirational) 
at /as [fm] 0.035/0.12 0.018/0.12 0.018/0.08 0.01/0.04 

Volume/sites (3 fm)3 /243 (4 fm)3/323 (4 fm)3/483 (4 fm)3/963 
Table 2: Parameters currently used on DiRAC  and planned for the future. 

3 The QGP Temperat ure: Quarkonium Suppression

hard probes of hot ear ly col l ision st age QGP:

elect romagnet ic radiat ion, jet s, quarkonia

— much smaller (R ∼ 0.1 − 0.2 fm),
— more t ight ly bound (∆ E ∼ 0.6 − 1.2 GeV )

t han light quark bound st at es

can survive up t o some t emperat ure in hot QGP
— st epwise dissociat ion: fi r st larger , more loosely bound

excit ed st at es, t hen ground st at es “melt ”
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Figure 8: The 'QGP thermometer' derived from our results 
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Figure 7. Temperature dependence of the reconstructed spectral function in the ⌥ channel. The
dashed black lines in the first panel indicate the ground state and first excited state energies deter-
mined from multi-exponential fits at zero temperature. Note the different ordinate scale between
the upper and lower panels.

been investigated in the Nf = 2 case [37].

3.2 Spectral functions

Figures 7 and 8 depict the spectral functions in the ⌥ and �b1 channels respectively at
temperatures from 0.76Tc up to 1.90Tc. For clarity each panel displays just two neighbour-
ing temperatures. In the ⌥ channel the ground state peak is clearly visible and coincides
with the energy extracted from the exponential fit to the correlation function at zero tem-
perature, see figure 3 (left). The ground state peak persists at all accessible temperatures
demonstrating the survival of the ground state to at least T = 1.90Tc. We observe a broad-
ening in the peak and a decrease in its height above Tc. Below Tc the second peak may be
identified with the first excited state. Its interpretation above Tc is less clear which may
be due to melting as well as the possible presence of lattice artefacts in the high frequency
part of the spectral function, which are discussed further in appendix A. In the �b1 channel
the ground state peak can be discerned at temperatures below the Tc and agrees with the
energy from the exponential fit at zero temperature. This peak is observed to disappear
immediately in the deconfined phase which we suggest indicates the dissociation of this
state almost as soon as the deconfined phase is reached. We note that the ground state
peak in the P wave channels is harder to distinguish than in the S wave channels, even
below Tc.
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mD(T)

ρ(ω) 

Hot QCD  
• anisotropic lattice to enhance temporal resolution at:as = 0.035fm:0.12fm
• Bayesian analysis techniques to extract spectral density ρ(ω) 
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Figure 10. Temperature dependence of C�1
em�/T for light and strange quarks separately, slightly

shifted for clarity (above) and combined (below). The vertical size of the rectangles reflects the
systematic uncertainty due to changes in the default model, while the whiskers depict the statistical
jackknife error on top of this.

weighting of the quark charges and then apply MEM to the resulting correlators. The

systematic uncertainty due to the choice of the parameter b in the default model (5.12)

is represented by the vertical size of the filled rectangles. This is discussed further below.

– 17 –

 Goal: calculate shear η/s and bulk ζ/s viscosities to match to HIC flow data
How close is the QGP to a perfect fluid?

Focus on excitations rather than equilibrium thermodynamics ⇒ 
transport coefficients via ω→0 limit of !ji(t)j✝i(0)# on 243xLt
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Figure 9. Spectral functions ⇢(!)/!T for the light (left) and the strange quarks (right) for three
temperatures. The filled area is the statistical error from jackknife. The intercept is proportional
to �/T .

Kubo relation (5.5). As always, it is essential to check that the spectral functions obtained

are independent of the choices made in the MEM procedure, including the choice of default

model and its parameters. This is discussed in some detail in the next subsection, after

presenting the results.

The spectral functions obtained with MEM are shown in Fig. 8, normalised as ⇢(!)/!2.

The spectral functions are shown for light (left) and strange (right) quarks at three rep-

resentative temperatures spanning the entire range. We always use the largest volume,

N
s

= 32, when available. The vertical dashed lines correspond to an estimate of the mass

of the ground state in the corresponding vector channel at zero temperature [39]. The MEM

analysis indeed indicates a peak at this value below T
c

, which becomes less pronounced

and disappears as the temperature increases. The divergence at small ! at the higher

temperatures is due to the transport peak. This is emphasised in Fig. 9 where ⇢(!)/!T is

shown. According to the Kubo relation (5.5), the intercepts are proportional to �/T . We

observe a conductivity which is clearly nonzero above T
c

and which depends on the quark

mass.

The final results for the conductivity are shown in Fig. 10 as a function of the temper-

ature. We present the result as C�1

em

�/T where C
em

was defined in Eq. (5.6). The results

are shown for the light and strange quarks separately and for all three quarks combined.

Note that we always first construct the electromagnetic current operator with the correct
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We now turn our attention to the spectrum of the theory. As seen in Fig. 3, all
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Future: DiRAC-3
Seeking £25M capital from BIS for upgrade by factor ~10 
from 2015. 3 machine types based on RFI responses from 
potential vendors. Science/technical cases reviewed. 
Benchmarks for procurement being assembled.
Lattice field theory prime interest in two:  
“extreme scaling” and “data driven discovery”

5 Pflops, 3Pbyte 
Intel Knights Landing

2 Pflops, 1Pbyte tightly-coupled, 
14Pbyte longer-term

• Increase in PDRAs and PhDs in particle theory would 
improve exploitation capabilities and HPC training impact. 

• If successful will need recurrent costs for electricity and 
support staff. 



Future (to 2018 with 10x computing power).. 
• improve precision 
flavour physics - add 
QED and 
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theories give rise to additional 4-quark operators of different spin structure. RBC/UKQCD is 
computing matrix elements for these for strange and charm mesons (see Beyond the Standard 
Model physics).  

Semileptonic form factors. Lattice 
QCD calculations of matrix elements 
with one meson in the initial state 
and one (the same or different) 
meson in the final state are harder 
than those for decay constants but 
relatively mature. Successes on 
DiRAC-2 include detailed 
comparison against experiment of 
the momentum-transfer dependence 
of the form factors for D decay and 
the first calculations, beginning with 
the pion electromagnetic form 
factor, at physical u/d quark masses 
(HPQCD). The range of form factors 
calculated has also been increased 
to include experimentally well-
measured pseudoscalar to vector 
form factors and electromagnetic 
transitions. Significant efficiency 
gains have been made on the Data 
Analytics cluster by storing several 
hundred Tbytes of intermediate data 
(quark propagators) for re-use from 
one calculation to another. Larger 
lattices in future will require Pbytes 
of storage for this approach.  

A key aim remains that of beating down errors on the K, D, and B weak interaction transitions 
which are at the heart of CKM tests of the Standard Model. On DiRAC RBC/UKQCD have 
achieved 0.4% errors on the ! → !"# form factors that allow extraction of Vus, and are currently 
improving on this with physical u/d mass calculations. Improved determination needs physical (and 
unequal) u/d quarks and finer lattices at a cost of a factor of 3-4 in computer speed. HPQCD have 
achieved 1.5% errors on ! → !"#!for Vcs and will improve this with calculations underway, also by 
RBC/UKQCD, at physical u/d quark masses along with ! → !"# and !! → !"#!for Vcd.  

The full range of initial to final meson momentum transfer is accessible on the lattice for D and K 
decays. For B decays the high momenta for  ! mesons at large recoil, where experimental results 
are concentrated, mean that very fine lattices and high statistics are needed for accurate results. 
This is important as Vub remains the least well measured CKM element with disagreement between 
values from exclusive (using lattice QCD) and inclusive approaches. ! → !/!∗!" form factors are 
needed to extract Vcb which now, with the progress seen on the lattice QCD calculation of BK 
above, sets the error on the CKM constraint from !! . The US Fermilab group has led the 
determination of these form factors but both HPQCD and RBC/UKQCD aim to improve on their 
accuracy with their respective formalisms with DiRAC-3. Further sensitive windows into new 
physics are provided by decay processes such as ! → !/!∗!!!! and Λ! → Λ!!!!. First steps in 
calculating these form factors have been taken by the Cambridge group, but high accuracy is very 
challenging here. High statistics are needed and fine lattices to handle the large momentum 
transfer. The decay of the K* needs special techniques that require large volumes and are under 
development (see the section on hadron spectroscopy).  

Kaon decays A major achievement on DiRAC has been the first lattice determination of the 
isospin 2 ! → !! amplitude by RBC/UKQCD using domain wall quarks (winning the 2012 Ken 
Wilson award) and the emerging explanation of the 50-year old Δ! = 1/2 puzzle. The next 
challenge is to compute the isospin-0 amplitude and hence !! for a full understanding of CP-

Quantity CKM/ Current Current 2018
expt expt lattice lattice
process Error Error Error

fK/f⇡ |Vus| 0.2% 0.2%* 0.1%
K ! ⇡`⌫ |Vus| 0.2% 0.3%† < 0.2%
fD |Vcd| 4% 2% < 1%
fDs |Vcs| 2% 1% < 1%
fB |Vub| 12% 2%* 1%
fBs Bs ! µ+µ� 25% 2%* 1%
f2
Bs

BBs(�Ms) |VtsVtb|2 0.24% 10%† 3%
�Ms/�Md |Vts/Vtd| 0.4% 4%† 1%
BK Im(V 2

td) 0.5% 1.5%† < 1%
D ! ⇡`⌫ |Vcd| 3% 4%† 2%
D ! K`⌫ |Vcs| 0.5% 1.5%*† 0.5%
Ds ! �`⌫ |Vcs| 4% 4%* 2%
B ! ⇡`⌫ |Vub| 4.1% 9%† 2%
B ! D/D⇤`⌫ |Vcb| 1.3% 2% < 1%
Bs ! �µ+µ� 20% 10%* 4%

Table 1: Current world’s best uncertainties from lattice QCD
calculations of important hadronic matrix elements which over-
constrain the Standard Model in combination with experiment,
and those we expect to reach with DiRAC-3 by 2018. * indi-
cates where the error was achieved using DiRAC and † indicates
a current calculation in progress there which will reduce errors.

1

Table 1: Current world’s best uncertainties from lattice QCD 
calculations of important hadronic matix elements which over-
constrain the Standard Model in combination with experiment, and 
those we expect to reach with DiRAC-3 by 2018. * indicates where 
the error was achieved using DiRAC and indicates a current 
calculation in progress there which will reduce errors. 

• reduce                errors 
for 0.5% SM 
• calc. masses of     
X, Y, Z; glueballs, 
tetra/penta quarks

• understand proton spin and size
• constrain BSM contribns to 
kaon/B physics/proton decay 

• achieve 1% on HVP  contribn to muon g-2 + calc. HlbL

�(H ! bb)

• precision transport 
coefficients in QGP

• results for: LHC, FNAL, BES, KEK, JLAB, DAFNE, RHIC, FAIR ...

cc

mb,mc

• map out range of 
technicolor theories

mu 6= md


