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Introduction
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➡ Why is the measurement of V+HF important? 
➡ Theory-wise, I guess you know ;-) , I will present what we tried to address 

analysis by analysis 

➡ Try to address here main experimental motivation 

➡ Let’s concentrate on what we can measure (and have already measured) 

➡ Idea: have two complementary talks (this and Josh’s tomorrow) 
➡ In this talk: where we’re at ⇒ what we already measured during Run 1, and 

experimental motivations for measurements 

➡ In Josh’s talk (he will illustrate this better.. ): where we’re going ⇒ plans and 

first ATLAS results V+hf - related

C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24



..some experimental motivation 
to start with!



The “main client” (experimentally)
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➡ VH(H→bb) analysis is the main “client” 
for these measurements 

➡ Z+bb and W+bb are irreducible 
backgrounds, and the modelling of V+b is 
also important for a good modelling of the 
control regions 

➡ ATLAS Run 1 analysis (based on full 7+8 TeV 
dataset) uses a BDT, trained in 12 different 
categories: 3 “lepton channels” (𝜈𝜈, ℓ𝜈, ℓℓ), 
2 or 3 jet exclusive, high and low pT

V

C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

Multivariate analysis

Using boosted decision trees (BDTs)

Trained in 12 categories: 3 lepton
channels, 2/3 jet, high/low pV

T

Training parameters optimized, results
consistent between channels
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Profile likelihood fit with large number of categories (including regions with only 1 b-tagged 
jet or 0 tagged jets, to constrain the background normalisations) to extract the signal



VH(bb) guidelines for V+HF future measurements
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➡ Main source of uncertainty in the 
analysis comes from the V+HF 
modelling, mainly in the W channel, 
where feedback from measurement is 
lacking more 

➡ Message to take: very important to 
reduce uncertainty on the predictions: 
our duty for Run 2 (see Josh’s talk) 

➡ Relevant variables for differential 
measurement of W+b and W+bb 
(planned for ATLAS Run 2) mbb, pT

V
, 

ΔR(b,b)

C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

Sources of uncertainties (post-fit)

Source of uncertainty �µ

Total 0.41

Statistical 0.32

Systematic 0.26

Experimental uncertainties

Jets 0.08

Emiss
T 0.03

Leptons 0.01

b-tagging(⇤)
b-jets 0.07

c-jets 0.04

light jets 0.04

Luminosity 0.03

Theoretical and modelling uncertainties

Signal 0.07

Floating normalisations

W+jets 0.06

Z-jets 0.03

tt 0.04

Background modelling

W+jets 0.11

Z-jets 0.08

tt 0.05

Single-top 0.04

Diboson 0.02

Multijet 0.06

Daniel Büscher (Universität Freiburg) Search for VH(!bb) in ATLAS October 14, 2015 8 / 11



W+b analysis in Run 1 

JHEP 06 (2013) 084



W+b - Dataset and strategy
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➡ Performed on 4.6 fb
-1

 of data collected @ 7 TeV  

➡ Probing mainly following processes:

C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

b-tagging (Run 1 version, but see more in Hanna’s talk tomorrow): 

➡ multivariate combination of different algorithms, examining IP, SV and b—>c decay chains

courtesy of Y. Ninomiya

σfid dσfid/dpTb
==1 b-jet ⇒ reject top bkgr

Jet multiplicities: 
1, 2, and 3 jets

==1 b-jet

Jet multiplicities: 
1, and 2 jets



W+b - Backgrounds and uncertainties
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➡ Most background derived with data driven techniques in control regions (top, EW, QCD multijet) 

➡ Signal extraction based on template likelihood fit to b-tagging discriminant variable

C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

Sources of uncertainties (and measurement limiting factors): 
➡ Statistics: 7-10% uncertainty 

➡ Systematics: 20-25% mainly driven by JES/JER, MC modelling, and ISR and FSR evaluation, affecting the top

tend to have higher Emiss
T (from the missing muon). The W+light-jets estimate does not

strongly affect the measured W+b-jets cross-section, as the W+light-jets and W+b-jets
estimators have a 15% correlation. Instead, the W+light-jets and W+c-jets estimators
are 90% anticorrelated, and a modest change in the dominant W+c-jets contribution can
change the W+light-jets estimate significantly.

In the differential pb-jetT measurement, a separate fit to the CombNN distribution is
performed in each analysis region in four intervals of b-tagged jet pT: 25–30 GeV, 30–
40 GeV, 40–60 GeV and 60–140 GeV. The background contributions are extrapolated to
each pT interval from the inclusive measurements, and the same Gaussian constraints as
those of the inclusive fits are used. For the multijet background, this extrapolation is based
on the b-tagged jet pT spectrum found in the multijet templates extracted from data. For
all other backgrounds, the extrapolation is based on Monte Carlo simulation.
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Figure 6. CombNN distributions for the b-tagged jet in data and MC simulation, where the MC
samples are normalized to the results of the ML fit, for the 1-jet (top) and 2-jet (bottom) analysis
regions, in the muon (left) and electron (right) channels.

6 Cross-section extraction

The W+b-jets yields obtained from the CombNN fits are converted to a fiducial cross-section
for W+b-jets times the branching ratio for each W ! `⌫ decay channel (` = e, µ) using
Monte Carlo simulation. The unfolding procedure is defined with respect to the fiducial
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Figure 6. CombNN distributions for the b-tagged jet in data and MC simulation, where the MC
samples are normalized to the results of the ML fit, for the 1-jet (top) and 2-jet (bottom) analysis
regions, in the muon (left) and electron (right) channels.

6 Cross-section extraction

The W+b-jets yields obtained from the CombNN fits are converted to a fiducial cross-section
for W+b-jets times the branching ratio for each W ! `⌫ decay channel (` = e, µ) using
Monte Carlo simulation. The unfolding procedure is defined with respect to the fiducial
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⇒ main points to be addressed for Run 2 measurement!



theoretical uncertainty, is evaluated by varying the scale conservatively between a quarter
and four times the value in equation 8.1, as in ref. [5]. These variations are used to calculate
an asymmetric uncertainty before applying vetoes on additional jets. The effect of jet vetoes
is then taken into account following the procedure outlined in ref. [58].

To compare the NLO calculations with data, the impact of non-perturbative effects and
double-parton interactions has to be considered. The MCFM predictions are only available
at the parton level, while the Powheg predictions are interfaced with Pythia to model
the non-perturbative effects of hadronization and the underlying event. A multiplicative
correction derived from the Powheg sample is therefore applied to the MCFM calculation
to account for these non-perturbative effects. The uncertainty on the hadronization compo-
nent of this correction is estimated by comparing the Pythia and Herwig parton showers,
while the uncertainty on the underlying event component is estimated using the alternative
Perugia2011 [53] tune instead of the AUET2B [59] one. The effect of double-parton inter-
actions, where a W boson and heavy-flavour jet are produced from different parton–parton
interactions within the same proton, also has to be considered. Neither the MCFM nor
the Powheg calculations include this contribution, therefore an additive correction derived

1 jet 2 jet 1+2 jet
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Figure 7. Measured fiducial cross-sections with the statistical (inner error bar) and statistical
plus systematic (outer error bar) uncertainties in the electron, muon, and combined electron and
muon channels. The cross-sections are given in the 1-jet, 2-jet, and 1+2-jet fiducial regions. The
measurements are compared with NLO predictions calculated with MCFM [5] and corrected for
hadronization and double-parton interaction (DPI) effects. The yellow bands represent the total
uncertainty on the prediction. It is obtained by combining in quadrature the uncertainties resulting
from variations of the renormalization and factorization scales, the PDF set, the DPI model and
non-perturbative corrections. The NLO prediction from Powheg interfaced to Pythia, corrected
for DPI effects, and the prediction from Alpgen interfaced to Herwig and Jimmy and scaled by
the NNLO inclusive W normalization factor are also shown.
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W+b - Cross section results

10

Correction factors applied to the predictions for: 
➡ non-perturbative effects (4% in 1-jet bin, 8% in 2-jet bin) 

➡ DPI (~25% of the total cross section, mainly in low momentum 1-jet bin)

C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

➡ 1-jet bin: underestimate wrt data 
(~1.5 sigma less) 

➡ 2-jet bin: good agreement 

➡ all the predictions agree within 
the uncertainties

Comparison with different predictions: MCFM (5FNS), Powheg and Alpgen (4FNS)

Fiducial cross section comparison to predictions:
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Figure 9. Measured differential W+b-jets cross-section without single-top subtraction as a function
of pb-jetT in the 1-jet (left) and 2-jet (right) samples, obtained by combining the electron and muon
channels. The measurements are compared to the W+b-jets plus single-top predictions obtained
using Alpgen interfaced to Herwig and Jimmy and scaled by the NNLO inclusive W normalization
factor plus AcerMC interfaced to Pythia and scaled to the NLO single-top cross-section. The
ratios between measured and predicted cross-sections are also shown.

Table 9. Measured fiducial W+b-jets cross-section without single-top subtraction in the 1-jet
region, with statistical and systematic uncertainties and their correlations in bins of pb-jetT .

Fiducial cross-section of W+b-jets + single-top, 1 jet
pb-jetT [GeV] [25, 30] [30, 40] [40, 60] [60, 140]
d�/dpb-jetT [nb/GeV] 278 156 80 15.7
Statistical Uncertainty (%) 6 4 5 5
Systematic Uncertainty (%) 23 15 15 16
Correlation coefficients of 1 0.401 �0.31 �0.03

statistical uncertainties 1 0.00 �0.13

1 �0.05

1
Correlation coefficients of 1 0.840 0.682 0.866
systematic uncertainties 1 0.935 0.875

1 0.861
1
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Figure 8. Measured differential W+b-jets cross-sections with the statistical plus systematic un-
certainties as a function of pb-jetT in the 1-jet (left) and 2-jet (right) fiducial regions, obtained by
combining the muon and electron channel results. The measurements are compared to the MCFM
predictions and to the Alpgen predictions interfaced to Herwig and Jimmy and scaled by the
NNLO inclusive W normalization factor. The ratios between measured and predicted cross-sections
are also shown.

from the Alpgen simulation interfaced to Herwig and Jimmy has beeen applied to both
calculations. This correction represents a 25% effect on the total cross-section, concen-
trated in the lowest momentum bins of the 1-jet region. The DPI contribution in Alpgen
has been shown to agree at the detector level with the ATLAS measurement of �e↵ in the
W+2-jet sample [60]. Based on this measurement, a +39

�28% uncertainty is assigned to the
DPI correction. The non-perturbative and DPI corrections for the 1-jet and 2-jets regions
are presented in table 7. The fully corrected MCFM predictions are presented in table 8
for the 1-jet, 2-jet and 1+2-jet fiducial regions.
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W+b - Differential cross section

11

Differential cross section in b-jet pT calculated with and w/o subtracting the single top 
contamination (very large)

C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

➡Discrepancy growing as a function of p
T
, but large statistical uncertainty 

➡Study with single top included seems to vouch for this discrepancy, with a 
reduced stat uncertainty in the higher pt bins



Z+b(b) analysis in Run 1 

JHEP 10 (2014) 141



Measurement performed on same dataset as W+b (7 TeV, 4.6 fb-1)

Z+b(b) - Dataset and strategy

13

Total cross section + large pool of differential distributions → feedback to generators

C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

dσ/dx x

1 b-tag yZ, pT
Z, yb, pT

b, ΔRZ,b, ΔΦZ,b, yboost
Z,b

2 b-tags yZ, pT
Z, mbb, ΔRbb

Stefania Spagnolo Lake Louise Winter Institute, 15-21 Feb 2015 W/Z+jets in ATLAS

pQCD + flavor number schema (FNS) and b-content of the proton + treatment of b-mass 
(in ME and PS); Several calculation techniques on the market 


Measurements: Total and differential cross sections for Z+≥1b and Z+≥2b testing different 
physics


Z+b(b)

�12

Low background Z+jet selection 


b-tagging (@75%efficiency) and fit to distributions 
of flavor-sensitive discriminant (predicted by 
simulation) to reduce Z+c and Z+light


dominant systematics


Z+≥1b error dominated by systematics; Z+≥2b 
still statistically limited in differential distributions

example flavor fit

not a b-initiated process FNS is NOT relevant 

b as initial state parton from DGLAP 
evolution 5FNS 

b from initial state gluon splitting to bb 
4FNS

JHEP10(2014)141Summer 2014

Z+≥1 b-jet 
b is initial state parton: 

5FNS

Stefania Spagnolo Lake Louise Winter Institute, 15-21 Feb 2015 W/Z+jets in ATLAS

pQCD + flavor number schema (FNS) and b-content of the proton + treatment of b-mass 
(in ME and PS); Several calculation techniques on the market 


Measurements: Total and differential cross sections for Z+≥1b and Z+≥2b testing different 
physics


Z+b(b)

�12

Low background Z+jet selection 


b-tagging (@75%efficiency) and fit to distributions 
of flavor-sensitive discriminant (predicted by 
simulation) to reduce Z+c and Z+light


dominant systematics


Z+≥1b error dominated by systematics; Z+≥2b 
still statistically limited in differential distributions

example flavor fit

not a b-initiated process FNS is NOT relevant 

b as initial state parton from DGLAP 
evolution 5FNS 

b from initial state gluon splitting to bb 
4FNS

JHEP10(2014)141Summer 2014

Z+≥2 b-jet 
Present in both 4 and 5FNS



Z+b(b) - Background and systematics
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➡ Background treatment: 
➡ top and diboson from simulation 

➡ QCD multijet from data 

➡ template fit to b-tag discriminant to extract signal and contribution of mis-
tagged events of W+light and c-jets

C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

Dominant uncertainties and 
limiting factors (to be addressed 
in Run 2 analysis): 

➡ Dominant systematic uncertainties 
from flavour fit, b-tagging and JES 

➡ 2 b-jet region dominated by statistical 
uncertainties in the differential 
distributions
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Figure 4. Example fits to the distribution of (a) CombNNc at jet-level for 1-tag events with
1.2 < |y(Z)| < 1.6, and (b)

∑

(CombNNc) at event-level for 2-tag events with 3.2 < ∆R(b, b) < 5.0.

ulation. Fits to data allow the b- and non-b-jet Z+jets yields to float, while backgrounds

from sources other than Z+jets are combined into a single template whose normalisation is

determined from the sum of their predicted contributions and fixed in the fit. Where a per

b-jet yield is measured, all tagged jets are used in the fit; where a per-event yield is mea-

sured, only the highest pT tagged jet in an event is used in the fit. The electron and muon

channel templates in data are combined before the fit to maximise the statistical precision.

For measurements of differential cross-sections, these fits are performed independently in

each bin, and Figure 4(a) shows an example fit to the CombNNc distribution in one dif-

ferential bin, which is typical of the results obtained. Table 2 summarises all signal and

background contributions compared to data for the integrated 1-tag selections at detector-

level after the jet-flavour fits. Also shown in Table 2 are the Alpgen+Herwig+Jimmy

1-tag predictions, where it can be seen that they significantly underestimate the fitted b-jet

yields.

In the 2-tag event selection fits are made to
∑

(CombNNc), where the sum is over

the two highest pT tagged jets in an event. There are six possible flavour combinations of

b-jets, c-jets, and light-jets in the Z+jets MC simulation. The highest statistical precision

on the signal bb-yield is obtained when the other five flavour combinations are combined

into a single non-bb template. However, the shapes of the non-bb templates are not de-

generate, as the presence of a single b-jet in the b+light or b + c cases results in a higher

value of
∑

(CombNNc) compared to light+light, light+c and c + c cases. Therefore, the

overall number of these single-b events is important in determining the shape of the non-bb

template. As discussed above, and can be seen in Table 2, the Alpgen+Herwig+Jimmy

simulation is observed to underestimate the b-jet yield in data, and it follows that the

number of b+light and b + c events cannot be taken directly from the simulation when

forming the non-bb template, but must be measured. To determine the appropriate scaling

for the templates containing a single b-jet, a fit is performed to CombNN in an alternative

sample containing a reconstructed Z boson with at least two jets, of which exactly one is

– 10 –

Example template fit in one of the y(Z) intervals



(Zb) [pb]σ

0 1 2 3 4 5 6

 (stat.)-1 = 7 TeV, 4.6 fbsData 
syst.)⊕ (stat.-1 = 7 TeV, 4.6 fbsData 

NLO
 MSTW2008⊗MCFM 
 CT10⊗MCFM 
 NNPDF2.3⊗MCFM 

 MSTW2008⊗aMC@NLO 4FNS 
 MSTW2008⊗aMC@NLO 5FNS 

LO multileg
 CT10⊗SHERPA 

 CTEQ6L1⊗ALPGEN+HJ 

ATLAS
1 b-jet≥Z+

(a)

(Zbb) [pb]σ

0 0.1 0.2 0.3 0.4 0.5 0.6

 (stat.)-1 = 7 TeV, 4.6 fbsData 
syst.)⊕ (stat.-1 = 7 TeV, 4.6 fbsData 

NLO
 MSTW2008⊗MCFM 
 CT10⊗MCFM 
 NNPDF2.3⊗MCFM 

 MSTW2008⊗aMC@NLO 4FNS 
 MSTW2008⊗aMC@NLO 5FNS 

LO multileg
 CT10⊗SHERPA 

 CTEQ6L1⊗ALPGEN+HJ 

ATLAS
2 b-jet≥Z+

(b)

Figure 6. Cross-sections for (a) Z+ ≥ 1 b-jet, and (b) Z+ ≥ 2 b-jets. The measurement is shown as
a vertical blue line with the inner blue shaded band showing the corresponding statistical uncertainty
and the outer green shaded band showing the sum in quadrature of statistical and systematic
uncertainties. Comparison is made to NLO predictions from mcfm interfaced to different PDF sets
and amc@nlo interfaced to the same PDF set in both the 4FNS and 5FNS. The statistical (inner
bar) and total (outer bar) uncertainties are shown for these predictions, which are dominated by the
theoretical scale uncertainty calculated as described in the text. Comparisons are also made to LO
multi-legged predictions from Alpgen+Herwig+Jimmy and Sherpa; in this case the uncertainty
bars are statistical only, and smaller than the marker.
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Figure 6. Cross-sections for (a) Z+ ≥ 1 b-jet, and (b) Z+ ≥ 2 b-jets. The measurement is shown as
a vertical blue line with the inner blue shaded band showing the corresponding statistical uncertainty
and the outer green shaded band showing the sum in quadrature of statistical and systematic
uncertainties. Comparison is made to NLO predictions from mcfm interfaced to different PDF sets
and amc@nlo interfaced to the same PDF set in both the 4FNS and 5FNS. The statistical (inner
bar) and total (outer bar) uncertainties are shown for these predictions, which are dominated by the
theoretical scale uncertainty calculated as described in the text. Comparisons are also made to LO
multi-legged predictions from Alpgen+Herwig+Jimmy and Sherpa; in this case the uncertainty
bars are statistical only, and smaller than the marker.
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Z+b(b) - Cross section measurement

15C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

➡ Different predictions compared: 

➡ MCFM (fixed order NLO for Z+≥1 b and Z+≥2b, 5FNS, massless b’s) 

➡ compared different PDF sets, within 1 sigma (th) from one another - relatively good 
agreement in 1 b-jet case 

➡ aMC@NLO (NLO ME for Z+bb, 4FNS, massive b’s) 

➡ good agreement for Z+bb, > 2sigma off for Z+1b 

➡ aMC@NLO (NLO ME for Z+1b, 5FNS, massless b’s) 

➡ good agreement for Z+1b, and large underestimate for Z+bb



Z+b(b) - dσ/dpTZ

16

➡ Differential x sections compared to same MC’s described in previous slide + LO multi leg (shown on 
plots without applying k-factors): 

➡ Alpgen (4FNS) 

➡ Sherpa (5FNS) 1.4.1 

➡ Discrepancy with respect to NLO predictions at high p
T

Z

  → to be addressed with new Run 2 measurement!

C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24
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Figure 8. The cross-section σ(Zb) as a function of Z boson pT (a) and |y| (b). The top panels
show measured differential cross-sections as filled circles with statistical (inner) and total (outer
bar) uncertainties. Overlayed for comparison are the NLO predictions from mcfm and amc@nlo

both using the MSTW2008 PDF set. The shaded bands represents the total theoretical uncertainty
for mcfm and the uncertainty bands on amc@nlo points represent the dominant theoretical scale
uncertainty only. Also overlaid are LO multi-legged predictions for Alpgen+Herwig+Jimmy and
Sherpa. The middle panels show the ratio of NLO predictions to data, and the lower panels show
the ratio of LO predictions to data.
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Figure 11. The cross-section σ(Zbb) as a function of Z boson pT (a), and |y| (b). The top panels
show measured differential cross-sections as filled circles with statistical (inner) and total (outer
bar) uncertainties. Overlayed for comparison are the NLO predictions from mcfm and amc@nlo

both using the MSTW2008 PDF set. The shaded bands represents the total theoretical uncertainty
for mcfm and the uncertainty bands on amc@nlo points represent the dominant theoretical scale
uncertainty only. Also overlaid are LO multi-legged predictions for Alpgen+Herwig+Jimmy and
Sherpa. The middle panels show the ratio of NLO predictions to data, and the lower panels show
the ratio of LO predictions to data.
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Z+b(b) - dσ/dpTb and dσ/dΔR(Z,b)

17C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

MC and data agree within 
the uncertainty

MCFM bad modelling because of 1 parton 
case (ΔΦ(Z,b)=π by construction, fixed order 
calculation with up to 2 outgoing partons)
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Figure 7. The inclusive b-jet cross-section σ(Zb) × Nb-jet as a function of b-jet pT (a) and
|y| (b). The top panels show measured differential cross-sections as filled circles with statistical
(inner) and total (outer bar) uncertainties. Overlayed for comparison are the NLO predictions
from mcfm and amc@nlo both using the MSTW2008 PDF set. The shaded bands represents the
total theoretical uncertainty for mcfm and the uncertainty bands on amc@nlo points represent
the dominant theoretical scale uncertainty only. Also overlaid are LO multi-legged predictions for
Alpgen+Herwig+Jimmy and Sherpa. The middle panels show the ratio of NLO predictions to
data, and the lower panels show the ratio of LO predictions to data.
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Figure 10. The inclusive b-jet cross-section σ∗(Zb) × Nb-jet as a function of ∆φ(Z, b) (a) and
∆R(Z, b) (b). The inclusive cross-section requires that the Z boson pT be at least 20 GeV. The
top panels show measured differential cross-sections as filled circles with statistical (inner) and
total (outer bar) uncertainties. Overlayed for comparison are the NLO predictions from mcfm

and amc@nlo both using the MSTW2008 PDF set. The shaded bands represents the total the-
oretical uncertainty for mcfm and the uncertainty bands on amc@nlo points represent the dom-
inant theoretical scale uncertainty only. Also overlaid are LO multi-legged predictions for Alp-

gen+Herwig+Jimmy and Sherpa. The middle panels show the ratio of NLO predictions to data,
and the lower panels show the ratio of LO predictions to data.
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Z+b(b) - dσ/dmbb and dσ/dΔR(b,b)

18C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

Low ΔR(b,b) large discrepancy! 
Testing here gluon splitting to bb!!! → very interesting to be followed up in Run 2!!
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Figure 12. The cross-section σ(Zbb) as a function of m(b, b) (a) and ∆R(b, b) (b). The top panels
show measured differential cross-sections as filled circles with statistical (inner) and total (outer
bar) uncertainties. Overlayed for comparison are the NLO predictions from mcfm and amc@nlo

both using the MSTW2008 PDF set. The shaded bands represents the total theoretical uncertainty
for mcfm and the uncertainty bands on amc@nlo points represent the dominant theoretical scale
uncertainty only. Also overlaid are LO multi-legged predictions for Alpgen+Herwig+Jimmy and
Sherpa. The middle panels show the ratio of NLO predictions to data, and the lower panels show
the ratio of LO predictions to data.
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Figure 12. The cross-section σ(Zbb) as a function of m(b, b) (a) and ∆R(b, b) (b). The top panels
show measured differential cross-sections as filled circles with statistical (inner) and total (outer
bar) uncertainties. Overlayed for comparison are the NLO predictions from mcfm and amc@nlo

both using the MSTW2008 PDF set. The shaded bands represents the total theoretical uncertainty
for mcfm and the uncertainty bands on amc@nlo points represent the dominant theoretical scale
uncertainty only. Also overlaid are LO multi-legged predictions for Alpgen+Herwig+Jimmy and
Sherpa. The middle panels show the ratio of NLO predictions to data, and the lower panels show
the ratio of LO predictions to data.
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Figure 13. The mcfm prediction using different PDF sets for the cross-sections σ(Zb) (a) and
σ(Zbb) (b) as a function of the Z boson |y|. The top panels show measured differential cross-
sections as filled circles with statistical (inner) and total (outer bar) uncertainties. The shaded
band represents the total theoretical uncertainty for mcfm interfaced to the MSTW2008 PDF set.
Uncertainties on mcfm predictions with alternative PDF sets are statistical only. The lower panel
shows the ratio of each prediction to data.
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Figure 13. The mcfm prediction using different PDF sets for the cross-sections σ(Zb) (a) and
σ(Zbb) (b) as a function of the Z boson |y|. The top panels show measured differential cross-
sections as filled circles with statistical (inner) and total (outer bar) uncertainties. The shaded
band represents the total theoretical uncertainty for mcfm interfaced to the MSTW2008 PDF set.
Uncertainties on mcfm predictions with alternative PDF sets are statistical only. The lower panel
shows the ratio of each prediction to data.
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Z+b(b) - Checking pdf’s

19C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

Z rapidity most sensitive distribution to pdf’s → still hard to make a 
statement because of large scale uncertainties 

Trend of predictions with respect to data similar between different pdf’s



Short digression: 
a different V+HF analysis 

W+c in Run 1 

JHEP 05 (2014) 068



W+c - Dataset, motivation and strategy

21C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016

courtesy of Y. Ninomiya

➡ Measurement performed on the same 7 TeV dataset 

➡ Probe for strange PDF 
➡ Provides info on SU(3) flavour symmetry 

➡ is the symmetry of the sea broken by strange quark mass? 

➡ (how) does it depend on x? 

➡ 2 analyses to extract c-component in the final state 
➡ soft muon tagging of the jet  

➡ use D hadrons 

➡ Charge correlation between W and c used for background suppression (OS-SS)

/24



W+c - Analysis description

22C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016

➡ W+c-jet based on cut and count of OS and SS events 

➡ Main background estimated using data, smaller via MC

N

OS–SS (W ! e⌫) W + 1 jet W + 2 jets W + 1, 2 jets
W+light 240±100 100±50 330±130
Multijet 130±140 0±100 160±170
t

¯

t 13±5 79±14 92±16
Single top 62±10 78±12 140±20
Diboson 35±6 35±5 70±9
Z+jets 8±12 15±10 23±15
Total background 490±160 300±120 820±200

Table 2. Estimated background in OS–SS events in the W+1 jet, W+2 jets and W+1,2 jets sam-
ples for the electron channel. The uncertainties include statistical and systematic contributions.
The correlations between the uncertainties for the different background estimates stemming from
the constraint in the SS sample is taken into account when computing the total background un-
certainties. For backgrounds estimated with data-driven methods the yields in the W+1 jet, W+2
jets, and W+1,2 jets sample are estimated independently.
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Figure 6. Distribution of the SMT jet pT (left) and the soft-muon pT (right) in OS–SS events of
the W+1,2 jets sample for the electron channel. The normalisation of the W+light background and
the shape and normalisation of the multijet background are obtained with data-driven methods.
All other backgrounds are estimated with MC simulations and normalised to their theoretical cross
sections. The signal contribution is normalised to the measured yields.

technique is adapted to take this into account. The multijet background in OS+SS events
is determined by the equation

N

OS+SS
multijet = N

pretag
multijet ·R

SMT
multijet, (6.5)

where Npretag
multijet is the multijet event yield in the pretag sample and R

SMT
multijet is the soft-muon

tagging rate for events in the multijet sample.
The evaluation of Npretag

multijet uses a data-driven technique known as the Matrix Method [59].
An expanded sample enriched in multijet events is obtained by applying all selection cuts
to the data except for the muon isolation requirements. The efficiencies of the isolation re-
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Figure 8. Invariant mass constructed using the four-momenta of the soft muon and the muon from
the decay of the W -boson candidate.
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Figure 9. Distribution of the SMT jet pT (left) and soft-muon pT (right) in OS–SS events of
the W+1,2 jets sample for the muon channel. The normalisations of the W+light and Z+jets
backgrounds and the shape and normalisation of the multijet background are obtained with data-
driven methods. All other backgrounds are estimated with MC simulations and normalised to their
theoretical cross sections. The signal contribution is normalised to the measured yields.

to the measured yields and the background contributions are normalised to the values listed
in table 3. The MC simulation is in fair agreement with data.

In addition to the inclusive samples, yields and cross sections are measured in 11 bins
of |⌘`|, separately for W

+ and W

�, as is done for the electron channel except that the
|⌘`| distribution of the multijet background is derived from the inverted isolation and low
transverse mass control regions.
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Figure 4. Results of the fits to the distributions of m(D) and �m = m(D

⇤
) � m(D

0
) in OS–

SS W

±
D

(⇤)⌥ events. The fit results are shown for W

+
D

(⇤)� (left) and W

�
D

(⇤)+ (right) in the
inclusive sample defined by p

D(⇤)

T > 8GeV and |⌘D(⇤) | < 2.2: D

± ! K

⌥
⇡
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⇡

±(top row), D⇤± !
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± (bottom row). The data distributions are shown by the filled markers,
where the error bars show the statistical uncertainty. The fit result is shown by the solid line.
The filled histogram represents the signal template normalised according to the fit result, while the
contribution of the combinatorial background is shown by the dotted line.
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Figure 4. Results of the fits to the distributions of m(D) and �m = m(D

⇤
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) in OS–

SS W

±
D

(⇤)⌥ events. The fit results are shown for W

+
D

(⇤)� (left) and W
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D

(⇤)+ (right) in the
inclusive sample defined by p

D(⇤)

T > 8GeV and |⌘D(⇤) | < 2.2: D
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➡ W+c hadron based on exclusive reconstruction of D
±
 and D* mesons in different decay channels 

➡ Fit mass of D+- or mass difference (D*-D
0
)
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PDFs with symmetric light quark sea (ATLAS-epWZ12) are favoured by the data
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Figure 10. Measured fiducial cross sections compared to various PDF predictions based on
aMC@NLO. The solid vertical line shows the central value of the measurement, the inner error
band corresponds to the statistical uncertainty and the outer error band to the sum in quadra-
ture of the statistical and systematic uncertainties. The PDF predictions are shown by markers.
The inner error bars on the theoretical predictions show the 68% confidence level uncertainties
obtained from the error sets provided with each PDF set, while the outer error bar represents the
total theoretical uncertainty (sum in quadrature of PDF, parton shower, fragmentation and scale
uncertainties).
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Figure 10. Measured fiducial cross sections compared to various PDF predictions based on
aMC@NLO. The solid vertical line shows the central value of the measurement, the inner error
band corresponds to the statistical uncertainty and the outer error band to the sum in quadra-
ture of the statistical and systematic uncertainties. The PDF predictions are shown by markers.
The inner error bars on the theoretical predictions show the 68% confidence level uncertainties
obtained from the error sets provided with each PDF set, while the outer error bar represents the
total theoretical uncertainty (sum in quadrature of PDF, parton shower, fragmentation and scale
uncertainties).
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Figure 13. Measured differential cross section as a function of lepton |⌘| compared to predictions
obtained using various PDF sets: (top left) W

+
c-jet, (top right) W

�
c-jet, (middle left) W

+
D

�,
(middle right) W

�
D

+, (bottom left) W

+
D

⇤� and (bottom right) W

�
D

⇤+. The measurements
are shown by the filled circles. The error bars give the statistical uncertainty, while the sum in
quadrature of the statistical and systematic uncertainties is shown as an error band. The the-
ory predictions are based on the aMC@NLO simulation. The different markers correspond to the
predictions obtained using various PDF sets and the corresponding error bars represent the to-
tal theoretical uncertainties (sum in quadrature of PDF, parton shower, fragmentation and scale
uncertainties).
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Figure 13. Measured differential cross section as a function of lepton |⌘| compared to predictions
obtained using various PDF sets: (top left) W

+
c-jet, (top right) W

�
c-jet, (middle left) W

+
D

�,
(middle right) W

�
D

+, (bottom left) W

+
D

⇤� and (bottom right) W

�
D

⇤+. The measurements
are shown by the filled circles. The error bars give the statistical uncertainty, while the sum in
quadrature of the statistical and systematic uncertainties is shown as an error band. The the-
ory predictions are based on the aMC@NLO simulation. The different markers correspond to the
predictions obtained using various PDF sets and the corresponding error bars represent the to-
tal theoretical uncertainties (sum in quadrature of PDF, parton shower, fragmentation and scale
uncertainties).
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➡ Need to revisit asap the V+b(b) measurement (in progress) 
➡ Very complete Z channel analysis @ 7 TeV 

➡ Less information from W+b analysis - follow up and measurement of      W+bb 
needed! 

➡ Very important for Higgs analysis (and not only!!! Many BSM analyses have V+b’s 
final states) 

➡ Try and go as low as possible in ΔR(b,b) for the Z case → probe even more the 
gluon splitting 

➡ Interesting results from the W+c analysis, hinting towards symmetric light 
quark sea in PDF’s  - will be followed up 

➡ …more on plans and where we stand now and what we plan in Josh talk!
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Z+bb - differential cross sections

26

Differential cross section in b-jet pt calculated with and w/o subtracting the single top 
contamination (very large)

C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

➡Discrepancy growing as a function of pt, but large statistical uncertainty 

➡Study with single top included seems to vouch for this discrepancy, with a 
reduced stat uncertainty on the higher pt bins
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Figure 9. Measured differential W+b-jets cross-section without single-top subtraction as a function
of pb-jetT in the 1-jet (left) and 2-jet (right) samples, obtained by combining the electron and muon
channels. The measurements are compared to the W+b-jets plus single-top predictions obtained
using Alpgen interfaced to Herwig and Jimmy and scaled by the NNLO inclusive W normalization
factor plus AcerMC interfaced to Pythia and scaled to the NLO single-top cross-section. The
ratios between measured and predicted cross-sections are also shown.

Table 9. Measured fiducial W+b-jets cross-section without single-top subtraction in the 1-jet
region, with statistical and systematic uncertainties and their correlations in bins of pb-jetT .

Fiducial cross-section of W+b-jets + single-top, 1 jet
pb-jetT [GeV] [25, 30] [30, 40] [40, 60] [60, 140]
d�/dpb-jetT [nb/GeV] 278 156 80 15.7
Statistical Uncertainty (%) 6 4 5 5
Systematic Uncertainty (%) 23 15 15 16
Correlation coefficients of 1 0.401 �0.31 �0.03

statistical uncertainties 1 0.00 �0.13

1 �0.05

1
Correlation coefficients of 1 0.840 0.682 0.866
systematic uncertainties 1 0.935 0.875

1 0.861
1
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Figure 8. Measured differential W+b-jets cross-sections with the statistical plus systematic un-
certainties as a function of pb-jetT in the 1-jet (left) and 2-jet (right) fiducial regions, obtained by
combining the muon and electron channel results. The measurements are compared to the MCFM
predictions and to the Alpgen predictions interfaced to Herwig and Jimmy and scaled by the
NNLO inclusive W normalization factor. The ratios between measured and predicted cross-sections
are also shown.

from the Alpgen simulation interfaced to Herwig and Jimmy has beeen applied to both
calculations. This correction represents a 25% effect on the total cross-section, concen-
trated in the lowest momentum bins of the 1-jet region. The DPI contribution in Alpgen
has been shown to agree at the detector level with the ATLAS measurement of �e↵ in the
W+2-jet sample [60]. Based on this measurement, a +39

�28% uncertainty is assigned to the
DPI correction. The non-perturbative and DPI corrections for the 1-jet and 2-jets regions
are presented in table 7. The fully corrected MCFM predictions are presented in table 8
for the 1-jet, 2-jet and 1+2-jet fiducial regions.
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Z+b(b) - further info

27C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

courtesy of B. Brau



W+c - rs

28C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

courtesy of Y. Ninomiya



VH(Hbb) - modelling uncertainties

29C. Debenedetti, UCSC/SCIPP - HF@LHC workshop, Durham, 20/4/2016 /24

Paper table : Modeling uncertainties

Table 05:

J
H
E
P
0
1
(
2
0
1
5
)
0
6
9

Signal

Cross section (scale) 1% (qq), 50% (gg)

Cross section (PDF) 2.4% (qq), 17% (gg)

Branching ratio 3.3 %

Acceptance (scale) 1.5%–3.3%

3-jet acceptance (scale) 3.3%–4.2%

pVT shape (scale) S

Acceptance (PDF) 2%–5%

pVT shape (NLO EW correction) S

Acceptance (parton shower) 8%–13%

Z+jets

Zl normalisation, 3/2-jet ratio 5%

Zcl 3/2-jet ratio 26%

Z+hf 3/2-jet ratio 20%

Z+hf/Zbb ratio 12%

∆φ(jet1, jet2), p
V
T , mbb S

W+jets

Wl normalisation, 3/2-jet ratio 10%

Wcl, W+hf 3/2-jet ratio 10%

Wbl/Wbb ratio 35%

Wbc/Wbb, Wcc/Wbb ratio 12%

∆φ(jet1, jet2), p
V
T , mbb S

tt

3/2-jet ratio 20%

High/low-pVT ratio 7.5%

Top-quark pT, mbb, Emiss
T S

Single top

Cross section 4% (s-,t-channel), 7% (Wt)

Acceptance (generator) 3%–52%

mbb, p
b1
T S

Diboson

Cross section and acceptance (scale) 3%–29%

Cross section and acceptance (PDF) 2%–4%

mbb S

Multijet

0-, 2-lepton channels normalisation 100%

1-lepton channel normalisation 2%–60%

Template variations, reweighting S

Table 5. Summary of the systematic uncertainties on the signal and background modelling. An
“S” symbol is used when only a shape uncertainty is assessed.
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