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Disclaimer
A lot of progress in pQCD in the last year

•Impossible / useless to cover everything in 45 minutes

•In the following: more or less coherent overview of some 
key ingredients needed for precision physics at the LHC, 
with CHERRY-PICKED EXAMPLES OF NEW (=AFTER ANNUAL 
THEORY MEETING 2015) RESULTS

•Apologies if your favorite topic is not covered…



Physics at the LHC: need for precision
•Despite the standard model being ‘complete’, strong 

indications that new physics may be present at the LHC
•Before the LHC, some expectation of new physics beyond the 

corner (naturalness, fine tuning, WIMP miracle…): SUSY, extra 
dimensions… So far, this has not happened

•Discovering new physics turned out to be more challenging. 
No spectacular new signatures ⇒ new physics can be hiding in 
small deviations from SM behavior, or in unusual places

•To single them out: TEST THE (IN)CONSISTENCY OF THE SM AT 
THE LHC, as best as we can

PRECISION QCD IS NOW A PRIVILEGED TOOL FOR 
DISCOVERY AT THE LHC

Also, pushing the frontier of pQCD forward, we keep learning about the 
structure of a REAL-WORLD QFT.



Precision goals: some (rough) estimates
Imagine to have new physics at a scale Λ

•if Λ small → should see it directly, bump hunting

•if Λ large, typical modification to observable w.r.t. 
standard model prediction: δO ~ Q2/Λ2 

•standard observables at the EW scale: to be sensitive to ~ 
TeV new physics, we need to control δO to few percent

•high scale processes (large pT, large invariant masses…): 
sensitive to ~TeV if we control δO to 10-20%

THESE KINDS OF ACCURACIES ARE WITHIN REACH OF LHC 
EXPERIMENT CAPABILITIES.

WE SHOULD PUSH OUR UNDERSTANDING OF PQCD TO MATCH 
THEM ON THE THEORY SIDE



Precise predictions: requirements
THE GOAL: PRECISE MODELING OF THE 

ACTUAL EXPERIMENTAL SETUP

Many different ingredients

NP models (hadronization…)

Parton shower evolution

HARD SCATTERING

Parton distribution functions



“Few percent”: the theory side
d� =

Z
dx1dx2f(x1)f(x2)d�part(x1, x2)FJ(1 +O(⇤QCD/Q))

Input parameters: ~few percent.
In principle improvable

NP effects: ~ few percent
No good control/understanding 

of them at this level. LIMITING 
FACTOR FOR FUTURE DEVELOPMENT

HARD SCATTERING MATRIX ELEMENT

•large Q → most interesting and theoretically clean
•αs ~ 0.1 → For TYPICAL PROCESSES, we need NLO for ~ 10% 

and NNLO for ~ 1 % accuracy. Processes with large 
perturbative corrections (Higgs): N3LO

•Going beyond that is neither particularly useful (exp. 
precision) NOR POSSIBLE GIVEN OUR CURRENT UNDERSTANDING 
OF QCD



NLO computations: 
status and recent progress



NLO computations: where do we stand
Thanks to a very good understanding of one-loop amplitudes and to 

significant development in MC tools (→ real emission) now 
NLO IS THE STANDARD FOR LHC ANALYSIS

•Many publicly available codes allow anyone to perform NLO analysis 
for reasonably arbitrary [~ 4 particles ( ~ 3 colored) in the final state] LHC 
processes: MADGRAPH5_AMC@NLO, OPENLOOPS(+SHERPA), 
GOSAM(+SHERPA), RECOLA, HELAC…

•The next step for automation: NLO EW (basically there), arbitrary BSM

Dedicated codes allow for complicated final states, e.g.: 
•V(V)+jets [BLACKHAT+SHERPA], jets [NJET+SHERPA], tt+jets [Höche et al. (2016)] → 

also allow for interesting theoretical analysis (mult. ratios predictions…)

•H+jets [GOSAM+SHERPA]. Recently: up to 3-jets at LO with full top-mass 
dependence [Greiner et al. (2016)] →  investigate the high-pt Higgs spectrum

•Off-shell effects in ttX processes: ttH [Denner and Feger (2015)], ttj [Bevilacqua 
et al. (2015)]



NLO computations: where do we stand

Thanks to a very good understanding of one-loop amplitudes and to 
significant development in MC tools (→ real emission) now 

NLO IS THE STANDARD FOR LHC ANALYSIS

NLO RESULTS: SOME THEORETICAL SURPRISE

•NLO “revolution” triggered by new ideas for loop amplitude 
computation → unitarity, on-shell integrand reduction

•Sophisticated incarnations of traditional “Passarino-Veltman”-like 
tensor reduction proved to be COMPETITIVE WITH UNITARITY METHODS  
(COLLIER + OPENLOOPS)

•Amplitudes computed with numerical methods are fast and stable in 
degenerate kinematics → can be used in NNLO computations (so far 
established for color-singlet processes)



NLO: loop-induced processes
In the past year, significant progress for loop-induced processes

NLO

•Relevant examples: Higgs pt, gg→VV (especially after qq→VV@NNLO), 
gg→VH (especially after qq@NNLO), di-Higgs…

•Despite being loop-suppressed, the large gluon flux makes the yield for these 
processes sizable

•gluon-fusion processes → expect large corrections
•At NLO simple infrared structure, but virtual corrections require complicated 

two-loop amplitudes 
•Real emission: one-loop multi-leg, in principle achievable with 1-loop tools



A small detour: loop amplitudes
Computation of loop-amplitudes in two steps:
1. reduce all the integrals of your amplitudes to a minimal set of 

independent `master’ integrals
2. compute the independent integrals

At one-loop:
• independent integrals are always the same (box, tri., bub., tadpoles)
• only (1) is an issue. Very well-understood (tensor reduction, unitarity…)

Beyond one-loop: reduction not well understood, MI many and 
process-dependent (and difficult to compute…)



Two-loop: reduction

•State of the art for phenomenologically relevant amplitudes
•2 → 2 with massless internal particles (di-jet, H/V+jet, VV)
•2 → 2 with two mass scales: ttbar [Czakon et al. (2007)], H+JET WITH 

FULL TOP MASS DEPENDENCE [Melnikov et al. (2016)]

•Going beyond: significant improvements of tools, NEW IDEAS

•So far: based on SYSTEMATIC ANALYSIS OF SYMMETRY RELATIONS between 
different integrals (IBP-LI RELATIONS [Tkachov; Chetyrkin and Tkachov (1981); 
Gehrmann and Remiddi (2000)] / LAPORTA ALGORITHM [Laporta (2000)])

•Motivated by the one-loop success, many interesting attempts to 
generalize unitarity ideas / OPP approach to two-loop case

•We are still not there, but a lot of progress 
•Interesting proof-of-concept for unitarity-based approaches: 5/6-

gluon all-plus amplitudes at two-loops [Badger, Frellesvig, Zhang (2013); 
Badger, Mogull, Ochiruv, O’Connell (2015); Badger, Mogull, Peraro (2016)] 



•For a large class of processes (~ phenomenologically relevant scattering 
amplitudes with massless internal lines) we think we know (at least in 
principle) how to compute the (very complicated) MI. E.g.: DIFFERENTIAL 
EQUATIONS [Kotikov (1991); Remiddi (1997); HENN (2013); Papadopoulos (2014)]

•  Recent results for very complicated processes: planar 3-jet [Gehrmann, 
Henn, Lo Presti (2015)], towards planar Vjj/Hjj [Papadopoulos, Tommasini, 
Wever (2016)]

•In these cases, the basis function for the result is very well-known 
(Goncharov PolyLogs) and several techniques allow to efficiently handle 
the result (symbol, co-products…) and numerically evaluate it

Two-loop: master integrals

@

x

~
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x
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Introduction The integrals Boundary conditions & application S & O

2-loop five-point planar integrals
I present the computation of the full set of planar master integrals at 5-pt

G{a1 ,... ,a11 } =
Z dDk1 dDk2

(ipD/2)2
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sij = (pi + pj)2

~x = {s12,s23,s34,s45,s51}

Also calculated by [Papadopoulos, Tommasini, Wever]
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Two-loop: master integrals
•Unfortunately, we know that GPL are not the end of the story. For pheno-

relevant processes, we typically exit from this class when we consider 
amplitudes with internal massive particles (e.g. ttbar, H+J)

•Progress in this cases as well (e.g. [Tancredi, Remiddi (2016); Adams, 
Bogner, Weinzierl (2015-16)]) but we are still far from a satisfactory 
solution → real conceptual bottleneck for further development

•FIRST STEP TOWARDS A SOLUTION: planar results for H+J with full top 
mass effects. Solution as 1-fold integrals. Elliptic functions. [Bonciani 
et al. (2016)]

•Side note: some times physics come and help you. b-quark mass effects for 
Higgs pt relevant in the region mb ≪ pt ≪ mH. Using this condition 
massively simplify the computation of integrals  → AMPLITUDE IN THIS 
REGIME RECENTLY COMPUTED [Melnikov et al. (2016)]. But result cannot be 
extended for pt ≫ mH



Back to loop induced: NLO for gg → VV
Thanks to the progress in loop-amplitude computations, NLO corrections to 
gg→WW/ZZ and to gg→(H)→VV signal/background interference
[FC, Melnikov, Röntsch, Tancredi (2015-16); Campbell, Ellis, Czakon, Kirchner (2016)]
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Figure 6: Four-lepton invariant mass distributions in gg ! ZZ processes at the 13 TeV LHC.

The full result is shown as well as contributions of signal, background and interference separately.

LO results are shown in yellow, NLO results are shown in blue, and scale variation is shown for

m4`/4 < µ < m4` with a central scale µ = m4`/2. The lower pane shows the K-factors.

the background distributions are relatively flat, with a slight increase with m4`. The situation

with the interference is different. In this case, the K-factor around the 2mZ threshold is

large, Kintf ⇡ 2.5 for m4`
<⇠ 2mZ . As the invariant mass increases, the interference K-factor

decreases rapidly and flattens out, reaching the value Kintf ⇡ 1.5 at m4` = 2mt. Hence, at

around m4` ⇠ 2mt, values of the interference, signal and background K-factors become very

similar and, practically, independent of the value of the invariant mass m4`. Thus, we find

that the impact of NLO QCD corrections on the interference K-factor can be approximated

by the geometric mean of the signal and the background K-factors when the interference is

integrated over the full kinematic range of four-lepton masses, as well as at higher values of

the invariant masses where Ksignal ⇡ Kbkgd ⇡ Kintf . However, this is not the case close to

2mZ threshold, where the behavior of the interference K-factor is different from either the

signal or background K-factors.

14

case the K-factor decreases slowly from around 2.2 at small invariant masses to around 1.8 in the far
tail. We note that the K-factor for the Higgs amplitudes alone, and the one for the interference with
the top quark loops, is almost identical. In the high-energy limit this is guaranteed to be the case,
due to the cancellation between these two processes. This behaviour is shown explicitly in Fig. 16.

Figure 15: Left panel: Interference of the Higgs amplitude and quark loops at LO and NLO, with

the scale uncertainty indicated by the dashed histograms. The ratio of the NLO and LO results is

shown in the lower panel. Right panel: The equivalent results for the Higgs amplitude squared.

Figure 16: The ratio of the K-factors for the square of the Higgs diagrams alone (Khiggs) and the one

for the interference (Kinter). The lines are fits to the individual histogram bins that are good to the

level of a few percent and are shown for the central scale (blue) as well as the scale variations (red,

green).

The integrated cross-sections for the interference contributions and the Higgs amplitude squared
are shown in Table 2. Note that, in this table, the total interference differs from the sum of the massive
and massless loops by a small amount that is due to the anomalous contribution. At this level the

– 30 –

gg→4l

•Large corrections (relevant especially for precision pp→ZZ cross-section)
•Higgs interference: large, but as expected (Ksig~Kbkg~Kint)
•Top mass effects (important for interference) through 1/mt expansion → 

reliable only below threshold (although some hope for past-threshold 
extension via Padé approximations)



Loop induced: di-Higgs@NLO
[Borowka, Greiner, Heinrich, Jones, Kerner, Schlenk, Schubert, Zirke (2016)]

•2-loop amplitude beyond current 
reach (reduction and for MI)

•Completely different approach: 
FULLY NUMERICAL INTEGRATION OF 
EACH INDIVIDUAL INTEGRAL

•Table of 665 phase-space points

•Highly non-trivial computer-
science component (GPUs, very 
delicate numerical integration…)

LESSONS FROM THE EXACT COMPUTATION:
•Reasonable approximations to extend 1/mt result beyond the top 

threshold (rescaled Born, exact real radiation) can fail quite significantly 
•Exact K-factor much less flat than for mt approximations



Loop induced: di-Higgs@NLO
[Borowka, Greiner, Heinrich, Jones, Kerner, Schlenk, Schubert, Zirke (2016)]

Now that we know the exact result, many interesting questions:

• do we understand why the approximate mt result fails so miserably 
(high energy matching, genuinely large two-loop components…)?
•ideal playground for approximation testing. Can we find something 

which works? Can we study e.g. the Padé approximation used to 
extend the 1/mt expansion in gg→VV?

•especially relevant because we now know FULLY DIFFERENTIAL NNLO 
CORRECTIONS IN THE MT→∞ LIMIT [de Florian et al (2016)] → Would like 
to know best way to combine the results

CAN THIS FULLY NUMERICAL APPROACH BE APPLIED TO MORE GENERAL CASES?
•processes with more than two (mHH, yHH) variables (gg→4l)
•processes with a more complicated tensor structure (H+J)



NLO computations: NLO+PS
Thanks to a understanding of one-loop amplitudes and to significant 

development in MC tools (→ real emission, all order soft/collinear emission) 
now NLO + PS IS THE STANDARD FOR LHC ANALYSIS

PARTON SHOWER EVOLUTION
•All order-emission of soft/collinear 

partons
•Does not capture hard emission/

virtual corrections
•As such, IRRELEVANT FOR HIGH-Q 

PHYSICS
•CAN GENERATE FULL EVENTS → 

HADRONIZATION → DETECTOR 
SIMULATIONS

•Also, although in the (N)LL 
approximation only, capture multi-
parton dynamics (e.g. jet structure…)



NLO computations: NLO+PS
Ideally: combine NLO and PS

•Methods to combine NLO computations and fixed order 
(“matching”) now standard: MC@NLO (~exponentiate soft radiation), 
POWHEG (~exponentiate full real emission), GENEVA (~SCET matching)               
NEW KID IN TOWN: KrkNLO [Jadach et al (2016)] (~redefine PDF to contain 
“nasty” universal bits of NLO)

•Improved accuracy pushed for improvement in parton shower
•better control of evolution, e.g. DIRE [Höche, Prestel (2015)] 

•better control of some logarithmic structure, e.g. HEJ for high-
energy logs [Andersen, Smillie (2011-…)], DEDUCTOR [Nagy, Soper (2016)] 
for threshold logs

•beyond purely classical evolution (try and introduce some 
quantum corrections), e.g. [Nagy, Soper (2014-…)]

•better control of resonance structure of the process [Ježo, Nason (2015), 
Frederix et al. (2016)]



Example: unified treatment of WWbb

“Single-top” “Top-pair” “WW”

These 3 “processes” share the same initial/final state → THEIR 
SEPARATION IS UNPHYSICAL (quantum interference)

•in the past: we were unable to properly generate the WWbb final state

•more or less ad-hoc ways of separating the three (IDEA: selection cuts 
should clearly select one of the 3 topologies)

•thanks to recent advance we can consider WWbb as a whole, putting 
these analysis on solid theoretical grounds



Example: unified treatment of WWbb
[Ježo, Lindert, Nason, Oleari, Pozzorini (2016)]

of b-jets is consistent with the fact that the bb4l generator has a reduced radiation in

b-jets with respect to Pythia8. In the hvq generator, radiation from the b’s is handled

exclusively by Pythia8, while, in the bb4l generator, the hardest radiation from the b is

handled by POWHEG. It should be stressed, however, that the B fragmentation function has

a considerable sensitivity to the hadronization parameters. It would therefore be desirable

to tune these parameters to B production data in e+e� annihilation, within the POWHEG

framework, in order to perform a meaningful comparison.

In Fig. 13 we show a summary of the shape of the reconstructed top peak comparing

each of the available POWHEG generators for tt̄ production: bb4l, ttb NLO dec and hvq. We

notice a fair consistency between the bb4l generator and the ttb NLO dec one, while larger

deviations are observed comparing against hvq.
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Figure 13. The WjB mass distribution near the top peak for the three generators bb4l (bb̄4`),
ttb NLO dec (tt̄⌦ decay) and hvq (tt̄). In the ratio plot we illustrate relative deviations with respect
to the bb̄4` prediction.

7 Jet vetoes and single-top enriched observables

In this section we investigate the behaviour of the bb4l generator in the presence of b-jet

and light-jet vetoes. Such kinematic restrictions are widely used in order to reduce top

backgrounds in H ! W+W� studies and in many other analyses that involve charged

leptons and missing energy. Also, jet vetoes play an essential role for experimental studies

of Wt single-top production [77, 78]. In particular, the separation of Wt and tt̄ production

typically relies upon the requirement that one large transverse-momentum b-jet is missing

in the first process.

From the theoretical point of view, the separation of Wt and tt̄ production is not

a clear cut one, since the two processes interfere. As pointed out in the introduction,

in the bb4l generator this problem is solved by providing a unified description of tt̄ and

Wt production and decay, where also interference e↵ects are included at NLO. Thus jet

vetoes are expected to enrich the relative single-top content of bb4l samples, resulting in

– 25 –

Full WWbb, top cuts

Top@NLO, top cuts 
production⊗decay

Top@NLO, top cuts

•Radiation in the decay crucial for the reconstructed top mass
•After top selection cuts, naive expectation WWbb~ top 

production⊗decay works well (Γt ≪ mt → factorization) → NNLO!
•Shift in reconstructed top mass: ~ 100 MeV (WWbb vs top prod⊗decay)



Why the large K -factor?[An example]

Leading Order

αsαEW

Next-to-Leading Order

α2
sαEW ln2

pt
MZ

LHC probes scales ≫ EW scale,
√
s ≫ MZ . EW bosons are light.

New logarithmically enhanced topologies appear.
NLO driven in part by qq parton luminosity: large at pp colliders

Giant K -factors (@ FNAL) 2011-05-19 14 / 31

A bonus of PS: merging
Often, radiative corrections are dominated by real emission: new 
channels/new topologies opening up. The classic example: DY 
production, leading jet pt  [slide from G.P. Salam (2011)]

Testing Alpgen + Herwig + MLM Matching[MLM matching]

ptptpt of jet 1

10-2

10-1

 1 

10 

102

103

104

 200  300  400  500  600  700  800  900 1000

dσ
/d

p t
,j1

 [f
b 

/ 1
00

 G
eV

]

pt,j1 [GeV]

pp, 14 TeV

LO

NLO

Giant K -factors (@ FNAL) 2011-05-19 17 / 31

LO

NLO: new 
channel, topology 
responsible for the 
large corrections

Why the large K -factor?[An example]

Leading Order

αsαEW

Next-to-Leading Order

α2
sαEW ln2

pt
MZ

LHC probes scales ≫ EW scale,
√
s ≫ MZ . EW bosons are light.

New logarithmically enhanced topologies appear.
NLO driven in part by qq parton luminosity: large at pp colliders

Giant K -factors (@ FNAL) 2011-05-19 14 / 31

Bulk of corrections ~ trivial ( = no loop, LO at higher multiplicity). 
CAN WE CAPTURE THEM?



Sneak preview: NLO merging

NLO multi-jet merging for pp ! ��

• other processes already available with NLO multi-jet merging
ME+PS@NLO: Höche, Krauss, Schönherr, FS (2012)

• photon production was so far only available in ME+PS@LO
• here very very preliminary results from ongoing work towards

�� + 0,1jets @ NLO + 2,3jets @ LO Höche, FS (in preparation)
• current development version of the upcoming Sherpa 2.2.0 with NNPDF3.0 NNLO PDFs and the

interface to OpenLoops 1.1.1 matrix elements
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A bonus of PS: merging
•Parton shower MC provide an ideal framework to perform such 

combination
•“Merge” together samples of different multiplicities. Well established 

techniques to LO (CKKW, MLM), and a lot of different approaches to 
NLO accuracy (NLOPS, MEPS, MENLOPS, MEPS@NLO, FXFX, MINLO, 
GENEVA…)

[C
atani et al, 

pp
→
γγ @

N
N

LO
]

[H
öche and Siegert, 

SH
ERPA

 m
erged N

LO
]

POSTER CHILD FOR “MERGING”: DI-PHOTON OPENING ANGLE



Merging: Higgs pt with finite top mass effects
Higgs transverse momentum spectrum: 8, 13 TeV
x Importance of exclusive H+2/3 jets contribution in Higgs pT spectrum:

25/10/2016 - Gionata Luisoni Future challenges for precision QCD, IPPP, Durham

Complete NLO corrections with full top-quark mass dependence: 
still unavailable (2-loop amplitudes) (NNLO in the HEFT)

•At high pt merged samples can 
give a good idea of the 
corrections [Frederix et al (2016), 
Greiner et al (2016)]

•Give similar result of 
approximate NLO of [Neumann, 
Williams (2016)]

•Same behavior as predicted by 
high energy resummation 
[Muselli et al (2016)]

•COHERENT PICTURE (waiting for 
the NLO result…)
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FIG. 9. Comparison of Geneva with the analytic qT distribu-
tion at NNLL+NLO1 from Ref. [80]. The analytic results are
shown in blue, and the Geneva results are shown in black.

FIG. 10. Comparison of Geneva with the analytic �⇤ distri-
bution at NNLL+NLO1 from Ref. [80]. The analytic results
are shown in blue, and the Geneva results are shown in black.

tance cuts used by experimental analyses. Using the
same lepton cuts as in that study, we show our compari-

FIG. 11. Comparison of Geneva with the 0-jet cross section
as a function of pcutT from JetVHeto [81] at NNLL+NNLO.
The analytic results are shown in blue, and the Geneva re-
sults are shown in black. For Geneva, the uncertainties are
the FO uncertainties only, see text for details.

son in Fig. 9. Again, we observe a fairly good agreement
with the analytic NNLL prediction matched to NLO1.
Another variable, quite similar to the transverse momen-
tum of the vector boson, is the �⇤ between the two lep-
tons, with the precise definition of �⇤ given in [76]. The
comparison of Geneva to the NNLL+NLO1 calculation
of Ref. [80] is shown in Fig. 10, and we again observe
good agreement.

Finally, we show the result for the exclusive 0-jet
cross section as a function of pcutT in Fig. 11, where
the 0-jet sample is defined as all events containing no
jets with pT > pcutT . The jets are reconstructed with
the anti�kT algorithm [83] as implemented in Fast-
jet [84, 85], within a radius R = 0.4. We find good agree-
ment between Geneva and the dedicated NNLL+NNLO
calculation given by JetVHeto [81] within the pertur-
bative uncertainties. For this plot, we use the FO scale
uncertainties discussed in Sec. 2B 2, such that the uncer-
tainties at large pcutT are estimated correctly and thus pre-
cisely reproduce those of JetVHeto. At small pcutT they
are now underestimated and here the resummation un-
certainties should be added. The better agreement with
the NNLL+NNLO prediction compared to the lower or-
der NLL+NLO one, especially in the large pcutT region,
is of course driven by the correct inclusion of the NNLO
corrections in Geneva.

From merging to NNLOPS
Merged sample close to full NNLO computation (~right real 
emission, missing virtual corrections). For color-singlet processes, 
extension of merging ideas led to combination of NNLO + PS

5

Ecms 7 TeV 14 TeV 33 TeV 100 TeV

HNNLO 13.494(7)+1.436
�1.382 pb 44.550(16)+4.293

�3.954 pb 160.84(13)+13.29
�12.36 pb –

SHERPA 13.515(7)+1.443
�1.382 pb 44.559(36)+4.226

�3.929 pb 160.39(17)+13.47
�11.88 pb 670.1(10)+47.9

�39.4 pb

TABLE I. Total cross sections at varying center-of-mass energy for a pp-collider. Uncertainties from scale variations are given
as sub-/superscripts. Statistical uncertainties from Monte-Carlo integration are quoted in parentheses.
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FIG. 1. Rapidity spectrum (left) and transverse momentum spectrum (right) of the Higgs boson, computed at fixed order and
compared between Sherpa and HNNLO.

• ‘individual’ matching

– Terms multiplying h(0) are matched using UN2LOPS

– Terms multiplying h(1) are matched using MC@NLO

– Terms multiplying h(2) are showered

• ‘factorized’ matching

– The NNLO result in HEFT, ignoring the Wilson coe�cient, is matched using UN2LOPS

– The matched result is multiplied by H in Eq. (9)

Note that the factorized matching increases the cross section by a few percent (see Sec. V). This increase can legiti-
mately be considered as part of the large NNLO theoretical uncertainty in the Higgs-production process.

V. RESULTS

This section presents results using an implementation of the UN2LOPS algorithm in the event generator Sherpa [38].
We use a parton shower [39] based on Catani-Seymour dipole subtraction [33, 39]. NLO virtual corrections for the
one-jet process [32] are taken from MCFM [40]. Dipole subtraction is performed using Amegic [41] and cross-checked
with Comix [42]. We use the MSTW 2008 PDF set [43] and the corresponding definition of the running coupling. We
work in the five flavor scheme. Electroweak parameters are given as GF = 1.1663787 · 10�5 GeV�2, mH = 125 GeV.
The results are derived in the limit mt � mH . Predictions for finite mt will be given elsewhere.

10−2

10−1

100

101

0.9

1.0

1.1

0.9

1.0

1.1

0 50 100 150 200 250 300

R
a
t
io

t
o

N
N
L
O
P
S

dσ
/d
p t

,W
[fb

/G
eV

] HWJ-MiNLO(Pythia8-hadr)
HW-NNLOPS(Pythia8-hadr)

NNLO

pt,W [GeV]

10−2

10−1

100

101

0.9

1.0

1.1

0.9

1.0

1.1

0 50 100 150 200 250 300

R
a
t
io

t
o

N
N
L
O
P
S

dσ
/d
p t

,H
W

[fb
/G

eV
] HWJ-MiNLO(Pythia8-hadr)

HW-NNLOPS(Pythia8-hadr)
NNLO

pt,HW [GeV]

Figure 5. Comparison of HWJ-MiNLO (blue), NNLO (green), and HW-NNLOPS (red) predictions for
pt,W (left) and pt,HW (right).

radiation, such as pt,W, the agreement among the HVNNLO and NNLOPS predictions is perfect,
as expected. As in the case of the fiducial cross-section one notices the sizable reduction of
the uncertainty band from around 7% in HWJ-MiNLO to about 1% in the case of HVNNLO and
HVNNLOPS. As no particularly tight cuts are imposed, the NNLO/NLO K-factor is almost
exactly flat.

The right panel shows instead the effects due to the Sudakov resummation. At small
transverse momenta, the NNLO cross section becomes larger and larger due to the sin-
gular behaviour of the matrix elements for HW production in association with arbitrarily
soft-collinear emissions. The MiNLO method resums the logarithms associated to these
emissions, thereby producing the typical Sudakov peak, which for this process is located at
2 GeV . pt,HW . 5 GeV, as expected from the fact that the LO process is Drell-Yan like.
It is also interesting to notice here two other features that occur away from the collinear
singularity, and which are useful to understand the plots which are shown later. Firstly,
the pt-dependence of the NNLO reweighting can be explicitly seen in the bottom panel,
where one can also appreciate that at very large values not only the NNLOPS and MiNLO
results approach each other, but also that the uncertainty band of HVNNLOPS becomes pro-
gressively larger (in fact, in this region, the nominal accuracy is NLO). Secondly, in the
region 30 GeV . pt,HW . 250 GeV, the NNLO and NNLOPS lines show deviations of up to
10%: these are due to both the compensation that needs to take place in order for the two
results to integrate to the same total cross section, and the fact that the scale choices are
different (fixed for the NNLO line, dynamic and set to pt,HW in MiNLO). When pt,HW & 250

GeV the two predictions start to approach, as this is the region of phase space where the
MiNLO scale is similar to that used at NNLO (µ = MH +MW ). At even higher transverse
momenta, pt,HW & 400 GeV, the MiNLO Sudakov is not active, however the MiNLO scale is
set to the transverse momentum which is higher than the scale in the NNLO calculation.
As consequence, the NNLOPS results are lower than the NNLO one.

It is interesting to look at a variable describing the decay of the HW resonance, e.g. the
azimuthal angle between the W+ boson and the Higgs particle (��HW). At leading order

– 14 –

Higgs
[Höche et al, 

UN2LOPS (2014)]
Drell-Yan

[Alioli et al, GENEVA (2015)]

WH
[Astill et al, MINLO (2016)]



Logs beyond Parton Shower: 
progress in resummation



Logs and resummation
•Often, at the LHC we are dealing with multi-scale processes → 

large ratios → large soft/collinear logs, resummation at least 
desirable

•AT HIGH Q, VERY FAR FROM SOFT/COLLINEAR REGIONS → EFFECTS 
SHOULD BE IRRELEVANT

•BUT: often in intermediate regions (statistics…)

•Also, often fiducial cuts / analysis strategies force us into soft-
sensitive regions (jet veto, jet substructure…)

•FINALLY, understanding all-order structure of perturbative soft/
collinear emission can give glimpse into non-perturbative regime 
of QCD (and help singling out genuine non perturbative effects, 
hadronization, UE…)



Resummation: recent progress
The past year saw many interesting development, obtained with 
different frameworks (SCET, ordinary QCD…). Impossible to 
summarize in few slides (even to enumerate…). 

SOME examples

•Forward scattering and Glauber gluons, next-to-leading-power 
resummation, non-global logarithms, automatic NNLL for IRC 
observables, jet radius logs, Higgs quark mass logs…

•Progress in automation / resummation for generic observables 
(two-loop soft function, ttH, ttW resummations…), high precision 
phenomenology (Higgs/DY pt, Jet Veto…)

•One loop soft function with arbitrarily many soft gluons, three-
loop soft anomalous dimension, three-loop double differential 
soft function/rapidity an. dim. (and N3LL pt resummation)

•Jet substructure, better understanding, better observables…



Non global logs
If observable sensitive only to radiation in PART OF THE PHASE 
SPACE: complicated “non global” logarithmic structure, non-
exponentiation [Dasgupta, Salam (2001)]

•Example: hemisphere jet mass

HRHLHRHL

b
a

b
a

k2k1
k2

k1

(a) (b)

Figure 1: Kinematic configurations of interest

It is straightforward to exactly compute the first non-trivial term S2 and this is done
in the following section. The full computation of S involves considering an ensemble of
an arbitrary number of large-angle energy-ordered soft gluons in HL, which coherently
emit a single, softer gluon into HR. For reasons elucidated later it is difficult to carry
out an all-orders treatment of such an effect analytically. We therefore opt to treat these
effects using a Monte Carlo algorithm valid in the large-NC limit. This is outlined in
section 3 and further details are given in the appendix.

Finally in section 4 we compare our results to the O (α2
s
) predictions of Event2.

Phenomenological predictions including this effect will be shown elsewhere [12].

2 Fixed order calculation

First we calculate the contribution to the jet-mass distribution from the configuration
in figure 1b, considering the right-hemisphere jet for concreteness. We introduce the
following particle four-momenta

ka =
Q

2
(1, 0, 0, 1) , (6a)

kb =
Q

2
(1, 0, 0,−1) , (6b)

k1 = x1
Q

2
(1, 0, sin θ1, cos θ1) , (6c)

k2 = x2
Q

2
(1, sin θ2 sin φ, sin θ2 cos φ, cos θ2) , (6d)

where we have labelled the quark and antiquark as a and b and defined energy fractions
x1,2 ≪ 1 for the two gluons. We have ignored recoil in the kinematics, because the
jet-mass is insensitive to it.

When gluon 2 is in HR the jet mass has the value ρ = x2(1− cos θ2)/2. When only
the quark is in HR, ρ = 0.

We write the matrix element for ordered two-gluon emission as (see for example [13])

3

[D
asgupta, Salam

 (2001)]

spoil real/virtual cancellation
Every time we are dealing with exclusive jets, gaps, isolation…

PROBLEMATIC TO RESUM BEYOND LL



Non global logs: a factorization theorem
[Becher et al (2016)]

Hard function. 
m hard partons along  

fixed directions {n1, …, nm} 

Factorization theorem

Soft function 
with m Wilson lines

integration over the m 
directions 

color trace

Figure 3. omparison of our analytic results (solid lines) for the coe�cients of the three color
structures in the two-loop coe�cient dB/d ln ⇢h for the heavy-jet mass distribtion with numerical
results (points with invisibly small error bars) obtained using the Event2 event generator [13].

Putting everything together, inverting the Laplace transformation, and using relation

(1.5) we then obtain the following result for the logarithms in the light-jet cross section

d�

d⇢`
= (4.9)

This can be compared to numerical results obtained from running fixed-order event

generators such as Event2 [13] or eerad3 [? ] at low values of the jet mass.

[Write what we conclude from this comparison...]

5 Conclusions

• Non-global observables all have similar structure, key feature are multi-Wilson-line

operators tracking hard partons.

• Briefly discuss resummation.

• Numerical trouble with event generators?

�(�) =
1X

m=2

⌦Hm({n}, Q, µ)⌦ Sm({n}, Q�, µ)
↵
, (5.1)
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TB, Neubert, Rothen, Shao ’15 ’16, see also Caron-Huot ‘15

First all-order factorization theorem for non-global 
observable. Achieves full scale separation!

Soft emissions in process with m energetic particles are 
obtained from the matrix elements of the operator 

  

Figure 1. Definition of the parameters � and � of the dijet cross section. We use the thrust axis
~n, as the jet axis.

definiton is identical to the one in the seminal paper of Sterman and Weinberg [36]. Using

the thrust vector as the jet axis leads to a simpler form of the phase-space constraints and

will enable us to use existing two-loop results for the cone-jet soft function obtained in

[27, 28].

If we consider wide-angle jets with � ⇠ 1, the e↵ective theory contains only two mo-

mentum regions

hard: ph ⇠ Q (1, 1, 1) , (2.3)

soft: ps ⇠ Q� (1, 1, 1) .

The hard mode describes the energetic particles inside the jet. Given their momentum

scaling, these particles can never be outside the jet, in contrast to the soft partons which

can be emitted inside or outside the jet. Since there are no collinear singularities for large

cone size, the cross section is single-logarithmic, i.e. the leading logarithms have the form

↵n
s ln�.

The factorization of an amplitude with m hard partons and an arbitrary number of

soft partons is of course well known. Each of the hard partons get dressed with a Wilson

line along its direction. In analogy to factorization for amplitudes with coft particles [32],

we have

S1(n1)S2(n2) . . . Sm(nm)|Mm({p})i , (2.4)

where nµ
i = pµi /Ei and {p} = {p1, p2, . . . , pm}, but while the coft case involved quark

splitting amplitudes, we are now dealing with ordinary amplitudes |Mm({p})i. One way

to obtain this formula is to write down the SCET operator for processes with m jets,

which involves m di↵erent collinear fields, perform the decoupling transformation and then

take the matrix element with exactly one collinear particle in each sector, which gives the

amplitude |Mm({p})i. (On the amplitude level, there is no di↵erence between collinear

and hard on-shell particles. The di↵erence in scaling only matters in the expansion of the

phase-space constraints.) To get the amplitude with an arbitrary number of soft particles

in the final state, one takes the relevant matrix element of the Wilson-line operator (2.4).

Doing so, the cross section takes the form
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of the energetic particles / jets 

(color matrices) 
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hard scattering amplitude 
with m particles 

(vector in color space) 

energetic partons must be inside

soft Wilson lines along the directions  
of the energetic particles / jets 

(color matrices) 

soft particles can be inside or outside

Hard emission, “inside” Soft emission, everywhere

FACTORIZATION SEEMS UNDER CONTROL → 
CAN EXTEND BEYOND LL



Non global logs: examples

Compari

• Equivalent to the dipole shower used by Dasgupta 
and Salam ’02. 

• For higher-log accuracy we will need to include 

corrections to Hm, Sm, Γmn into the shower.
32

MC numerical results
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[Becher, QCD@LHC2016]

• SNG includes leading nonglobal logs. Taken from MC 
parameterisation of Dasgupta Salam ’02. 

• Many SCET papers resum NG observables to NNLL 
up to NGLs. Byers beware…

38

Figure 3. NLL result for the left-jet mass distribution (red curve). The red uncertainty band is
obtained from scale variations as explained in the text. The green line is the purely global part of
the distribution. In blue we show experimental results from Aleph [48].

and the final result for the left-jet mass is obtained by convolving the soft function and the

jet function. Let us first combine the global piece with the jet function. Integrating also

over ρL, we obtain

Σq(ρL) =

∫ ρL

0
dρ′L

∫ Qρ′L

0
dω Jq(Q

2ρ′L −Qω, µh)SG(ω, µh)

= exp
[
2S(µs, µh)− 4S(µj , µh) + 2AγJ (µj, µh)

] e−γEη

Γ(η + 1)

(
Q2ρL
µ2
j

)η (
Qµs

µ2
j

)−ηS

,

(5.14)

where η = ηJ + ηS = 2AΓ(µj , µs). The integrated left-jet distribution is then obtained as

R(ρL) =

∫ ρL

0
dρ′L

1

σ

dσ

dρ′L
= SNG(µs, µh)Σq(ρL) , (5.15)

where we need to choose µs ∼ ρLQ and µh ∼ Q. The quantity Σq plays an important

role in the coherent branching formalism [43–45], where it arises as an integral over the jet

function. We verified that (5.14) indeed reproduces the result for this quantity given in

[24] after setting the scales to the default values µ2
j = ρLQ2 and µs = ρLQ. Formula (5.14)

shows that the jet function in the coherent-branching formalism also includes the global

part of the soft radiation. Our final resummed result (5.15) is therefore fully equivalent to

that presented in [4]. Squaring Σq, one obtains the integrated heavy-jet mass at NLL:

R(ρh) = [Σq(ρh)]
2 . (5.16)

We have checked that using (5.14) in the above result reproduces the resummed result

of [23]. Below we will use the result for R(ρh) together with relation (1.5) to obtain the

light-jet mass from the left-jet mass distribution (5.15).
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ALEPH

NLL

NLL (global only)

[Becher, Pecjak, Shao (2016)]

Hemisphere mass

•Equations can be solved 
numerically, in a PS-like approach

•Sizable effect (needed to 
understand NP contamination)

•See also [Caron-Huot (2015), Larkoski, 
Moult, Neill (2016)]

FIRST NON TRIVIAL 
RESULTS RECENTLY 

APPEARED



Jet radius logs
[Dasgupta et al (2016), Chen et al (2015) Kolodrubetz et al (2016), Kang et al (2016)]

POWERFUL HANDLE: EXPLORE A RANGE OF JET RADII

3 effects: 
➤ perturbative (~ ln R) 
➤ hadronisation (~ 1/R) 
➤ MPI/UE (~ R2) 
To disentangle them, need ≥3 R 
values: 
➤ 0.6–0.7: large MPI/UE 
➤ 0.4: non-pert. effects cancel? 
➤ 0.2–0.3: large hadronisation
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Figure 19. Comparison between a range of theoretical predictions for the inclusive jet cross-
section ratio and data from ATLAS at

p
s = 7TeV [26]. The left-hand column shows NLO-based

comparisons, while the right-hand one shows NNLO(R)-based comparisons. Rectangular boxes
indicate our estimated systematic uncertainties on the data points, while the errors bars correspond
to the statistical uncertainties. Note that these estimates are known to be incomplete, insofar as
the information provided by the ATLAS collaboration on its results is not intended to be used for
the determination of uncertainties on cross section ratios at di↵erent radii.

1%.

Concerning the experimental results, the central value of the ratio can be obtained

directly from the ATLAS data at the two R values. However the ATLAS collaboration has

not provided information on the uncertainties in the ratio. It has provided information [71]

to facilitate the determination of correlations between pt and rapidity bins, specifically

10000 Monte Carlo replicas of their data to aid in estimating statistical correlations, as

well as a breakdown of systematic uncertainties into O (70) sources that are individually

100% correlated across bins and totally uncorrelated with each other. The information is

presented in a format such that, technically, it can also be used to estimate the uncertainties

in the ratio of cross section for two R values. However, we have been advised by the ATLAS

collaboration that the degree of correlation between systematic uncertainties at di↵erent

R values is not well known. Accordingly, we label the uncertainties obtained in this way

as “approx. uncert.” to emphasise that we do not have full knowledge of the experimental

uncertainties in the ratio and that they are potentially larger than our estimate.

Keeping in mind this caveat, we show in Fig. 19 a comparison between various theo-

retical predictions for the cross section ratio at R = 0.4 relative to R = 0.6, together with

the experimental data. One sees overall very good agreement with both the NNLOR and

NNLO+LLR-based results, and substantially worse accord with NLO-based predictions

(albeit consistent with pure NLO and NLO-mult. within their larger uncertainties).

– 30 –
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Dasgupta, Dreyer, GPS  
& Soyez, 1602.01110

[G.P. Salam, “Future challenges for perturbative QCD” 2016]

•Clustering logs now to all orders, at LL → small R accessible
•LL ↔ PS… but here disentangled



Highest precision for  
standard candles:  

N3LO/NNLO predictions



Fully inclusive: Higgs N3LO phenomenology
•Monumental computation: perturbative QCD under control
•Physics at the few percent level: BASICALLY EVERYTHING IS RELEVANT

[M
istlberger, Q

C
D

@
LH

C
2016]

GGF

GLUON FUSION - INCLUSIVE CROSS SECTION

▸ LHC predictions demand effects beyond pure EFT 

▸ Mass corrections & EWK effects

~88.2%

GGF

GLUON FUSION - INCLUSIVE CROSS SECTION

▸ LHC predictions demand effects beyond pure EFT 

▸ Mass corrections & EWK effects

~88.2% GGF

GLUON FUSION - INCLUSIVE CROSS SECTION

~88.2%

▸ Many residual uncertainties of comparable importance 

▸ Todo List:  - Full mass dependent NNLO 
- Mixed                  corrections 
- N3LO PDFs 
….

O(↵↵S)gg
(inclusive VBF@N3LO: [Dreyer, Karlberg (2016)] 



Beyond fully inclusive: NNLO differential
Apart from complicated multi-loop amplitudes, the big problem of higher 
order computations is how to consistently handle IR singularities 

RRRVVV

Z hvv4
✏4

+
vv3
✏3

+
vv2
✏2

+
vv1
✏

+ vv0
i
d�2

Z h rv2
✏2

+
rv1
✏

+ rv0
i
d�3

Z
[rr0] d�4

COMPLICATED IR STRUCTURE HIDDEN IN THE PHASE SPACE INTEGRATION

NNLO: 3 ingredients, separately divergent



The problems with NNLO computations
Apart from complicated two-loop amplitudes, the big problem of NNLO 
computations is how to consistently handle IR singularities 

•IR divergences hidden in PS integrations

•After integrations, all singularities are manifest and cancel (KLN)
•We are interested in realistic setup (arbitrary cuts, arbitrary 

observables) → we need fully differential results, we are not allowed 
to integrate over the PS

•The challenge is to EXTRACT PS-INTEGRATION SINGULARITIES 
WITHOUT ACTUALLY PERFORMING THE PS-INTEGRATION

RRRVVV



NNLO differential: solutions
Thanks to multi-year effort of the whole community: we now have 
DIFFERENT WAYS TO DEAL WITH THIS PROBLEM. Each has its own 
merits/problems.

Local subtractions (cancellations point by point in the phase-space)
•antenna [Gehrmann-de Ridder, Gehrmann, Glover] → jj, Hj, Vj
•Sector-decomposition+FKS [Czakon; Boughezal, Melnikov, Petriello; 

Czakon, Heymes] → ttbar, single-top, Hj
•P2B [Cacciari, Dreyer, Karlberg, Salam, Zanderighi] → VBFH, single-top
•Colorful NNLO [Del Duca, Somogyi, Tocsanyi, Duhr, Kardos]: only e+e- so far

Non-local subtractions (cancellation globally after integration)
•qt subtraction [Catani, Grazzini] → H, V, VH, VV, HH
•N-jettiness [Boughezal et al; Gaunt et al] → H, V, γγ, VH, Vj, Hj, single-

top
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Thanks to multi-year effort of the whole community: we now have 
DIFFERENT WAYS TO DEAL WITH THIS PROBLEM. Each has its own 
merits/problems.

Local subtractions (cancellations point by point in the phase-space)
•antenna [Gehrmann-de Ridder, Gehrmann, Glover] → jj, Hj, Vj
•Sector-decomposition+FKS [Czakon; Boughezal, Melnikov, Petriello; 

Czakon, Heymes] → ttbar, single-top, Hj
•P2B [Cacciari, Dreyer, Karlberg, Salam, Zanderighi] → VBFH, single-top
•Colorful NNLO [Del Duca, Somogyi, Tocsanyi, Duhr, Kardos]: only e+e- so far

Non-local subtractions (cancellation globally after integration)
•qt subtraction [Catani, Grazzini] → H, V, VH, VV, HH
•N-jettiness [Boughezal et al; Gaunt et al] → H, V, γγ, VH, Vj, Hj, single-

top

Some of these techniques are quite generic 

IN PRINCIPLE, they allow for ARBITRARY COMPUTATIONS 

IN PRACTICE: `genuine’ 2→2 REACTIONS, with big 
computer farms

2016: from “PROOF OF CONCEPT” to PHENOMENOLOGY 



Recent NNLO results: dijet
[Currie, Glover, Pires (2016)]

~40 partonic channels, highly non-trivial color flow. Realistic jet
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FIG. 1: Double-di↵erential inclusive jet cross-sections mea-
surement by ATLAS [6] and NNLO perturbative QCD pre-
dictions as a function of the jet pT in slices of rapidity, for
anti-kT jets with R = 0.4 normalized to the NLO result. The
shaded bands represent the scale uncertainty of the theory
predictions obtained by varying µR and µF as described in
the text. The red dashed line displays the NNLO/NLO ratio
corrected multiplicatively for electroweak corrections [37].

Nc, to all these subprocesses. In practice this amounts
to calculating the N2

c , NcNF and N2
F corrections to all

LO subprocesses, where NF is the number of light quark
flavours. We include the full LO and NLO coe�cients in
this calculation but note that retaining only the leading
colour correction to all partonic subprocesses at NLO
gives the full result to within a few percent across all
distributions. The analogous subleading colour contri-
butions at NNLO are expected to be small and we do
not include them in this study. To support this assump-
tion we note that the subleading colour NNLO contribu-
tion for pure gluon scattering was presented in a previ-
ous study [34] and found to be negligible. We construct
subtraction terms to regulate all IR divergences in the
phase space integrals and cancel all explicit poles in the
dimensional regularization parameter, ✏ = (4� d)/2, the
details of which for the antenna subtraction method can
be found in [25, 34, 36]. The IR finite cross section at
NNLO is then integrated numerically in four dimensions
over the appropriate two-, three- or four-parton massless
phase space to yield the final result.

In Fig. 1 we present the results for the double-
di↵erential inclusive jet cross section at NLO and NNLO,
normalized to the NLO theoretical prediction to empha-
size the impact of the NNLO correction to the NLO re-
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FIG. 2: NLO and NNLO k-factors for jet production atp
s = 7 TeV. The lines correspond to the double di↵erential

k-factors (ratios of perturbative predictions in the perturba-
tive expansion) for pT > 100 GeV and across six rapidity |y|
slices.

sult. The collider setup is proton-proton collisions at a
centre of mass energy of

p
s = 7 TeV where the jets are

reconstructed using the anti-kT jet algorithm [35] with
R = 0.4. We use the NNPDF3.0 NNLO PDF set [15]
with ↵s(M2

Z) = 0.118 throughout this paper for LO,
NLO and NNLO predictions to emphasise the behaviour
of the higher order coe�cient functions at each pertur-
bative order. By default we set the renormalization and
factorization scales µR = µF = pT1, where pT1 is the
pT of the leading jet in each event. To obtain the scale
uncertainty of the theory prediction we vary both scales
independently by a factor of 1/2 and 2 with the constraint
1/2  µR/µF  2. We find that the NNLO coe�cient
has a moderate positive e↵ect on the cross section, 10%
at low pT across all rapidity slices relative to NLO. This is
significant because it is precisely in this region where the
majority of the cross section lies, especially in the cen-
tral rapidity slices, and it is where we observe the largest
NNLO e↵ects. At higher pT we see that the relative size
of the NNLO correction to NLO decreases to the 1-2%
level and so the perturbative series converges rapidly.

Given that we see a moderate NNLO correction to the
NLO prediction in the region where the bulk of the cross
section lies, it is instructive to compare to the available
data. The data points in Fig. 1 represent the ATLAS
data for an integrated luminosity of 4.5 fb�1 [6], nor-
malized to the NLO prediction. We do not include non-

•Non trivial shape correction (NLO scale choice?), sizable effect
•Large effect on PDF? (see also jj in DIS [Niehues, Currie, Gehrmann 

(2016)])



Recent NNLO results: VJ 4

results of refs. [46, 47] we will adopt the choice therein
for all our results, namely the use of ↵em(mZ) = 1/127.9.
This choice has previously been theoretically motivated
in refs. [47, 48] and, as we will observe later, it is sup-
ported phenomenologically by an improved description
of ATLAS data [4, 8].

In order to validate the method, we first study the de-
pendence of the power corrections on the jet cone size R
that is indicated in Fig. 1. We compute the NNLO coef-
ficient in the perturbative expansion of the cross-section
(��NNLO), for R = 0.2 and R = 0.4, for photons with
p�

T > 150 GeV. Our results are shown in Fig. 2. We
observe that for ⌧ cut

1 & 0.14 GeV the power corrections
result in predictions for the NNLO coe�cient that are
quite di↵erent for the two values of R. However, for
⌧ cut
1 . 0.14 GeV the predictions tend towards the same
result and are in much better agreement. We also note
that the smaller cone size has a much flatter dependence
on ⌧ cut

1 . Although some residual e↵ect from power cor-
rections can be seen for R = 0.2, the cross section is
essentially asymptotic for ⌧ cut

1 . 0.7 GeV.
Given that our calculation is ultimately insensitive to

R we can thus choose our value to expedite the onset
of asymptotic behavior. We thus choose R = 0.2 hence-
forth. In Figure 3 we present the ⌧ cut

1 dependence for
the softer region 65 < p�

T < 150 GeV, which corresponds
to the softest photons we study in this paper. It is clear
that the power corrections are sizable for ⌧ cut

1 & 0.2 GeV,
but that there is little dependence on ⌧ cut

1 in the region
⌧ cut
1  0.1 GeV. This is in line with the expected scaling
from the harder (> 150 GeV) region we studied previ-
ously. For our subsequent comparison with ATLAS data
we set ⌧ cut

1 = {0.1, 0.2, 0.7} GeV for the phase space
regions p�

T > {65, 150, 470} GeV respectively.

In Fig. 4 we compare our NNLO (and NLO) predictions
from MCFM with 8 TeV ATLAS data [4]. The shaded
bands represent the scale uncertainty, obtained by con-
sidering relative deviations using a six-point scale varia-
tion about our central choice: {µR, µF } = {�1p

�
T , �2p

�
T }

with �i 2 {2, 1, 1/2} and �1 6= ��1
2 . It is clear that the

scale dependence is greatly reduced for the NNLO predic-
tion when compared to NLO. For the central scale choice
the NNLO prediction is around 5% larger than NLO.
The central scale is close to the maximum of the uncer-
tainty band, with deviations around +1% and �4% over
much of the range. The tendency of the theoretical pre-
diction to overestimate the data in the high pT region is
more pronounced when the NNLO correction is included.
This leads to a significant disagreement between theory
and data, far outside the NNLO scale uncertainty band.
We note that our larger value of ↵em, results in a much
better agreement with data than the lower choice used
in [4] (c.f. also ref. [8]).
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Figure 4: A comparison of the MCFM predictions for
the transverse momentum of the photon to ATLAS 8 TeV
data [4].

Given the small uncertainty in the NNLO QCD predic-
tion, and the resulting tension with data, it is especially
important to investigate the impact of additional theoret-
ical e↵ects not included in the pure QCD prediction. At
high energies it is well-known that the impact of Sudakov
e↵ects, arising from the virtual radiation of heavy elec-
troweak bosons, is important for this process [8, 46, 47].
Using a parametrized form that captures the e↵ect of
these leading-logarithmic electroweak corrections to good
accuracy [47] it is possible for us to also account for these
e↵ects. We thus modify our NNLO prediction by rescal-
ing it by a factor [1 + ��ew

V (p�
T )], where ��ew

V (p�
T ) is

specified in ref. [47].
Accounting for both NNLO QCD and electroweak ef-

fects in this way provides the improved prediction shown
in the top panel of Fig 5. This shows a dramatic im-
provement in the overall agreement between our theoret-
ical prediction and data after the inclusion of electroweak
e↵ects. It is a remarkable feat that the experimental and
theoretical uncertainties are now under such good control
that the inclusion of the electroweak corrections becomes
mandatory to ensure agreement between theory and data
at energies as low as a few hundred GeV. To indicate
the level of improvement that the NNLO QCD correc-
tions provide, the lower panel shows a comparison of our
best prediction and the previous most accurate calcula-
tion presented in ref. [8]. The result of ref. [8], obtained
using the PeTeR code, accounts for threshold resumma-
tion to N3LL accuracy and also includes the same elec-

•Z/Wj, γj known. Zj: independent computations
•Highly improved theoretical accuracy (~exp error)
•Small deviations evident (PDFs? Calibration?)
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Figure 4. The unnormalised double-di↵erential transverse momentum distribution for the Z boson
in windows of invariant mass of the leptons, m``, with a rapidity cut on the Z boson of |yZ | < 2.4.
The ATLAS data is taken from Ref. [15]. The luminosity error is not shown. The green bands
denote the NLO prediction with scale uncertainty and the blue bands show the NNLO prediction
with scale uncertainty.

against a parton at high transverse momentum. So our NNLO prediction for the inclusive

cross section in these mass bins is e↵ectively only NLO accurate, with consequently larger

scale dependence. In the three bins with larger m``, the scale uncertainty on the NNLO

prediction is below 0.7%, which results in tension between data and theory at the level of

two standard deviations.

Combining together the unnormalised di↵erential distribution with the inclusive cross

sections, we obtain the normalised distributions shown in Figure 6. Because of the large

scale uncertainty in the inclusive cross section, the theoretical errors dominate the low m``

bins. At large m``, the tension between the data and NNLO theory is largely relieved.

At the highest values of pZT , the tendency of the data to fall below the theory prediction

may be an indication of the onset of electroweak corrections [11], which are negative in

this region. Any remaining tension for medium values of pZT could potentially be accounted

for revisiting the parton distribution functions (especially the gluon distribution) in the

kinematical region relevant to this measurement.

The same tension between NNLO theory and ATLAS data for the unnormalised distri-

bution is visible in Figure 7, which shows the unnormalised double-di↵erential distribution

with respect to the transverse momentum of the Z boson for 66 GeV < m`` < 116 GeV
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Figure 4. The unnormalised double-di↵erential transverse momentum distribution for the Z boson
in windows of invariant mass of the leptons, m``, with a rapidity cut on the Z boson of |yZ | < 2.4.
The ATLAS data is taken from Ref. [15]. The luminosity error is not shown. The green bands
denote the NLO prediction with scale uncertainty and the blue bands show the NNLO prediction
with scale uncertainty.

against a parton at high transverse momentum. So our NNLO prediction for the inclusive

cross section in these mass bins is e↵ectively only NLO accurate, with consequently larger

scale dependence. In the three bins with larger m``, the scale uncertainty on the NNLO

prediction is below 0.7%, which results in tension between data and theory at the level of

two standard deviations.

Combining together the unnormalised di↵erential distribution with the inclusive cross

sections, we obtain the normalised distributions shown in Figure 6. Because of the large

scale uncertainty in the inclusive cross section, the theoretical errors dominate the low m``

bins. At large m``, the tension between the data and NNLO theory is largely relieved.

At the highest values of pZT , the tendency of the data to fall below the theory prediction

may be an indication of the onset of electroweak corrections [11], which are negative in

this region. Any remaining tension for medium values of pZT could potentially be accounted

for revisiting the parton distribution functions (especially the gluon distribution) in the

kinematical region relevant to this measurement.

The same tension between NNLO theory and ATLAS data for the unnormalised distri-

bution is visible in Figure 7, which shows the unnormalised double-di↵erential distribution

with respect to the transverse momentum of the Z boson for 66 GeV < m`` < 116 GeV

– 7 –

NLO NNLO

NNLO NLO

[Gehrmann-de Ridder et al (2016)]

[Boughezal et al (2016)]

[C
am

pbell, Ellis, W
illiam

s (2016)]

Zj γj



Recent NNLO results: di-bosons
In the last year, the PROGRAM OF COMPUTING FULLY DIFFERENTIAL NNLO 
CORRECTION TO DI-BOSON PROCESSES HAS BEEN COMPLETED        

dσ/dmll [fb/GeV] µ+e-νµν‾ e(H-cuts)@LHC 8 TeV
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Figure 18: Distribution in the dilepton invariant mass. Higgs cuts are applied. Absolute predictions
and relative corrections as in Figure 4.

+2% (+5%) at separations close to the fiducial cut. The loop-induced gg component provides a
good approximation of the complete NNLO result for small separations, but in the large ��ll

region it overshoots the complete NNLO result by about 5% (7%).

In the ��ll,⌫⌫ distribution, displayed in Figure 17, we observe that, similarly to the case of
W+W� cuts (see Figure 9), also Higgs cuts lead to huge NNLO corrections at small ��ll,⌫⌫ . As
discussed in Section 3.3, this behaviour is due to the fact that at small ��ll,⌫⌫ the leptonic and
pmiss
T cuts require the presence of a sizeable QCD recoil, which is, however, strongly suppressed
by the jet veto at NLO. In the Higgs analysis, this suppression mechanism becomes even more
powerful due to the additional cut pT,ll > 30GeV, which forbids the two leptons to recoil against
each other. This leads to the kink at ��ll,⌫⌫ = 2.2 in the NLO distribution and to the explosion of
NNLO corrections below and slightly above this threshold.

The invariant mass of the dilepton system, shown in Figure 18, is restricted to the region
10GeV mll  55GeV. The peak of the distribution is around mll = 38GeV, and the �NNLO/�NLO

K-factor is essentially flat. Also the NLO0+gg curve has a very similar shape so that the radiative
corrections precisely match those on the fiducial rates.

The distribution in mATLAS
T is presented in Figure 19. As compared to the W+W� analysis

(see Figure 11), we observe that the tail of the distribution drops significantly faster when Higgs
cuts are applied. Moreover, in the high-mATLAS

T region the size of the loop-induced gg corrections
relative to NLO and, hence, the size of the full NNLO correction, is much larger than in the
W+W� analysis. The NNLO corrections amount up to about 40% (60%) of the NLO cross section

26
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Figure 2: Summary plot for comparison of NLO and NNLO predictions with the available LHC
measurements of the total W±Z cross section. Theory uncertainties are obtained through scale
variations as described in the text.
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•Fully exclusive analysis possible. Corrections strongly cut-sensitive 
→ FIDUCIAL REGION comparisons (jet veto, gg contribution…)

•General picture: GOOD AGREEMENT DATA/NNLO (with some possible 
room for discussion for WW jet-veto, see [Dawson et al (2016)])

[Grazzini et al. (2015-2016)]



Recent NNLO results: top
T-CHANNEL SINGLE-TOP 
PLUS TOP-DECAY (NWA)
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FIG. 2. Predicted pseudorapidity distribution of the non-b
jet in the final state from top quark production with decay at
13 TeV with fiducial cuts applied. Only QCD corrections in
production are included.

NNLOd

NLOd

LO

NNLOd!LO NLOd!LO

LHC 13 TeV, top quark, corr."decay#

µR, p!µF, p!mt

µR, d!mt

50 100 150

0.00

0.02

0.04

0.06

0.08

0.80

0.90

1.00

1.10

pT,b $GeV%

R
at

io
d
σ
!d

p
T

,b
$p

b
!G

eV
%

FIG. 3. Predicted transverse momentum distribution of the
leading b-jet from top quark production with decay at 13 TeV
with fiducial cuts applied. Only QCD corrections in decay are
included.

is less than one since there are more u-valence quarks
than d-valence quarks in the proton, and it decreases
with pseudorapidity because the d/u ratio decreases at

large x [48]. The uncertainty flags show the statistical
uncertainty from the MC integration. The ratios of the
three curves are shown in the lower panel. The spread
of the LO, NLO, and NNLO predictions is about 1% in
the central region. At large |⌘

l

|, the NLO correction can
reach about 2%, and the additional NNLO correction is
well below one percent. Also shown in the lower panel
are the 68% confidence-level uncertainty bands for three
sets of NNLO PDFs: CT14 [48], MMHT2014 [56] and
NNPDF3.0 [57]. For simplicity, we obtained these bands
using the LO matrix elements and the NNLO PDFs, and
we verified that quantitatively similar central values of
the bands are obtained if we use NLO matrix elements.
Since the PDF induced uncertainty is much larger than
the theoretical uncertainty of its NNLO prediction, the
charge ratio can be used reliably to further discriminate
among and constrain the PDFs, provided that experi-
mental uncertainties can be controlled to the same level,
as is also pointed out in [24]. This charge ratio may
also be sensitive to certain kinds of physics beyond the
SM [58].

NNLO
NLO
LO

CT14 MMHT2014

NNPDF3.0

LHC 13 TeV, lepton charge ratio

µR, p!µF, p!mt

µR, d!mt

0.0 0.5 1.0 1.5 2.0

0.45

0.50

0.55

0.60

0.65

0.70

0.98

1.00

1.02

1.04

1.06

ηl

R
at

io
σ
"
!σ
#

FIG. 4. Ratios of the fiducial cross sections of top anti-quark
to top quark production with decay at 13 TeV as a function
of the pseudorapidity of the charged lepton. The lower panel
shows ratios to the LO prediction as well as dependence on
the choice of PDFs.

Summary. We present the first calculation of NNLO
QCD corrections to t-channel single top quark produc-
tion with decay at the LHC in the 5-flavor scheme in
QCD, neglecting the cross-talk between the hadronic
systems of the two incoming protons. Our calculation
provides a fully di↵erential simulation at NNLO for
t-channel single top-quark production with leptonic
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High-Precision Differential Predictions for Top-Quark Pairs at the LHC
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We present the first complete next-to-next-to-leading order (NNLO) QCD predictions for differ-
ential distributions in the top-quark pair production process at the LHC. Our results are derived
from a fully differential partonic Monte Carlo calculation with stable top quarks which involves no
approximations beyond the fixed-order truncation of the perturbation series. The NNLO correc-
tions improve the agreement between existing LHC measurements [V. Khachatryan et al. (CMS
Collaboration), Eur. Phys. J. C 75, 542 (2015)] and standard model predictions for the top-quark
transverse momentum distribution, thus helping alleviate one long-standing discrepancy. The shape
of the top-quark pair invariant mass distribution turns out to be stable with respect to radiative
corrections beyond NLO which increases the value of this observable as a place to search for physics
beyond the standard model. The results presented here provide essential input for parton distri-
bution function fits, implementation of higher-order effects in Monte Carlo generators as well as
top-quark mass and strong coupling determination.

INTRODUCTION

There is remarkable overall agreement between stan-
dard model (SM) predictions for top-quark pair produc-
tion and LHC measurements. Measurements of the total
inclusive cross section at 7, 8, and 13 TeV [1–5] agree well
with next-to-next-to leading order (NNLO) QCD pre-
dictions [6–11]. Differential measurements of final state
leptons and jets are generally well described by exist-
ing NLO QCD Monte Carlo (MC) generators. Concern-
ing top-quark differential distributions, the description of
the top-quark pT has long been in tension with data [12–
14]; see also the latest differential measurements in the
bulk [15] and boosted top [16] regions. The first 13 TeV
measurements have just appeared [17, 18] and they show
similar results; i.e., MC predictions tend to be harder
than data.

This “pT discrepancy” has long been a reason for con-
cern. Since the top quark is not measured directly, but
is inferred from its decay products, any discrepancy be-
tween top-quark-level data and SM prediction implies
that, potentially, the MC generators used in unfolding
the data may not be accurate enough in their description
of top-quark processes. With the top quark being a main
background in most searches for physics beyond the SM
(BSM), any discrepancy in the SM top-quark description
may potentially affect a broad class of processes at the
LHC, including BSM searches and Higgs physics.

The main “suspects” contributing to such a discrep-
ancy are higher order SM corrections to top-quark pair
production and possible deficiencies in MC event gener-
ators. A goal of this work is to derive the NNLO QCD
corrections to the top-quark pT spectrum at the LHC
and establish if these corrections bridge the gap between
LHC measurements, propagated back to top-quark level
with current MC event generators, and SM predictions
at the level of stable top quarks.

PP → tt-+X(8TeV)
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FIG. 1: Normalized top-antitop pT distribution vs CMS
lepton+jets data [15]. NNLO error band from scale vari-
ation only. The lower panel shows the ratios LO/NNLO,
NLO/NNLO, and data/NNLO.

Our calculations are for the LHC at 8 TeV. They show
that the NNLO QCD corrections to the top-quark pT
spectrum are significant and must be taken into account
for proper modeling of this observable. The effect of
NNLO QCD correction is to soften the spectrum and
bring it closer to the 8 TeV CMS data [15]. In addition
to the top-quark pT, all major top-quark pair differential
distributions are studied as well.

TTBAR DIFFERENTIAL 
DISTRIBUTIONS

[Berger, G
ao, Yuan, Zhu (2016)]

[C
zakon, H

eym
es, M

itov (2016)]

•Tension in pt,top alleviated
•Allow for precision physics 

in the top sector 

•Small inclusive corrections
•LARGE CORRECTIONS in exclusive region
•Similar behavior observed in Higgs in 

VBF [Cacciari et al (2015)]



Recent NNLO results: MCFM@NNLO
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Figure 12. Differential predictions for the transverse momenta of the hardest b (left) and the bb

system (right) for W+H at the LHC. Predictions at NNLO in production with NLO decays are
denoted by solid lines, while those with LO decays are illustrated with dashed curves.

particularly important. At LO, pbbT = pVT so that the cut on the vector boson momentum is
also a cut on pbbT . At NLO this is no longer necessarily the case, since the real corrections
allow for an unclustered parton to balance the total momentum. Therefore the region
pbbT < 120 GeV is first accessible at NLO. Since in this region of phase space the total
transverse momentum of the bb is by definition relatively small, the resulting transverse
momentum of the b-quark pair is also relatively soft. As a result the region of phase space
where pbT (hard) < 120 GeV also has large higher order corrections. This is highlighted
in the middle panel of the figures which presents the impact of higher order corrections
in production (for NLO decays). Going from LO to NLO there are large corrections to
the pT spectrum of the hardest b quark, however the NNLO prediction is relatively stable
illustrating that the perturbative expansion is well-behaved beyond LO.

For pbbT there is a strong feature at the edge of the phase space for the NLO decays
that is not present for the LO decay option. This is due to the phase space boundary at
the LO threshold in the decay phase space [73]. The virtual decay corrections reside in the
pbbT > 120 GeV region of phase space, whilst the real corrections H ! bbg can fill the region
both above and below this value. However in the real phase space when pbbT = 120 GeV
there is a restriction on the phase space for soft gluon emission and a large logarithm arises.
Boundary problems such as these occur frequently in perturbation theory [73] and have

– 16 –

[Campbell, Ellis, Williams (2016); Campbell et al (2016); Boughezal et al (2016)]
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Figure 10. The ratio of various different theoretical predictions to the NNLO nF = 5 differential
cross section. The different predictions correspond to: the inclusion of the top quark gg ! ��

box diagrams (green), the ��N3LO
gg,nF

correction (red) and the ��N3LO
gg,nF

and the top boxes with the
��N3LO

gg,nF
correction re-scaled by the ratio K(mt) described in the text (blue).

analyses the Standard Model background is accounted for by using a data-driven approach
that fits a smooth polynomial function to the data across the entire m�� spectrum. A
resonance might then be observed as a local excess in this spectrum, deviating from the
fitted form. Although well-motivated, one might be concerned that the spectrum may not
be correctly modeled at high energies, where there is little data, and that small fluctuations
could unduly influence the form of the fit and result in misinterpretation of the data. Such
worries could be lessened by using a first-principles theoretical prediction for the spectrum
and it is this issue that we aim to address in this section.

As a concrete example, we will produce NNLO predictions for the invariant mass spec-
trum at high energies using cuts that are inspired by the recent ATLAS analysis [16].
Specifically, these are:

p�,hardT > 0.4m�� , p�,softT > 0.3m�� ,

|⌘� | < 2.37, excluding the region, 1.37 < |⌘� | < 1.52. (4.6)

We will only be interested in the region m�� > 150 GeV, so these represent hard cuts on the
photon momenta. The small region of rapidity that is removed corresponds to the transition
from barrel to end-cap calorimeters. We maintain the same isolation requirements as the
previous section, which again differs slightly from the treatment in the ATLAS paper.

Our first concern is to address the impact of the gg pieces at NLO, represented by
the contribution ��N3LO

gg,nF
defined previously, and the contribution of the top quark loop.

We summarize our results in Figure 10, in which we present several different theoretical
predictions, each normalized to the the default NNLO prediction with 5 light flavors. The

– 15 –

Figure 5. MCFM calculation of the NNLO contribution to the rapidity distributions of the Higgs
boson (left), Z boson (centre) and ZH system (right), in the gg ! H, Z and ZH production
processes respectively. Results are shown for two values of T cut

0 , with the lower panel showing the
ratio of the T cut

0 = 0.01 GeV result to the T cut
0 = 0.004 GeV one.

In contrast, for phenomenology it is sufficient to study the effect of the value of T cut
0

not on the effect of the NNLO correction itself, but on the total prediction at that level of
accuracy. In that case the smallness of the NNLO coefficient in the case of Z production
is an advantage as it suppresses the relative size of the power corrections in the total. On
the other hand the gg ! H process, which receives a very large correction at NNLO,
is more easily subject to power corrections. In order to provide a full NNLO prediction
for the rapidity distributions discussed in this section we sum the results of a standard
MCFM calculation at NLO and a computation of only the NNLO correction using jettiness
subtraction. The resulting distributions are shown in Fig. 6. The gg ! H and Z production
processes differ by a couple of percent in the tails of the distribution, for these two values
of T cut

0 , but are otherwise in excellent agreement. The dependence on T cut
0 is even smaller

for the case of ZH production.

5.3 Cross-sections under cuts

Although the W and Z production cases are the most sensitive to T cut
0 at NNLO, at

this order both ZH and W±H production also display a non-negligible dependence on
T cut
0 . We therefore consider all four processes in this section. For W and Z production

we apply the same cuts as before. For the other processes we consider the final states
W±

(! e±⌫)H(! ��) and Z(! e+e�)H(! b¯b) but do not apply any cuts to the Higgs
boson decay products in either case. In this way the results remain valid for any decay
channel of the Higgs boson. The W± and Z decay products are subject to the same cuts
as in the corresponding inclusive W and Z production processes.

The results of this study are shown in Fig. 7. For the W and Z cases, the improvement
is dramatic; for T cut

0 = 0.02 GeV the difference from the asymptotic result improves from
approximately 35% in the inclusive case to 8% under cuts. A similar level of improvement

– 18 –

VH
γγ

H DY

•NNLO slicing available for some color-singlet processes in MCFM
•V/H+J will be next? 27



Recent NNLO results: H+J phenomenology

•Realistic final states → fiducial region
•Important benchmarking between different computations
•Non-trivial final states possible
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Application of f.o. results: H and jet vetoes
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Figure 2. Comparison of matched N3LO+NNLO results for the jet veto efficiency to NNLO+NNLL
results (left) and to pure N3LO predictions (right).

transverse momentum differential spectrum. For a more detailed discussion of this we refer
the reader to Appendix A.

Fig. 2 shows the impact of matching the NNLL resummed results with the N3LO
result, compared to NNLO+NNLL results (left) and to pure N3LO results (right). In the
left-hand plot, one sees a clear reduction in uncertainties in going from NNLO+NNLL to
N3LO+NNLL, as expected given the impact of the N3LO results shown in Fig. 1. While
the NNLO+NNLL results had a substantially smaller uncertainty band than pure NNLO,
once one includes one additional order in ↵s, resummation brings essentially no further
reduction, as is visible in the right-hand plot. It does, however, induce a small shift in
the central value (and uncertainty band), whose magnitude is slightly smaller than the
uncertainty itself.

2.4 Jet-radius dependence and small-R effects

Two terms in Eq. (2.5) are connected with the choice of jet definition and in particular
depend on the jet radius R. Fclust

(R) accounts for clustering of independent soft emissions
and for commonly used values of R is given by [5, 13]

Fclust
(R) =

4↵2
s(pt,veto)C

2
AL

⇡2

✓
� ⇡2R2

12

+

R4

16

◆
. (2.12)

Fcorrel
(R) [13] comes from the correlated part of the matrix element for the emission of two

soft partons. For our purposes it is useful to further split it into two parts,

Fcorrel
(R) =

4↵2
s(pt,veto)CAL

⇡2

✓
f1 ln

1

R
+ freg(R)

◆
, (2.13)

where the coefficient of the logarithm of R is

– 8 –

[Banfi, FC, Dreyer, Monni, Salam, Zanderighi, Dulat (2015)]

•Combination of f.o. N3LO (Higgs inclusive) and NNLO (H+J 
exclusive) with NNLL resummation, LLR resummation, mass effects…

•No breakdown of fixed (high) order till very low scales
•Even more so for Z+jet [Gerhmann-De Ridder et al (2016)]



Application of NNLO results: H pT
[Monni, Re, Torrielli (2016)]

•Matching of NNLO H+J with NNLL Higgs pT resummation
•Significant reduction of perturbative uncertainties
•Again, no breakdown of perturbation theory (resummation effects: 

25% at pT = 15 GeV, ~0% at pT = 40 GeV)
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FIG. 1. Comparison of the Higgs pH

t
NNLL+NLO prediction as

obtained in this letter (red) to HqT (green). For reference, the pre-
dictions obtained with MiNLO at NLO (orange), and FxFx (blue)
are shown. Lower panel: ratio of the various distributions, nor-
malised to their respective central-scale inclusive cross sections, to
the central NNLL+NLO prediction. Uncertainty bands are shown
only for the resummed results.
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FIG. 2. Higgs pH

t
at NNLL+NNLO (red), NNLL+NLO (green),

and NNLO (blue). Lower panel: ratio of the three predictions to
the NNLL+NNLO one.

µR = µF = mH, and Q = mH/2. The perturbative un-
certainty for all predictions is estimated by varying both
µR and µF by a factor of two in either direction while
keeping 1/2 ≤ µR/µF ≤ 2. Moreover, for central µR and
µF scales we vary the resummation scale Q by a factor of
two in either direction.
To validate our result, in the main panel of figure 1 we
show the comparison of our prediction for the Higgs-
transverse-momentum spectrum at NNLL+NLO to that
obtained with HqT [4, 35]. As expected, we observe a very
good agreement over the entire pH

t range between these

two results, which have the same perturbative accuracy.
Our NNLL+NLO prediction is moderately higher in the
peak of the distribution, and lower at intermediate pH

t
values, although this pattern may slightly change with
different central-scale choices. These small differences
have to do with the different treatment of subleading ef-
fects in the two resummation methods. The agreement
of the two results, both for the central scale and for the
uncertainty band, is even more evident in the lower inset
of figure 1, which displays the ratio of the various dis-
tributions, each normalised to its central-scale inclusive
rate, to our normalised central NNLL+NLO curve.
For comparison, figure 1 also reports the pH

t distribu-
tion obtained with the NLO version of POWHEG+MiNLO
[36–38], and with the MadGraph5 aMC@NLO+FxFx [39–41]
event generators, using default renormalisation and fac-
torisation scales for the two methods (in FxFx a merging
scale µQ = mH/2 has been employed). Both genera-
tors are interfaced to Pythia8.2 [42], without includ-
ing hadronisation, underlying event, and primordial k⊥
(whose impact has been checked to be fully negligible
for this observable), and use PDF4LHC15 parton densi-
ties at NLO. By inspecting the normalised ratios shown
in the lower panel, one observes that the shape of the
Monte-Carlo predictions deviates significantly from the
NNLL+NLO results at pH

t ! 60GeV.
Figure 2 shows the comparison of the matched

NNLL+NNLO result to the NNLL+NLO and the fixed-
order NNLO predictions. The inclusion of the NNLO
corrections leads to a 10− 15% increase in the matched
spectrum for pH

t > 15GeV, and to a consistent reduction
in the perturbative uncertainty, to the ±10%-level in
the considered pH

t range. The impact of resummation
on the fixed order becomes increasingly important for
pH

t ! 40GeV, reaching about 25% at pH

t = 15GeV. For
pH

t " 40GeV, the matched prediction reduces to the
NNLO one.

In this letter we have presented a new method, entirely
formulated in momentum space, for the resummation
of the transverse momentum of a colour-singlet final
state in hadronic collisions. We have used it to obtain
the first NNLL+NNLO prediction for the Higgs-boson
transverse-momentum spectrum at the LHC. Higher-
order logarithmic corrections beyond NNLL can be
systematically included within this framework. Our
approach does not rely on any specific factorisation
theorem, and therefore it can be generalised to treat
any observable featuring kinematic cancellations in the
infrared region – like for instance φ∗ in Drell-Yan pair
production [43] or the oblateness in electron-positron
annihilation – as well as to compute any other observable
which can be treated with the methods of refs. [25, 26].
Notably, this paves the way for formulating a simulta-
neous resummation for the Higgs and the leading-jet
transverse momenta at NNLL.

We are very grateful to F. Caola for providing us with
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have to do with the different treatment of subleading ef-
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of the two results, both for the central scale and for the
uncertainty band, is even more evident in the lower inset
of figure 1, which displays the ratio of the various dis-
tributions, each normalised to its central-scale inclusive
rate, to our normalised central NNLL+NLO curve.
For comparison, figure 1 also reports the pH

t distribu-
tion obtained with the NLO version of POWHEG+MiNLO
[36–38], and with the MadGraph5 aMC@NLO+FxFx [39–41]
event generators, using default renormalisation and fac-
torisation scales for the two methods (in FxFx a merging
scale µQ = mH/2 has been employed). Both genera-
tors are interfaced to Pythia8.2 [42], without includ-
ing hadronisation, underlying event, and primordial k⊥
(whose impact has been checked to be fully negligible
for this observable), and use PDF4LHC15 parton densi-
ties at NLO. By inspecting the normalised ratios shown
in the lower panel, one observes that the shape of the
Monte-Carlo predictions deviates significantly from the
NNLL+NLO results at pH

t ! 60GeV.
Figure 2 shows the comparison of the matched

NNLL+NNLO result to the NNLL+NLO and the fixed-
order NNLO predictions. The inclusion of the NNLO
corrections leads to a 10− 15% increase in the matched
spectrum for pH

t > 15GeV, and to a consistent reduction
in the perturbative uncertainty, to the ±10%-level in
the considered pH

t range. The impact of resummation
on the fixed order becomes increasingly important for
pH

t ! 40GeV, reaching about 25% at pH

t = 15GeV. For
pH

t " 40GeV, the matched prediction reduces to the
NNLO one.

In this letter we have presented a new method, entirely
formulated in momentum space, for the resummation
of the transverse momentum of a colour-singlet final
state in hadronic collisions. We have used it to obtain
the first NNLL+NNLO prediction for the Higgs-boson
transverse-momentum spectrum at the LHC. Higher-
order logarithmic corrections beyond NNLL can be
systematically included within this framework. Our
approach does not rely on any specific factorisation
theorem, and therefore it can be generalised to treat
any observable featuring kinematic cancellations in the
infrared region – like for instance φ∗ in Drell-Yan pair
production [43] or the oblateness in electron-positron
annihilation – as well as to compute any other observable
which can be treated with the methods of refs. [25, 26].
Notably, this paves the way for formulating a simulta-
neous resummation for the Higgs and the leading-jet
transverse momenta at NNLL.
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Conclusions and outlook
•LHC is driving amazing progress in perturbative QCD
•“LHC as a precision machine”: possible!

•Sophisticated higher order computations achievable
•Big progress in multi-loop computations
•Better understanding of logarithmic structures / PS
•Reliable theory-experiment comparison possible (fiducial region…)

•Many other aspects not covered here
•Progress in input parameters: αs fits, PDFs improvement. Photon PDF 

[Manohar, Nason, Salam, Zanderighi (2016), Harland, Khoze, Ryskin (2016)]
•5-loop evolution of αs [Baikov, Chetyrkin, Kühn (2016)]
•Input parameters: the top mass [Beneke et al, Hoang et al (2016)]
•EW corrections, mixed QCD-EW…

•Going beyond state of the art: quite hard (technical/conceptual problems)

A LOT OF THEORETICAL FUN AHEAD, DIRECTLY 
RELEVANT FOR LHC PHENOMENOLOGY!



Thank you  
very much for 
your attention!


