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Anisotropies in the Diffuse Gamma-Ray Background

• cumulative emission of 
unresolved sources 

• guaranteed components from 
unresolved astrophysical 
sources 

• constraints on additional 
contributors (Dark Matter)
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Figure 9: The energy spectrum of the DGRB (black points) as recently measured by the Fermi LAT
[9]. Gray boxes around each data point denote the uncertainty associated with the Galactic di↵use
emission. The solid color lines indicate the expect gamma-ray emission from unresolved sources, for 4
di↵erent well-established astrophysical populations: blazars (in orange), MAGNs (in green), SFGs (in
blue) and MSPs (in red). Color bands represent the corresponding uncertainties on the emission of each
population. Estimates are taken from Ref. [25] (blazars), Ref. [29] (MAGNs), Ref. [159] (SFGs) and
Ref. [38] (MSPs).

depicted in Fig. 9 by orange, green, blue and red lines, respectively.12 Each contribution
is embedded in a band that denotes the level of uncertainty a↵ecting the prediction. The
largest is the one associated with MAGNs (light green band) spanning almost one order of
magnitude. Black data points represent the new Fermi LAT measurement of the DGRB
in Ref. [9] (see Sec. 2.1). The gray boxes around the data points indicate the systematic
error associated with the modeling of the Galactic foreground. From the figure, it is
clear that MSPs are subdominant and that the remaining 3 astrophysical components can
potentially explain the whole DGRB, leaving very little room for additional contributions
(see also Refs. [61, 246, 215]). Similar results have been recently obtained by Ref. [65].
This reference also shows that the goodness of the fit to the Fermi LAT DGRB energy
spectrum in terms of astrophysical sources depends significantly on the model adopted
for the di↵use Galactic foreground and on the slope of the energy spectrum of unresolved
SFGs.

12Ref. [25] only provides the total emission from resolved and unresolved blazars. Since we are inter-
ested in the unresolved component, the orange line in Fig. 9 is obtained by subtracting the emission of
resolved sources from Ref. [9] from the total signal from blazars. The width of the light orange band is,
then, computed summing the estimated errors of the two components in quadrature.
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III. ANISOTROPY ANALYSIS

A. Auto- and cross-correlation angular power
spectra

An intensity sky map can be decomposed into spherical
harmonics as follows:

I(ψ) =
∑

ℓm

aℓ,mYℓ,m(ψ), (1)

where I(ψ) is the intensity in the direction ψ, and Yℓ,m

are the spherical harmonic functions. The auto-APS Cℓ

of the intensity map is computed from the aℓ,m coeffi-
cients as:

Cℓ =
1

2ℓ+ 1

ℓ
∑

m=−ℓ

|aℓm|2. (2)

Similarly, the cross-APS between two intensity maps
Ii and Ij is constructed by the individual aiℓ,m and ajℓ,m
coefficients:

Cij
ℓ =

1

2ℓ+ 1

ℓ
∑

m=−ℓ

aiℓmaj⋆ℓm. (3)

The cross-APS between two maps at different energies
has the advantage of eliminating noise that is uncorre-
lated between the two maps. In our analysis, noise is
due to shot noise from the finite statistics of gamma-ray
events, which is indeed uncorrelated between different
maps.

B. Masking

We apply a mask to the all-sky data to reduce con-
tamination from Galactic diffuse foregrounds and from
sources already detected in the third Fermi LAT source
catalog (3FGL) [23]. The mask applied in our default
analysis excludes low Galactic latitudes (|b| < 30◦) as
well as a 2◦-circle around each point source in 3FGL. The
3FGL catalog contains 3 extended sources at moderate
and high latitudes: Centaurus A and the Large and Small
Magellanic Clouds. Centaurus A and the Large Magel-
lanic Cloud are each masked excluding a 10◦-region from
their center in the catalog. We employ a 5◦ mask for
the Small Magellanic Cloud. The fraction fsky of the sky
remaining unmasked is 0.385. This mask is similar to
the one used as default mask in Ref. [1] which excluded
|b| < 30 and a 2◦-region around each source in 2FGL.
As an illustrative example, the intensity sky map of the

data between 1.0 and 2.0 GeV are shown in Fig. 1, both
unmasked (left panel) and with the default mask applied
(right panel). We test the sensitivity of the analysis to
variations in the choice of mask in Sec. IVC.

C. Foreground cleaning

Despite applying a generous latitude cut via the mask,
some Galactic diffuse emission remains in the unmasked
area of the sky, particularly at low energies. To reduce
this contamination further, we perform foreground clean-
ing by subtracting a model of the Galactic diffuse emis-
sion. We use the recommended model for Pass 7 Repro-
cessed data analysis, i.e. gll iem v05 rev1.fit. This
foreground model is refit to the data in the unmasked re-
gion of the sky map and in each energy bin using GaR-

DiAn. An isotropic component is also included in the
fit. The default mask is adopted in all cases when refit-
ting the diffuse components. The resulting best-fit model
is then subtracted from the intensity maps in each en-
ergy bin to obtain residual intensity maps, on which the
anisotropy measurements are performed. Fig. 2 shows an
example of the residual intensity map for the data at 1-2
GeV energy bin.
We demonstrate the impact of foreground cleaning on

the auto- and cross-APS measurements in Sec. IVC.

D. Measurement and uncertainties

We calculate the auto- and cross-APS of the intensity
maps using the PolSpice package [24]. PolSpice de-
convolves the effect of the mask on the spectra, and it
also provides a covariance matrix among the estimates
of Cℓ at each multipole. This takes into account any
possible correlation between multipoles.
Both the finite angular resolution of the instrument

and the finite angular resolution of the map (i.e., the pix-
elization scheme) suppress the measured auto- and cross-
power APS at large multipoles. This effect is described
using the beam window function W beam

ℓ and pixel win-
dow functionW pix

ℓ , respectively. We note that they affect
the signal but not the noise term CN (see Ref. [1]). We
use the beam and pixel window functions to correct the
suppression at large multipoles so that, ultimately, our
estimation for the auto- and cross-APS is as follows4:

Csignal,ij
ℓ =

CPol,ij
ℓ − CN

(W beam,i
ℓ W beam,j

ℓ )(W pix
ℓ )2

, (4)

where i and j index different maps in the case of the cross-
APS measurement, while i = j for the auto-APS. Also,
CPol,ij

ℓ is the power spectrum delivered by PolSpice,
which is automatically corrected for the effect of masking.
The noise term CN is ⟨Nγ,pix/A2

pix⟩/Ωpix, where Nγ,pix,
Apix, and Ωpix are the number of observed events, the
exposure, and the solid angle, respectively, of each pixel,
and the averaging is done over the unmasked pixels.

4 In the following, we commony refer to this estimator simply by

Cℓ instead than by Csignal
ℓ .
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• measure Cℓ (update the 2012 detection by Fermi-LAT) 

• develop a model of Cℓ in terms of astrophysical sources to fit the data 
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FIG. 1. Intensity maps (in cm−2s−1sr−1) in Galactic coordinates for energies between 1.0 and 2.0 GeV, shown unmasked (left)
and after applying the default mask (right). Data used here follow the default processing (see Sec. II), but they include, in this
case, both front- and back-converting events. The mask is the default one used in the analysis and described in Sec. III B.

FIG. 2. Residual intensity map (in cm−2s−1sr−1) of the data
between 1.0 and 2.0 GeV after the subtraction of our model
for the Galatic foreground. Data used here follow the default
processing (see Sec. II), but they include, in this case, both
front- and back-converting events. The mask is the default
one used in the analysis and described in Sec. III B.

The beam window function is computed as follows:

W beam
ℓ (E) = 2π

∫ 1

−1

d cos θPℓ(cos(θ))PSF(θ; E), (5)

where Pℓ(cos(θ)) are the Legendre polynomials and
PSF(θ; E) is the energy-dependent PSF for a given set
of IRFs, with θ denoting the angular distance in the
PSF. We use the gtpsf tool in the Science Tools pack-
age to calculate the effective PSF, as a function of en-
ergy, averaged over the actual pointing and live-time his-
tory of the LAT. The beam window functions are cal-
culated separately for the P7REP ULTRACLEAN V15
front and back events, and for the two sets of
P8R2 ULTRACLEANVETO V6 events considered, i.e.,
front and PSF3. Finally, the pixel window function W pix

ℓ
is computed using the tools provided in the HEALPix

package for N side=1024. Since we use the same map
resolution for all maps, the pixel window function does
not depend on the energy bin.

The pixel window function and the beam window
functions for front and back events are shown sepa-
rately in Fig. 3, for the P7REP ULTRACLEAN V15 and
P8R2 ULTRACLEANVETO V6 IRFs and at 4 represen-
tative energies. Note that the pixel window function is
negligible up to multipoles of, at least, ∼500 and sub-
dominant with respect to the beam window functions at
all multipoles and at all energies. At very low energies
(up to ∼0.5 GeV) the beam window function leads to a
strong suppression of power at multipoles as low as ∼ 100
even with the front event selection.
Given that the PSF of the Fermi LAT varies signifi-

cantly over the energy range considered in this analysis,
and in some cases within the individual energy bins used
when computing the auto- and cross-APS, it is necessary
to calculate an effective beam window function for each
energy bin. Therefore, for the i-th energy bin, we de-
fine the average window function ⟨W beam,i

ℓ ⟩ by weighting
Eq. 5 with the intensity spectrum of the events in each
bin outside the mask:

⟨W beam,i
ℓ ⟩ =

1

Ibin

∫ Emax,i

Emin,i

dE W beam
ℓ (E)

dN

dE
, (6)

where Ibin ≡
∫ Emax,i

Emin,i
dE (dN/dE) and Emin,i and Emax,i

are the lower and upper bounds of the i-th energy bin.
We approximate the energy spectrum of the data by us-
ing the measured differential intensity dN/dE outside the
mask in each intensity map for the finely-gridded energy
bins.

E. Determination of the binned angular power
spectra and of the Poissonian fit

The estimator for the auto- and cross-APS from Eq. 4
is, then, binned in multipole. Differently to what done

Fornasa et al. (2016) Ackermann et al. (2012)
81 months 22 months

Pass 7 reprocessed 
(ULTRACLEAN_v15) front

Pass 6 (DIFFUSE_v3) front and 
back

13 energy bins 
between 0.5-500 GeV

4 energy bins  
between 1-50 GeV

masking sources in 3FGL masking sources in 1FGL
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output of the decomposition in 
spherical harmonics 
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area of the sky, particularly at low energies. To reduce
this contamination further, we perform foreground clean-
ing by subtracting a model of the Galactic diffuse emis-
sion. We use the recommended model for Pass 7 Repro-
cessed data analysis, i.e. gll iem v05 rev1.fit. This
foreground model is refit to the data in the unmasked re-
gion of the sky map and in each energy bin using GaR-

DiAn. An isotropic component is also included in the
fit. The default mask is adopted in all cases when refit-
ting the diffuse components. The resulting best-fit model
is then subtracted from the intensity maps in each en-
ergy bin to obtain residual intensity maps, on which the
anisotropy measurements are performed. Fig. 2 shows an
example of the residual intensity map for the data at 1-2
GeV energy bin.
We demonstrate the impact of foreground cleaning on

the auto- and cross-APS measurements in Sec. IVC.

D. Measurement and uncertainties

We calculate the auto- and cross-APS of the intensity
maps using the PolSpice package [24]. PolSpice de-
convolves the effect of the mask on the spectra, and it
also provides a covariance matrix among the estimates
of Cℓ at each multipole. This takes into account any
possible correlation between multipoles.
Both the finite angular resolution of the instrument

and the finite angular resolution of the map (i.e., the pix-
elization scheme) suppress the measured auto- and cross-
power APS at large multipoles. This effect is described
using the beam window function W beam

ℓ and pixel win-
dow functionW pix

ℓ , respectively. We note that they affect
the signal but not the noise term CN (see Ref. [1]). We
use the beam and pixel window functions to correct the
suppression at large multipoles so that, ultimately, our
estimation for the auto- and cross-APS is as follows4:

Csignal,ij
ℓ =

CPol,ij
ℓ − CN

(W beam,i
ℓ W beam,j

ℓ )(W pix
ℓ )2

, (4)

where i and j index different maps in the case of the cross-
APS measurement, while i = j for the auto-APS. Also,
CPol,ij

ℓ is the power spectrum delivered by PolSpice,
which is automatically corrected for the effect of masking.
The noise term CN is ⟨Nγ,pix/A2

pix⟩/Ωpix, where Nγ,pix,
Apix, and Ωpix are the number of observed events, the
exposure, and the solid angle, respectively, of each pixel,
and the averaging is done over the unmasked pixels.

4 In the following, we commony refer to this estimator simply by

Cℓ instead than by Csignal
ℓ .
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FIG. 3. Left: Pixel and beam window functions for front-converting events. Pass 7 refers to the P7REP ULTRACLEAN V15
IRFs, while Pass 8 refers to the P8R2 ULTRACLEANVETO V6 ones. The functions (W beam

ℓ )2 is shown for 4 representative
energies. Right: Same as in the left panel but for back-converting events. In both panels the pixel window function (W pix

ℓ )2,
which is independent on energy and instrument response function, is shown for comparison.

in Ref. [1], the binned spectra Cl
5 are taken to be the

unweighted average of the individual Cℓ in the bin. Also,
the error σℓ on Cl is computed by average all the entries
of the covariance matrix provided by PolSpice in the
block corresponding to the bin under consideration. A
dedicated set of Monte Carlo (MC) simulations of the
all-sky data are produced to validate these choise, testing
also alternative binning schemes.
The simulations are performed for a single energy

bin spanning 1–10 GeV. We assume a population of
sources with a power-law source count distribution, i.e.
dN/dS = A(S−α/S0)−α. Its parameters A, S0 and α
are fixed at 3.8×108cm2ssr−1, 10−8cm−2s−1 and 2.0, re-
spectively, in agreement with what was recently found in
Ref. [15]. We consider sources with fluxes (in the energy
range between 1.0 and 10.0 GeV) from 10−11cm−2s−1

to 3.0 × 10−10cm−2s−1. The upper value is roughly
equal to the 3FGL catalog threshold, so that the level of
anisotropy expected from these sources is roughly equal
to the one observed in the data when masking the 3FGL
sources, as done in the analysis of the real data. The
lower value is not crucial since the auto- and cross-APS
are dominated by the sources just below the detection
threshold. From this source count distribution, we create
a realization of the source population, producing about
40,000 sources and assigning them a random position on
the sky. This creates a map with a Poissonian (i.e. con-
stant in multipole) auto-APS that can be computed by
summing together the squared flux of all the simulated

5 In the following, we are going to refer to the binned auto- and
cross-APS also as Cℓ, using the same notation as the unbinned
spectra. We rely on the context to clarify if we are indicating a
binned or unbinned observable.

sources divided by 4π: CP =
∑

i Φi/4π. This is equiv-
alent to integrating the S2dN/dS over the range in flux
mentioned above and it corresponds to a Poissonian auto-
APS CP of approximately 3.4×10−18cm−4s−2sr−1. This
is the nominal auto-APS that we want to reproduce by
applying our analysis pipeline to the simulations.
We use an average exposure (in the energy range

between 1.0 and 10.0 GeV) for 5 years of data-
taking to convert the intensity map into a count map.
This is also convolved with the average PSF for the
P7REP ULTRACLEAN V15 IRFs for front-converting
events (averaged in the 1-10 GeV range, assuming an
energy spectrum ∝ E−2.3). The result is a HEALPix-
formatted map with resolution N side=1024 containing
the expected emission, in counts, from the simulated
sources. Purely isotropic emission is also included by
adding to the map an isotropic template, which was also
convolved with the IRFs and normalized to give the num-
ber of counts expected from the measured IGRB in the 1-
10 GeV energy range, including the contamination from
residual cosmic rays. For simplicity we did not model
the Galactic foregrounds. This final model map is, then.
Poisson-sampled pixel-by-pixel 100 times to yield 100 dif-
ferent realizations of the expected counts. The auto- and
cross-APS of each map is calculated with PolSpice, af-
ter applying the default mask used in the real data anal-
ysis (i.e., excluding |b| < 30◦) but masking the 3FGL
sources within an angular radius of 1◦, even though the
simulation does not include 3FGL sources.
We first validate our recipe to determine the binned

auto- and cross-APS. In the case of the auto-APS, the
standard analytic error σℓ on each Cℓ (assuming that Cℓ

Measurement and interpretation of the Fermi-LAT APS of gamma-ray anisotropies
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• contamination of Galactic foreground at low ℓ and effect of the beam window 
function at large ℓ 

• fitting the data with a Poissonian APS: χ2/dof = 0.91, p-value=0.96 

• fits with A(ℓ/ℓ0)α leads to a best-fit α of -0.06±0.08, with the same p-value of the 
Poissonian best fit

signal region between ℓ=49 and 706 
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to 2000. This illustrates the behavior of the auto-APS613

above and below the signal region used in our analysis,614

i.e. between ℓ = 49 and 706. At large scales (i.e., low615

multipoles), there might be some residual contamination616

from the Galactic foregrounds. This motivates our choice617

of neglecting the APS below ℓ = 49. In Sec. VC the618

effect of foreground contamination is discussed in more619

detail. On the other hand, at high multipoles and at low620

energies (left panel), the size of the error bars increases621

dramatically due to the strong signal suppression caused622

by the beam window functions. Our signal region623

neglects any Cℓ above 706. At high energies (right panel),624

the effect of the beam window function is more modest,625

even up to ℓ = 2000 (see Fig. 3). In principle, for high626

energies, we could consider a signal region in multipole627

that extends to smaller scales. However, we prefer to628

work with a window in multipole that is independent of629

the energy bin and, therefore, we choose the value of630

ℓ = 706 as a reasonable compromise.631

Note that each individual data point in Figs. 6 and 7632

can be negative, since our auto-APS estimator quantifies633

the excess of power with respect to the photon noise CN.634

We fit the auto-APS (between ℓ = 49 and 706) in each635

energy bin to a constant value, in order to determine636

the Poissonian CP (the possibility of a non-constant Cℓ637

is considered later). The fit is performed as discussed638

in the previous section. The best-fit CP are reported639

in Tabs. I and II for the different energy bins and for640

the masks around 3FGL and 2FGL sources, respectively.641

They are also reported as the solid red and dashed blue642

lines in Figs. 6, 7, 29 and 30, when masking sources in643

3FGL and 2FGL, respectively. In the former case, we644

also show the estimated 68% CL error on CP as a pink645

band. The significance of the measured Poissonian auto-646

APS can be quantified by computing the Test Statistics647

(TS) of the best-fit CP, defined as the difference between648

the −2 lnL of the best fit and the −2 lnL of the null649

hypothesis. The latter is obtained from Eq. 10 by setting650

CP to zero. Assuming Wilks’ theorem, TS is distributed651

as χ2 distribution with 1 degree of freedom and, thus,652

it can be used to estimate the significance associated to653

CP. For the default data set masking 3FGL sources, the654

significance of the measured CP is larger than 3 σ for655

all energy bins up to 21.8 GeV, except between 5.00 and656

10.45 GeV. The significance of the detection is reported657

in italics in Tabs. I and II. In the case of the mask around658

3FGL sources, the highest significance in the auto-APS659

is 6.3σ and it is reached in the second energy bin, i.e.660

between 0.72 and 1.04 GeV.661

The way the auto- and cross-APS depend on the energy662

(i.e. the so-called “anisotropy energy spectrum”) is663

an informative observable that can provide insight into664

the emission causing the anisotropic signal. In fact,665

in the case that the auto-APS is produced by a single666

population of sources, the anisotropy energy spectrum667

allows their energy spectrum to be reconstructed [27, 42,668

43]8. If more than one class of objects are responsible for669

the signal, then, by detecting features in the anisotropy670

energy spectrum, it may be possible to identify energy671

regimes where the different classes dominate the signal.672

The measured anisotropy energy spectrum for the673

auto-APS is shown in Fig. 8. In the figure, the data674

points are weighted by E4/∆E2 where E is the log-675

center of the energy bin and ∆E is the width of the676

bin. This weighting is introduced in order to compare677

the anisotropy energy spectrum directly with the squared678

intensity energy spectrum of the sources responsible for679

8 The anisotropy energy spectrum traces the intensity energy
spectrum of the sources responsible for the anisotropy signal only
if the clustering of the source population is independent of energy.
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also show the estimated 68% CL error on CP as a pink645
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The way the auto- and cross-APS depend on the energy662
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in the case that the auto-APS is produced by a single666
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allows their energy spectrum to be reconstructed [27, 42,668

43]8. If more than one class of objects are responsible for669

the signal, then, by detecting features in the anisotropy670
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regimes where the different classes dominate the signal.672
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auto-APS is shown in Fig. 8. In the figure, the data674
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the anisotropy signal. Fig. 8 compares the auto-APS680

CP for the case of the mask excluding 3FGL sources (red681

circles) to that of the mask excluding 2FGL sources (blue682

triangles). As already mentioned, the amplitude of the683

auto-APS is lower when we exclude the sources in 3FGL.684

In both data sets, the low-energy part of the spectrum685

appears generally consistent with a power law, while a686

feature is apparent around 7 GeV. We comment further687

on the structure of the anisotropy energy spectrum in688

Sec. VI.689

B. Cross-correlation angular power spectra690

Two examples of the cross-APS between energy bins691

are shown in Fig. 9. The left panel is for the cross-692

APS between bins at low energies. A clear correlation693

is detected in the multipole range of interest (bounded694

by the vertical grey lines in the figure). Note the effect695

of the beam window function on the error bars at high696

multipoles, as in Fig. 7. The right panel shows the cross-697

APS between two high-energy bins. This combination698

does not correspond to a significant detection, as the699

best-fit CP is compatible with zero.700

The best-fit CP for the cross-APS between the i-th and701

the j-th energy bins are shown in Appendix C, multiplied702

by E2
i E

2
j /∆Ei∆Ej and for all the possible combinations703

of energy bins. Cross-APS CP is detected in most704

combinations of energy bins, with the ones failing to yield705

a detection mainly involving the two highest energy bins.706

Tabs. I and II report the detected cross-APS with their707

significance9. The largest detection significance is 7.8σ708

9 Note that in some cases the best-fit CP is negative. However,

for the case of the cross-APS between the energy bin709

from 1.99 and 3.15 GeV and the energy bin between 3.15710

and 5.0 GeV.711

The tables also report in bold the χ2 associated with712

the best-fit CP according to the definition in Eq. 9.713

Fig. 10 shows the distribution of the 91 χ2 of best-714

fit CP in the the 91 independent combinations of the715

13 energy bins. The solid black line refers to the case716

when all sources in 3FGL are masked and the dashed717

blue line when only sources in 2FGL are masked. Both718

distributions match very well that of a χ2 distribution719

with 9 degrees of freedom (i.e. the 10 data points inside720

the signal region in multipole minus 1 fitted parameter).721

The latter is represented by a solid red line in Fig. 10.722

Only 3 (4) combinations of energy bins has a χ2 larger723

than 16.9 (that would correspond to a p-value of 0.05)724

when masking 3FGL (2FGL) sources.725

Together with the auto-APS in Fig. 8, the cross-726

APS provides an important handle to characterize the727

emission responsible for the anisotropy signal. In728

particular, if the latter is due to only one class of729

unresolved sources, the auto-APS Ci,i
P allows us to730

reconstruct their energy spectrum and the cross-APS can731

be predicted as Ci,j
P =

√

Ci,i
P Cj,j

P . Alternatively, if we732

define the so-called cross-correlation coefficients ri,j as733

Ci,j
P /
√

Ci,i
P Cj,j

P , any deviation from 1 when i ̸= j can734

be interpreted as an indication of multiple source classes735

contributing to the signal. In Fig. 11, we show the736

cross-correlation coefficients corresponding to the best-737

fit Ci,j
P for the data set obtained masking 2FGL sources738

(left panel) and masking 3FGL sources (right panel).739

In the former case, it is clear that the cross-correlation740

coefficients of low-energy bins are systematically smaller741

than 1, when correlated with high-energy bins. This is742

in qualitative agreement with the findings of Ref. [15], in743

which the auto-APS measured in Ref. [1] was explained744

by the sum of two different populations of unresolved745

blazars at low energies, while, above ∼10 GeV, the signal746

was compatible with only one source class. Figs. 33 and747

34 in Appendix D show, for each energy bin i, how the748

cross-correlation coefficents ri,j depend on energy Ej .749

When 3FGL sources are masked (right panel) the750

situation is less clear as errors are larger (especially at751

high energies) and the estimated CP more uncertain. We752

further discuss about the nature of our auto- and cross-753

APS in Sec. VI. Note that in some cases the coefficients754

ri,j shown in Fig. 11 are larger than 1, since only the best-755

fit values are plotted. They are, however, compatible756

with 1, within their uncertainty. Also, some coefficients757

are negative (and they are associated with a black pixel).758

Although within the error bars these negative ri,j are759

actually compatible with 0, we note that negative values760

whenever that happens the estimated error is large and the
measurement is compatible with zero.

• 1 population of source: factor 
out the energy dependence
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III. ANISOTROPY ANALYSIS

A. Auto- and cross-correlation angular power
spectra

An intensity sky map can be decomposed into spherical
harmonics as follows:

I(ψ) =
∑

ℓm

aℓ,mYℓ,m(ψ), (1)

where I(ψ) is the intensity in the direction ψ, and Yℓ,m

are the spherical harmonic functions. The auto-APS Cℓ

of the intensity map is computed from the aℓ,m coeffi-
cients as:

Cℓ =
1

2ℓ+ 1

ℓ
∑

m=−ℓ

|aℓm|2. (2)

Similarly, the cross-APS between two intensity maps
Ii and Ij is constructed by the individual aiℓ,m and ajℓ,m
coefficients:

Cij
ℓ =

1

2ℓ+ 1

ℓ
∑

m=−ℓ

aiℓmaj⋆ℓm. (3)

The cross-APS between two maps at different energies
has the advantage of eliminating noise that is uncorre-
lated between the two maps. In our analysis, noise is
due to shot noise from the finite statistics of gamma-ray
events, which is indeed uncorrelated between different
maps.

B. Masking

We apply a mask to the all-sky data to reduce con-
tamination from Galactic diffuse foregrounds and from
sources already detected in the third Fermi LAT source
catalog (3FGL) [23]. The mask applied in our default
analysis excludes low Galactic latitudes (|b| < 30◦) as
well as a 2◦-circle around each point source in 3FGL. The
3FGL catalog contains 3 extended sources at moderate
and high latitudes: Centaurus A and the Large and Small
Magellanic Clouds. Centaurus A and the Large Magel-
lanic Cloud are each masked excluding a 10◦-region from
their center in the catalog. We employ a 5◦ mask for
the Small Magellanic Cloud. The fraction fsky of the sky
remaining unmasked is 0.385. This mask is similar to
the one used as default mask in Ref. [1] which excluded
|b| < 30 and a 2◦-region around each source in 2FGL.
As an illustrative example, the intensity sky map of the

data between 1.0 and 2.0 GeV are shown in Fig. 1, both
unmasked (left panel) and with the default mask applied
(right panel). We test the sensitivity of the analysis to
variations in the choice of mask in Sec. IVC.

C. Foreground cleaning

Despite applying a generous latitude cut via the mask,
some Galactic diffuse emission remains in the unmasked
area of the sky, particularly at low energies. To reduce
this contamination further, we perform foreground clean-
ing by subtracting a model of the Galactic diffuse emis-
sion. We use the recommended model for Pass 7 Repro-
cessed data analysis, i.e. gll iem v05 rev1.fit. This
foreground model is refit to the data in the unmasked re-
gion of the sky map and in each energy bin using GaR-

DiAn. An isotropic component is also included in the
fit. The default mask is adopted in all cases when refit-
ting the diffuse components. The resulting best-fit model
is then subtracted from the intensity maps in each en-
ergy bin to obtain residual intensity maps, on which the
anisotropy measurements are performed. Fig. 2 shows an
example of the residual intensity map for the data at 1-2
GeV energy bin.
We demonstrate the impact of foreground cleaning on

the auto- and cross-APS measurements in Sec. IVC.

D. Measurement and uncertainties

We calculate the auto- and cross-APS of the intensity
maps using the PolSpice package [24]. PolSpice de-
convolves the effect of the mask on the spectra, and it
also provides a covariance matrix among the estimates
of Cℓ at each multipole. This takes into account any
possible correlation between multipoles.
Both the finite angular resolution of the instrument

and the finite angular resolution of the map (i.e., the pix-
elization scheme) suppress the measured auto- and cross-
power APS at large multipoles. This effect is described
using the beam window function W beam

ℓ and pixel win-
dow functionW pix

ℓ , respectively. We note that they affect
the signal but not the noise term CN (see Ref. [1]). We
use the beam and pixel window functions to correct the
suppression at large multipoles so that, ultimately, our
estimation for the auto- and cross-APS is as follows4:

Csignal,ij
ℓ =

CPol,ij
ℓ − CN

(W beam,i
ℓ W beam,j

ℓ )(W pix
ℓ )2

, (4)

where i and j index different maps in the case of the cross-
APS measurement, while i = j for the auto-APS. Also,
CPol,ij

ℓ is the power spectrum delivered by PolSpice,
which is automatically corrected for the effect of masking.
The noise term CN is ⟨Nγ,pix/A2

pix⟩/Ωpix, where Nγ,pix,
Apix, and Ωpix are the number of observed events, the
exposure, and the solid angle, respectively, of each pixel,
and the averaging is done over the unmasked pixels.

4 In the following, we commony refer to this estimator simply by

Cℓ instead than by Csignal
ℓ .
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C. Foreground cleaning
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some Galactic diffuse emission remains in the unmasked
area of the sky, particularly at low energies. To reduce
this contamination further, we perform foreground clean-
ing by subtracting a model of the Galactic diffuse emis-
sion. We use the recommended model for Pass 7 Repro-
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foreground model is refit to the data in the unmasked re-
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fit. The default mask is adopted in all cases when refit-
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ergy bin to obtain residual intensity maps, on which the
anisotropy measurements are performed. Fig. 2 shows an
example of the residual intensity map for the data at 1-2
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D. Measurement and uncertainties

We calculate the auto- and cross-APS of the intensity
maps using the PolSpice package [24]. PolSpice de-
convolves the effect of the mask on the spectra, and it
also provides a covariance matrix among the estimates
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the signal but not the noise term CN (see Ref. [1]). We
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suppression at large multipoles so that, ultimately, our
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Csignal,ij
ℓ =

CPol,ij
ℓ − CN

(W beam,i
ℓ W beam,j

ℓ )(W pix
ℓ )2

, (4)

where i and j index different maps in the case of the cross-
APS measurement, while i = j for the auto-APS. Also,
CPol,ij

ℓ is the power spectrum delivered by PolSpice,
which is automatically corrected for the effect of masking.
The noise term CN is ⟨Nγ,pix/A2

pix⟩/Ωpix, where Nγ,pix,
Apix, and Ωpix are the number of observed events, the
exposure, and the solid angle, respectively, of each pixel,
and the averaging is done over the unmasked pixels.

4 In the following, we commony refer to this estimator simply by

Cℓ instead than by Csignal
ℓ .

C
i,j
P = I(Ei) I(Ej) C̃P

• 2 populations of sources (contributions sum up linearly):

C
i,j
P = IA(Ei) IA(Ej) C̃P,A+IB(Ei) IB(Ej) C̃P,B

• features in the anisotropy energy spectrum indicates multiple 
populations of sources
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is then subtracted from the intensity maps in each en-
ergy bin to obtain residual intensity maps, on which the
anisotropy measurements are performed. Fig. 2 shows an
example of the residual intensity map for the data at 1-2
GeV energy bin.
We demonstrate the impact of foreground cleaning on

the auto- and cross-APS measurements in Sec. IVC.

D. Measurement and uncertainties

We calculate the auto- and cross-APS of the intensity
maps using the PolSpice package [24]. PolSpice de-
convolves the effect of the mask on the spectra, and it
also provides a covariance matrix among the estimates
of Cℓ at each multipole. This takes into account any
possible correlation between multipoles.
Both the finite angular resolution of the instrument

and the finite angular resolution of the map (i.e., the pix-
elization scheme) suppress the measured auto- and cross-
power APS at large multipoles. This effect is described
using the beam window function W beam

ℓ and pixel win-
dow functionW pix

ℓ , respectively. We note that they affect
the signal but not the noise term CN (see Ref. [1]). We
use the beam and pixel window functions to correct the
suppression at large multipoles so that, ultimately, our
estimation for the auto- and cross-APS is as follows4:

Csignal,ij
ℓ =

CPol,ij
ℓ − CN

(W beam,i
ℓ W beam,j

ℓ )(W pix
ℓ )2

, (4)

where i and j index different maps in the case of the cross-
APS measurement, while i = j for the auto-APS. Also,
CPol,ij

ℓ is the power spectrum delivered by PolSpice,
which is automatically corrected for the effect of masking.
The noise term CN is ⟨Nγ,pix/A2

pix⟩/Ωpix, where Nγ,pix,
Apix, and Ωpix are the number of observed events, the
exposure, and the solid angle, respectively, of each pixel,
and the averaging is done over the unmasked pixels.

4 In the following, we commony refer to this estimator simply by

Cℓ instead than by Csignal
ℓ .
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auto- and cross-APS of specific choices made when de-
vising the analysis. We note that the uncertainties re-
ported in the last section only include statistical errors.
It is, therefore, important to estimate any systematic er-
rors as, e.g., those related to the analysis (such as the
foreground cleaning and the use of the mask) or to the
characterization of the instrument, which may affect the

effective area and beam window functions.
We start by discussing the effect of foreground clean-

ing. The Galactic diffuse emission is bright, especially at
low energies, and generally displays a symmetry about
the disk of the Galaxy, leading to excess power at low
multipoles, corresponding to large angular scales. The
measured auto-APS calculated both with and without

• 91 independent combination of en. bins: 91 Poissonian CPi,j 

• cross correction coefficients
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between the first and second energy bin9.
The way the auto- and cross-APS depend on the en-

ergy (i.e., the so-called “anisotropy energy spectrum”) is
an informative observable that can constrain the emis-
sion causing the anisotropic signal. In fact, in the case
the auto-APS is by a single population of sources, the
anisotropy energy spectrum allows to reconstruct their
energy spectrum [16, 28, 29]10. If more than one class
of objects are responsible for the signal, then, by detect-
ing features in the anisotropy energy spectrum, it may
be possible to identify different energy regimes where the
different classes dominate the signal.
The measured anisotropy energy spectrum is shown in

Fig. 9. In this and all figures showing auto- or cross-CP

as a function of energy, the data points are weighted by
E4/∆E2, for the auto-APS, and by E2

i E
2
j /∆Ei∆Ej for

the cross-APS, where E is the log-center of the energy
bin, ∆E is the width of the bin and i and j index the
two different energy bins considered in the cross-APS.
This weighting is introduced in order to compare the
anisotropy energy spectrum directly with the squared in-
tensity energy spectrum of the sources responsible for the
anistropy signal.
Fig. 9 compares the auto-APS for the case of the mask

excluding 3FGL sources (red dots) rather than 2FGL
sources (blue triangles). As commented before, the am-
plitude of the auto-APS is lower when we exclude the

9 Note that, in some cases, the best-fit CP is negative. However,
whenever that happens, the estimated error is large and the mea-
surement is actually compatible with zero.

10 The anisotropy energy spectrum traces the intensity energy spec-
trum of the sources responsible for the anisotropy signal only if
the clustering of the source population is independent on energy.

sources in 3FGL. In both data sets, the low-energy part of
the spectrum appears generally consistent with a power
law, while a feature is apparent around 7 GeV. We com-
ment further on the structure of the anisotropy energy
spectrum in Sec. V.

B. Cross-correlation angular power spectra

Two examples of the cross-APS between energy bins
is shown in Fig. 10. The left panel is for the cross-APS
between bins at low energy. A clear correlation is de-
tected in the multipole range of interest (bounded by the
vertical grey lines in the figure). Note the effect of the
beam window on the error bars at high multipoles, as in
Fig. 8. The right panel shows the cross-APS between two
high-energy bins. This combination does not correspond
to a significant detection as the CP (shown as a solid or
dashed black line in the figure, when masking 3FGL or
2FGL sources, respectively) is compatible with zero.
The best-fit CP for the cross-APS are shown in Ap-

pendix A. Cross-APS is detected at all energies apart
for some few cases, mainly involving the two last energy
bins. Tab. I reports the detected cross-APS for the de-
fault data set, with their significance. Together with the
auto-APS in Fig. 9, the cross-APS provides an impor-
tant handle to characterize the emission responsible for
the anisotropy signal. In particular, if the latter is due to
only one class of unresolved sources, the auto-APS Ci,i

P
allows us to reconstruct their energy spectrum and the

cross-APS can be predicted as Ci,j
P =

√

Ci,i
P Cj,j

P . Alter-
natively, if we define the so-called cross-correlation co-

efficents ri,j as Ci,j
P /

√

Ci,i
P Cj,j

P , any deviation from 1.0
can be interpreted as an indication of multiple classes
of sources contributing to the signal. In Fig. 11, we
show the cross-correlation coefficents for the data set ob-
tained masking 2FGL sources (left panel) and masking
3FGL sources (right panel). In the former case, it is
clear that the cross-correlation coefficents of low-energy
bins are systematically smaller than 1.0, when correlated
with high-energy bins. This is in qualitative agreement
with the findings of Ref. [9], in which the auto-APS mea-
sured in Ref. [1] was explained by the sum of two different
populations of unresolved blazars at low energies, while,
above ∼10 GeV, the signal was compatible with only one
source class. In case of our default data set (i.e. masking
the sources in 3FGL), the situation is less clear as errors
are larger (especially at high energies) and the estimated
CP more uncertain. We further discuss about the nature
of our auto- and cross-APS in Sec. V.

C. Validation studies

To further validate our measurement and analysis
pipeline, we estimate possible systematic errors affect-
ing our measurements by examining the impact on the

• one source class:

C
i,j
P = I(Ei)I(Ej)C̃P

• multiple source classes:

• cross-correlation coefficients 
different than 1.0 hint at multiple 
components

C
i,j
P =

∑

α

C
i,j
P,α =

∑

α

I(Ei)I(Ej)C̃
i,j
P,α

Measurement and interpretation of the Fermi-LAT APS of gamma-ray anisotropies
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auto- and cross-APS of specific choices made when de-
vising the analysis. We note that the uncertainties re-
ported in the last section only include statistical errors.
It is, therefore, important to estimate any systematic er-
rors as, e.g., those related to the analysis (such as the
foreground cleaning and the use of the mask) or to the
characterization of the instrument, which may affect the

effective area and beam window functions.
We start by discussing the effect of foreground clean-

ing. The Galactic diffuse emission is bright, especially at
low energies, and generally displays a symmetry about
the disk of the Galaxy, leading to excess power at low
multipoles, corresponding to large angular scales. The
measured auto-APS calculated both with and without
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auto- and cross-APS of specific choices made when de-
vising the analysis. We note that the uncertainties re-
ported in the last section only include statistical errors.
It is, therefore, important to estimate any systematic er-
rors as, e.g., those related to the analysis (such as the
foreground cleaning and the use of the mask) or to the
characterization of the instrument, which may affect the

effective area and beam window functions.
We start by discussing the effect of foreground clean-

ing. The Galactic diffuse emission is bright, especially at
low energies, and generally displays a symmetry about
the disk of the Galaxy, leading to excess power at low
multipoles, corresponding to large angular scales. The
measured auto-APS calculated both with and without
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Fitting the data with one or more populations, assuming specific energy spectra: 

I(E) ∝ E
−α I(E) ∝

{

(E/E0)
−α if E ≤ Eb

(E0/Eb)
−α+β(E/E0)

−β otherwise

Measurement and interpretation of the Fermi-LAT APS of gamma-ray anisotropies
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FIG. 19. Anisotropy energy spectrum for the default data set masking the sources in 3FGL (red circles). The different lines
correspond to the best-fit models to the measured auto- and cross-APS with one or two populations of unresolved sources. The
solid magenta line and the solid blue one (left panel) are for one population emitting as a power law or as a broken power law,
respectively. The solid yellow line (right panel) is for two populations with power-law energy spectra. The solid green line (right
panel) shows the best-fit in the case of one population emitting as a power law and another as a broken power law. Finally,
the thicker solid black line (present in both panels) represents the case of two populations emitting as broken power laws. This
is the scenario that best fits the data. In this case, the contribution of the two components are shown as short-dashed and
long-dashed black lines.

TABLE III. Best-fit values for the parameters defining the populations assumed to describe the measured auto- and cross-APS.
See the text for the definition of the parameters. The normalizations (A, A1 and A2) are measured in cm−4s−2sr and the
energy breaks (Eb, Eb,1 and Eb,2) are measured in GeV. Errors are given at 68% CL. The table also indicates the number of
degrees of freedom Ndof (i.e., the number of fitted data points minus the number of free parameters), the χ2 of the best-fit
solution, the χ2 of the best-fit point per degree of freedom and the corresponding p-value.

Ndof χ2 χ2/Ndof p-value
One power law

log10(A) α
−8.48+0.01

−0.01 2.29+0.02
−0.01 89 135.31 1.52 0.001

One broken power law
log10(A) α β Eb

−8.49+0.01
−0.01 2.26+0.02

−0.02 > 3.74 92.20+16.02
−16.66 87 118.57 1.36 0.010

at 68% CL
Two power laws

log10(A1) α1 log10(A2) α2

−8.52+0.03
−0.04 2.24+0.03

−0.05 −8.81+0.14
−0.22 3.27+0.78

−0.45 87 127.60 1.47 0.003
Two broken power laws

log10(A1) α1 β1 Eb,1 log10(A2) α2 β2 Eb,2

−8.58+0.04
−0.05 2.58+0.18

−0.12 > 3.49 3.26+1.05
−0.64 −8.64+0.04

−0.05 2.10+0.05
−0.05 > 3.86 84.65+10.28

−15.71 83 91.58 1.10 0.240
at 68% CL at 68% CL
One power law and one broken power law

log10(A1) α1 log10(A2) α2 β2 Eb,2

−8.56+0.06
−0.09 2.710.260.18 −8.68+0.10

−0.13 2.08+0.88
−0.45 >3.89 84.7910.6016.13 85 98.86 1.16 0.140

at 68% CL

Nside=512. This corresponds to 3145728 pixels and an1199

angular size of approximately 0.115◦. The order is lower1200

than the one used in the data analysis (see Sec. III).1201

However, note that we will only compare our predictions1202

for the DM signal to the measured spectra below ℓ = 706,1203

i.e. for angular scales larger than 0.25◦.1204

The gamma-ray flux (in units of cm−2s−1) produced by1205

DM annihilations in the i-th energy bin and coming from1206

the pixel centered towards direction nj can be written as1207
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FIG. 19. Anisotropy energy spectrum for the default data set masking the sources in 3FGL (red circles). The different lines
correspond to the best-fit models to the measured auto- and cross-APS with one or two populations of unresolved sources. The
solid magenta line and the solid blue one (left panel) are for one population emitting as a power law or as a broken power law,
respectively. The solid yellow line (right panel) is for two populations with power-law energy spectra. The solid green line (right
panel) shows the best-fit in the case of one population emitting as a power law and another as a broken power law. Finally,
the thicker solid black line (present in both panels) represents the case of two populations emitting as broken power laws. This
is the scenario that best fits the data. In this case, the contribution of the two components are shown as short-dashed and
long-dashed black lines.

TABLE III. Best-fit values for the parameters defining the populations assumed to describe the measured auto- and cross-APS.
See the text for the definition of the parameters. The normalizations (A, A1 and A2) are measured in cm−4s−2sr and the
energy breaks (Eb, Eb,1 and Eb,2) are measured in GeV. Errors are given at 68% CL. The table also indicates the number of
degrees of freedom Ndof (i.e., the number of fitted data points minus the number of free parameters), the χ2 of the best-fit
solution, the χ2 of the best-fit point per degree of freedom and the corresponding p-value.

Ndof χ2 χ2/Ndof p-value
One power law

log10(A) α
−8.48+0.01

−0.01 2.29+0.02
−0.01 89 135.31 1.52 0.001

One broken power law
log10(A) α β Eb

−8.49+0.01
−0.01 2.26+0.02

−0.02 > 3.74 92.20+16.02
−16.66 87 118.57 1.36 0.010

at 68% CL
Two power laws

log10(A1) α1 log10(A2) α2

−8.52+0.03
−0.04 2.24+0.03

−0.05 −8.81+0.14
−0.22 3.27+0.78

−0.45 87 127.60 1.47 0.003
Two broken power laws

log10(A1) α1 β1 Eb,1 log10(A2) α2 β2 Eb,2

−8.58+0.04
−0.05 2.58+0.18

−0.12 > 3.49 3.26+1.05
−0.64 −8.64+0.04

−0.05 2.10+0.05
−0.05 > 3.86 84.65+10.28

−15.71 83 91.58 1.10 0.240
at 68% CL at 68% CL
One power law and one broken power law

log10(A1) α1 log10(A2) α2 β2 Eb,2

−8.56+0.06
−0.09 2.710.260.18 −8.68+0.10

−0.13 2.08+0.88
−0.45 >3.89 84.7910.6016.13 85 98.86 1.16 0.140

at 68% CL

Nside=512. This corresponds to 3145728 pixels and an1199

angular size of approximately 0.115◦. The order is lower1200

than the one used in the data analysis (see Sec. III).1201

However, note that we will only compare our predictions1202

for the DM signal to the measured spectra below ℓ = 706,1203

i.e. for angular scales larger than 0.25◦.1204

The gamma-ray flux (in units of cm−2s−1) produced by1205

DM annihilations in the i-th energy bin and coming from1206

the pixel centered towards direction nj can be written as1207

1 population 2 populations 
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Two populations of sources with broken-power-law spectra has the lowest χ2 
(χ2/dof=1.10, p-value=0.24) 
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FIG. 19. Anisotropy energy spectrum for the default data set masking the sources in 3FGL (red circles). The different lines
correspond to the best-fit models to the measured auto- and cross-APS with one or two populations of unresolved sources. The
solid magenta line and the solid blue one (left panel) are for one population emitting as a power law or as a broken power law,
respectively. The solid yellow line (right panel) is for two populations with power-law energy spectra. The solid green line (right
panel) shows the best-fit in the case of one population emitting as a power law and another as a broken power law. Finally,
the thicker solid black line (present in both panels) represents the case of two populations emitting as broken power laws. This
is the scenario that best fits the data. In this case, the contribution of the two components are shown as short-dashed and
long-dashed black lines.

TABLE III. Best-fit values for the parameters defining the populations assumed to describe the measured auto- and cross-APS.
See the text for the definition of the parameters. The normalizations (A, A1 and A2) are measured in cm−4s−2sr and the
energy breaks (Eb, Eb,1 and Eb,2) are measured in GeV. Errors are given at 68% CL. The table also indicates the number of
degrees of freedom Ndof (i.e., the number of fitted data points minus the number of free parameters), the χ2 of the best-fit
solution, the χ2 of the best-fit point per degree of freedom and the corresponding p-value.

Ndof χ2 χ2/Ndof p-value
One power law

log10(A) α
−8.48+0.01

−0.01 2.29+0.02
−0.01 89 135.31 1.52 0.001

One broken power law
log10(A) α β Eb

−8.49+0.01
−0.01 2.26+0.02

−0.02 > 3.74 92.20+16.02
−16.66 87 118.57 1.36 0.010

at 68% CL
Two power laws

log10(A1) α1 log10(A2) α2

−8.52+0.03
−0.04 2.24+0.03

−0.05 −8.81+0.14
−0.22 3.27+0.78

−0.45 87 127.60 1.47 0.003
Two broken power laws

log10(A1) α1 β1 Eb,1 log10(A2) α2 β2 Eb,2

−8.58+0.04
−0.05 2.58+0.18

−0.12 > 3.49 3.26+1.05
−0.64 −8.64+0.04

−0.05 2.10+0.05
−0.05 > 3.86 84.65+10.28

−15.71 83 91.58 1.10 0.240
at 68% CL at 68% CL
One power law and one broken power law

log10(A1) α1 log10(A2) α2 β2 Eb,2

−8.56+0.06
−0.09 2.710.260.18 −8.68+0.10

−0.13 2.08+0.88
−0.45 >3.89 84.7910.6016.13 85 98.86 1.16 0.140

at 68% CL

Nside=512. This corresponds to 3145728 pixels and an1199

angular size of approximately 0.115◦. The order is lower1200

than the one used in the data analysis (see Sec. III).1201

However, note that we will only compare our predictions1202

for the DM signal to the measured spectra below ℓ = 706,1203

i.e. for angular scales larger than 0.25◦.1204

The gamma-ray flux (in units of cm−2s−1) produced by1205

DM annihilations in the i-th energy bin and coming from1206

the pixel centered towards direction nj can be written as1207

1st population 2nd population
log10(A / cm-2s-1sr-1) = -8.58-0.05+0.04 log10(A / cm-2s-1sr-1) = -8.64-0.05+0.04

α = 2.58-0.12+0.18 α = 2.10 ± 0.05
β>3.49 at 68%CL β>3.86 at 68%CL
Eb=3.26-0.64+1.05 GeV Eb=84.65-15.71+10.28 GeV

Interpretation with one 
population of sources is 
excluded at 95% CL 
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Luminosity-dependent density evolution: 

• double power-law gamma-ray luminosity function  

2

ray luminosity is related to the luminosity in X-rays94

[35, 36]. Here, we follow the approach of Refs. [4,95

33, 34] because we are interested in comparing our96

results directly to those of Ref. [4], in which the model97

parameters are constrained only by the properties of98

resolved blazars. Also, Fermi LAT has detected a99

significant number of sources to allow population studies100

to be performed entirely in gamma rays, without relying101

on a phenomenological correlation with X-rays.102

The gamma-ray luminosity function of blazars,103

Φ(Lγ , z,Γ), is defined as the number of sources per unit of104

luminosity Lγ (defined in the rest frame of the source, for105

energies between 0.1 and 100 GeV), per unit of comoving106

volume dV and of spectral index Γ. The luminosity107

function at z = 0 is modeled as a double power law in108

Lγ , as follows:109

Φ(Lγ , z = 0,Γ) =
dN

dLγdV dΓ
=

A

ln(10)Lγ

[(

Lγ

L0

)γ1

+

(

Lγ

L0

)γ2
]−1

× exp

[

−
(Γ− µ(Lγ))2

2σ2

]

, (1)

where γ1 and γ2 are the indexes of the power laws110

and L0 controls the transition between the two regimes.111

The factor A sets the overall normalization and the112

exponential term describes a Gaussian distribution for113

the slope Γ of the energy spectrum, µ(Lγ) and σ are114

the mean and dispersion of the distribution. In the115

literature, blazars are often divided into 2 subclasses, i.e.116

Flat-Spectrum Radio Quasars (FSRQs) and BL Lacertae117

(BL Lacs). The two populate different ends of the118

same correlation between luminosity and spectral index:119

FSRQs are brighter and softer but, as the luminosity120

decreases, sources become harder and it is more common121

to find BL Lacs than FSRQs [37]. Allowing for the mean122

µ(Lγ) of the spectral-index distribution to depend on123

Lγ , one can reproduce the Lγ − Γ correlation and, thus,124

describe both FSRQs and BL Lacs with the same model.125

In particular, we assume µ(Lγ) to be parametrized as126

follows:127

µ(Lγ) = µ∗ + β (log(Lγ)− 46), (2)

where Lγ is measured in erg s−1.128

The redshift evolution of the gamma-ray luminosity129

function is described by the evolutionary factor e(Lγ , z),130

so that131

Φ(Lγ , z,Γ) = Φ(Lγ , z = 0,Γ) e(z, Lγ), (3)

with132

e(z, Lγ) =

[

(

1 + z

1 + zc(Lγ)

)−p1(Lγ)

+

(

1 + z

1 + zc(Lγ)

)−p2(Lγ)
]−1

. (4)

The parameters in Eq. 4 depend on the luminosity as133

follows:134

zc(Lγ) = z∗c

(

Lγ

1048erg s−1

)α

(5)

p1(Lγ) = p01 + τ (logLγ − 44) (6)

p2(Lγ) = p02 + δ (logLγ − 44). (7)

Again, Lγ in Eqs. 6 and 7 is measured in erg s−1.135

The indexes p1(Lγ) and p2(Lγ) control the redshift136

evolution of the blazars, with a positive (negative) index137

corresponding to a positive (negative) evolution, i.e. the138

gamma-ray luminosity function increasing (decreasing)139

with z. The critical redshift zc determines the epoch of140

transition between the two evolutionary regimes.141

Eqs. 3-7 describes the so-called luminosity-dependent142

density evolution (LDDE). Other evolutionary scenarios143

(with different e(z, Lγ) and modified versions of Eq. 3)144

have been considered in the literature. Ref. [4] employs145

them to describe a sample of 403 blazars detected by146

Fermi LAT with a Test Statistics (TS) larger than 50,147

at Galactic latitudes |b| larger than 15◦ [38]. Even if the148

analysis of Ref. [4] is not able to significantly prefer one149

evolutionary scheme over the other, the LDDE is the one150

yielding the best description of the sample of blazars.151

Thus, in this work, we restrict our analysis to the LDDE152

scheme in Eqs. 3-7.153

Blazars are generally characterized by a curved energy154

spectrum, so that the spectral index Γ measured by155

Fermi LAT cannot be considered as a good description156

of how blazars emit as a function of energy. We model157

• spectral index Γ depends on luminosity Lγ (modelling FSRQs and BL Lacs at 
the same time) 

2

ray luminosity is related to the luminosity in X-rays94

[35, 36]. Here, we follow the approach of Refs. [4,95

33, 34] because we are interested in comparing our96

results directly to those of Ref. [4], in which the model97

parameters are constrained only by the properties of98

resolved blazars. Also, Fermi LAT has detected a99

significant number of sources to allow population studies100

to be performed entirely in gamma rays, without relying101

on a phenomenological correlation with X-rays.102

The gamma-ray luminosity function of blazars,103

Φ(Lγ , z,Γ), is defined as the number of sources per unit of104

luminosity Lγ (defined in the rest frame of the source, for105
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× exp
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(Γ− µ(Lγ))2

2σ2
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, (1)

where γ1 and γ2 are the indexes of the power laws110

and L0 controls the transition between the two regimes.111

The factor A sets the overall normalization and the112

exponential term describes a Gaussian distribution for113

the slope Γ of the energy spectrum, µ(Lγ) and σ are114

the mean and dispersion of the distribution. In the115

literature, blazars are often divided into 2 subclasses, i.e.116

Flat-Spectrum Radio Quasars (FSRQs) and BL Lacertae117

(BL Lacs). The two populate different ends of the118

same correlation between luminosity and spectral index:119

FSRQs are brighter and softer but, as the luminosity120

decreases, sources become harder and it is more common121

to find BL Lacs than FSRQs [37]. Allowing for the mean122

µ(Lγ) of the spectral-index distribution to depend on123

Lγ , one can reproduce the Lγ − Γ correlation and, thus,124

describe both FSRQs and BL Lacs with the same model.125

In particular, we assume µ(Lγ) to be parametrized as126

follows:127

µ(Lγ) = µ∗ + β (log(Lγ)− 46), (2)

where Lγ is measured in erg s−1.128

The redshift evolution of the gamma-ray luminosity129

function is described by the evolutionary factor e(Lγ , z),130

so that131

Φ(Lγ , z,Γ) = Φ(Lγ , z = 0,Γ) e(z, Lγ), (3)

with132

e(z, Lγ) =

[

(

1 + z

1 + zc(Lγ)

)−p1(Lγ)

+

(

1 + z

1 + zc(Lγ)

)−p2(Lγ)
]−1

. (4)

The parameters in Eq. 4 depend on the luminosity as133

follows:134

zc(Lγ) = z∗c

(

Lγ

1048erg s−1
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(5)

p1(Lγ) = p01 + τ (logLγ − 44) (6)

p2(Lγ) = p02 + δ (logLγ − 44). (7)

Again, Lγ in Eqs. 6 and 7 is measured in erg s−1.135

The indexes p1(Lγ) and p2(Lγ) control the redshift136

evolution of the blazars, with a positive (negative) index137

corresponding to a positive (negative) evolution, i.e. the138

gamma-ray luminosity function increasing (decreasing)139

with z. The critical redshift zc determines the epoch of140

transition between the two evolutionary regimes.141

Eqs. 3-7 describes the so-called luminosity-dependent142

density evolution (LDDE). Other evolutionary scenarios143

(with different e(z, Lγ) and modified versions of Eq. 3)144

have been considered in the literature. Ref. [4] employs145

them to describe a sample of 403 blazars detected by146

Fermi LAT with a Test Statistics (TS) larger than 50,147

at Galactic latitudes |b| larger than 15◦ [38]. Even if the148

analysis of Ref. [4] is not able to significantly prefer one149

evolutionary scheme over the other, the LDDE is the one150

yielding the best description of the sample of blazars.151

Thus, in this work, we restrict our analysis to the LDDE152

scheme in Eqs. 3-7.153

Blazars are generally characterized by a curved energy154

spectrum, so that the spectral index Γ measured by155

Fermi LAT cannot be considered as a good description156

of how blazars emit as a function of energy. We model157
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ray luminosity is related to the luminosity in X-rays94
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results directly to those of Ref. [4], in which the model97

parameters are constrained only by the properties of98

resolved blazars. Also, Fermi LAT has detected a99

significant number of sources to allow population studies100

to be performed entirely in gamma rays, without relying101

on a phenomenological correlation with X-rays.102

The gamma-ray luminosity function of blazars,103

Φ(Lγ , z,Γ), is defined as the number of sources per unit of104

luminosity Lγ (defined in the rest frame of the source, for105
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volume dV and of spectral index Γ. The luminosity107
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, (1)

where γ1 and γ2 are the indexes of the power laws110

and L0 controls the transition between the two regimes.111

The factor A sets the overall normalization and the112

exponential term describes a Gaussian distribution for113

the slope Γ of the energy spectrum, µ(Lγ) and σ are114

the mean and dispersion of the distribution. In the115

literature, blazars are often divided into 2 subclasses, i.e.116

Flat-Spectrum Radio Quasars (FSRQs) and BL Lacertae117
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FSRQs are brighter and softer but, as the luminosity120

decreases, sources become harder and it is more common121

to find BL Lacs than FSRQs [37]. Allowing for the mean122

µ(Lγ) of the spectral-index distribution to depend on123

Lγ , one can reproduce the Lγ − Γ correlation and, thus,124

describe both FSRQs and BL Lacs with the same model.125

In particular, we assume µ(Lγ) to be parametrized as126

follows:127

µ(Lγ) = µ∗ + β (log(Lγ)− 46), (2)

where Lγ is measured in erg s−1.128

The redshift evolution of the gamma-ray luminosity129

function is described by the evolutionary factor e(Lγ , z),130

so that131

Φ(Lγ , z,Γ) = Φ(Lγ , z = 0,Γ) e(z, Lγ), (3)

with132

e(z, Lγ) =

[

(

1 + z

1 + zc(Lγ)
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+
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evolution of the blazars, with a positive (negative) index137

corresponding to a positive (negative) evolution, i.e. the138

gamma-ray luminosity function increasing (decreasing)139

with z. The critical redshift zc determines the epoch of140

transition between the two evolutionary regimes.141

Eqs. 3-7 describes the so-called luminosity-dependent142

density evolution (LDDE). Other evolutionary scenarios143

(with different e(z, Lγ) and modified versions of Eq. 3)144

have been considered in the literature. Ref. [4] employs145

them to describe a sample of 403 blazars detected by146

Fermi LAT with a Test Statistics (TS) larger than 50,147

at Galactic latitudes |b| larger than 15◦ [38]. Even if the148

analysis of Ref. [4] is not able to significantly prefer one149

evolutionary scheme over the other, the LDDE is the one150

yielding the best description of the sample of blazars.151

Thus, in this work, we restrict our analysis to the LDDE152
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spectrum, so that the spectral index Γ measured by155
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resolved blazars. Also, Fermi LAT has detected a99
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The factor A sets the overall normalization and the112

exponential term describes a Gaussian distribution for113

the slope Γ of the energy spectrum, µ(Lγ) and σ are114

the mean and dispersion of the distribution. In the115

literature, blazars are often divided into 2 subclasses, i.e.116

Flat-Spectrum Radio Quasars (FSRQs) and BL Lacertae117
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on a phenomenological correlation with X-rays.102

The gamma-ray luminosity function of blazars,103

Φ(Lγ , z,Γ), is defined as the number of sources per unit of104

luminosity Lγ (defined in the rest frame of the source, for105

energies between 0.1 and 100 GeV), per unit of comoving106

volume dV and of spectral index Γ. The luminosity107

function at z = 0 is modeled as a double power law in108

Lγ , as follows:109

Φ(Lγ , z = 0,Γ) =
dN

dLγdV dΓ
=

A

ln(10)Lγ

[(

Lγ

L0

)γ1

+

(

Lγ

L0

)γ2
]−1

× exp

[

−
(Γ− µ(Lγ))2

2σ2

]

, (1)

where γ1 and γ2 are the indexes of the power laws110

and L0 controls the transition between the two regimes.111

The factor A sets the overall normalization and the112

exponential term describes a Gaussian distribution for113

the slope Γ of the energy spectrum, µ(Lγ) and σ are114

the mean and dispersion of the distribution. In the115

literature, blazars are often divided into 2 subclasses, i.e.116

Flat-Spectrum Radio Quasars (FSRQs) and BL Lacertae117

(BL Lacs). The two populate different ends of the118

same correlation between luminosity and spectral index:119

FSRQs are brighter and softer but, as the luminosity120

decreases, sources become harder and it is more common121

to find BL Lacs than FSRQs [37]. Allowing for the mean122

µ(Lγ) of the spectral-index distribution to depend on123

Lγ , one can reproduce the Lγ − Γ correlation and, thus,124

describe both FSRQs and BL Lacs with the same model.125

In particular, we assume µ(Lγ) to be parametrized as126

follows:127

µ(Lγ) = µ∗ + β (log(Lγ)− 46), (2)

where Lγ is measured in erg s−1.128

The redshift evolution of the gamma-ray luminosity129

function is described by the evolutionary factor e(Lγ , z),130

so that131

Φ(Lγ , z,Γ) = Φ(Lγ , z = 0,Γ) e(z, Lγ), (3)

with132

e(z, Lγ) =

[

(

1 + z

1 + zc(Lγ)

)−p1(Lγ)

+

(

1 + z

1 + zc(Lγ)

)−p2(Lγ)
]−1

. (4)

The parameters in Eq. 4 depend on the luminosity as133

follows:134

zc(Lγ) = z∗c

(

Lγ

1048erg s−1

)α

(5)

p1(Lγ) = p01 + τ (logLγ − 44) (6)

p2(Lγ) = p02 + δ (logLγ − 44). (7)

Again, Lγ in Eqs. 6 and 7 is measured in erg s−1.135

The indexes p1(Lγ) and p2(Lγ) control the redshift136

evolution of the blazars, with a positive (negative) index137

corresponding to a positive (negative) evolution, i.e. the138

gamma-ray luminosity function increasing (decreasing)139

with z. The critical redshift zc determines the epoch of140

transition between the two evolutionary regimes.141

Eqs. 3-7 describes the so-called luminosity-dependent142

density evolution (LDDE). Other evolutionary scenarios143

(with different e(z, Lγ) and modified versions of Eq. 3)144

have been considered in the literature. Ref. [4] employs145

them to describe a sample of 403 blazars detected by146

Fermi LAT with a Test Statistics (TS) larger than 50,147

at Galactic latitudes |b| larger than 15◦ [38]. Even if the148

analysis of Ref. [4] is not able to significantly prefer one149

evolutionary scheme over the other, the LDDE is the one150

yielding the best description of the sample of blazars.151

Thus, in this work, we restrict our analysis to the LDDE152

scheme in Eqs. 3-7.153

Blazars are generally characterized by a curved energy154

spectrum, so that the spectral index Γ measured by155

Fermi LAT cannot be considered as a good description156

of how blazars emit as a function of energy. We model157

measured in erg s-1 



Data (3FGL dN/dF and APS)

11/13Measurement and interpretation of the Fermi-LAT APS of gamma-ray anisotropies

• best fit from Ajello et al. (2015): γ2=1.83, μ∗=2.22, β=0.1, σ=0.28, zc∗=1.25, 
α=7.23, p10=3.39 
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energies larger than those probed here, while for FSRQs, because of the larger average
redshifts, the EBL efficiently suppresses their >50GeV flux.

For the model reported above, the high-energy peak is a function of Eb alone, for fixed

γa and γb. We calibrated the relationships between Eb and the LAT-measured power-law
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energies larger than those probed here, while for FSRQs, because of the larger average
redshifts, the EBL efficiently suppresses their >50GeV flux.

For the model reported above, the high-energy peak is a function of Eb alone, for fixed

γa and γb. We calibrated the relationships between Eb and the LAT-measured power-law
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• blazars alone cannot explain the measured APS below 1 GeV: χ2=1.59 (p-
value=0.005) and χ2=1.70 (p-value=0.0003) 

• include an additional class of sources, assuming CP(E)∝E-2 Γnew 

• new fits including new source class (Γnew and CP0,0): χ2=1.11 (p-value=0.28) and 
χ2= (p-value=). New class is preferred at more than 99%CL. 

• best-fit Γnew is Γnew=3.000.270.22 and Γnew=xxxx 
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FIG. 18. Poissonian auto-APS as a function of energy for the
default data set in this analysis, with 13 energy bins (red dots)
and with the 4 energy bins used in Ref. [1] (blue triangles).
Note that data are obtained using the mask that covers a 2◦-
circle around each source in 2FGL. The grey squares denote
the measurement from Ref.[1].
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FIG. 19. Anisotropy energy spectrum for the default data set
masking the sources in 3FGL (red dots). The different lines
correspond to the best-fit solutions in the interpretation of the
auto- and cross-APS as a function of one or two populations of
unresolved sources. The solid grey line abd solid blue line are
for one population emitting as a power law or a broken power
law, respectively. The solid yellow line is for two populations
with power-law energy spectra. The solid black line represents
the case of two populations emitting as broken power laws.
In this case, the individual broken power laws are shown as
short-dashed and long-dashed black lines. Finally, the case
of a power-law-emitting populationa and a broken-power-law
one is shown in green, almost completely overlapped with the
solid black line.

parametrized as follows:

F (E) =

{

(E/E0)−α if E ≥ Eb

(E0/Eb)−α+β(E/E0)−β otherwise
. (10)

In this case, the best-fit has a χ2 of 144.1 for 3 parame-
ters and the Test Statistics ∆χ2 indicates that it should
be preferred with respect to the simple power law inter-
pretation. The solution has a log10(A/cm

−2s−1sr−1) =
(−8.47 ± 0.01), α = (2.30 ± 0.02), Eb = 99.9+22.7

−18.2 GeV
and β ≥ 3.5 with the best-fit at 5.0 (see solid blue line
in Fig. 19). The presence of the break allows for a bet-
ter interpretation of the data, which, however, still poor
at low energies. We, then, allow for the possibility of
two independent populations and we start by consider-
ing the case of two power laws. This model has a χ2

of 131.0 for 4 parameters and it provides a significantly
better fit to the data, with respect to the case of one
power law (see solid yellow line in Fig. 19): one popu-
lation explains the data points below few GeV and an-
other one reproduces the data at higher energies. The
best-fit has log10(A1/cm−2s−1sr−1) = (−8.51 ± 0.02),
log10(A2/cm−2s−1sr−1) = −8.88+0.18

−0.07, α = (2.23± 0.01)
and β = 3.7+0.6

−0.4. We also consider the possibility of
two broken power laws. With a χ2 of 100.1 for 8 pa-
rameters, this is the configuration that describes the
data better (see solid black line in Fig. 19). As for
the two-power-laws configurations: one population re-
produces the data at low energies (short-dashed black
line) and one at higher energies (long-dashed black line).
The best-fit has log10(A1/cm−2s−1sr−1) = −8.61+0.05

−0.07,
log10(A2/cm−2s−1sr−1) = −8.59+0.06

−0.08, α1 = 2.14+0.05
−0.06,

α2 = 3.0+0.3
−0.2, β1 ≥ 3.9 (with best-fit at 5.0), β2 =

0.88+0.09
−0.15, E1 = 88.9+9.6

=14.4 GeV and E2 ≥ 79.0 GeV (with
best-fit at 397.1 GeV). The best-fit solution for the cross-
APS is shown in Figs. 29 and 30.
Finally, we also test the hypothesis of one population

emitting as a power law and one as a broken power-law.
In the previous model we are only sensitive to the power-
law regime of the second broken power law. Thus, we
expect this intepretation to provide an equally good fit
to the data (see solid green line in Fig. 19, pratically
overlapping thesolid black one). Indeed, the best-fit is
characterized by the same χ2 for 6 parameters. The
best-fit has log10(A1/cm−2s−1sr−1) = (−8.60 ± 0.07),
log10(A2/cm−2s−1sr−1) = −8.60+0.05

−0.08, α1 = 3.05+0.28
−0.23,

α2 = 2.15+0.06
−0.04, β1 ≥ 3.9 (with best-fit at 5.0) and

Eb = 88.9+10.5
−13.4 GeV.

Having performed the fit withMultiNest allows us to
evaluate not only the Test Statistics but also the Bayes
Factor B. This is defined as the ratio of the so-called
“evidence” for two competing models (given the data)
and it can be used to discriminate between them. Com-
pared to the Test Statistics employed before, the Bayes
Factor also account for the different dimensionality of the
parameter space of the competing models. In particular,
with a lnB = 8.7, there is strong evidence for the two-
power-law interpretation with respect to the one-power-
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The white contour denotes the 68% confidence level region.
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Figure 8. Measurement of the cross-spectrum Ĉg

`

between Fermi-LAT gamma rays and weak lensing data from KiDS for five energy
bins for gamma-ray photons and five redshift bins for KiDS galaxies (black points). The cross-spectrum of the gamma rays and KiDS
B-modes are depicted as red data points.

The improvement due to tomographic binning is only
marginal. Two factors contribute to this lack of improve-
ment: Firstly, in the case of no observed correlation signal
– as is the case here – the di↵erences in the redshift de-
pendence of the astrophysical and dark matter sources do
not come to bear because there is no signal to disentangle.
Secondly, the lensing window functions are quite broad and
thus insensitive to the featureless window function of the
dark matter gamma-ray emissions, as depicted in Figure 1.
This is due to the cumulative nature of lensing on the one
hand and the fact that photo-z’s cause the true n(z) to be
broader than the redshift cuts we impose on the other hand.
This is in contrast with spectral binning, which allows us
to sharply probe the characteristic gamma-ray spectrum in-
duced by dark matter. As shown on Figure 3, annihilating
dark matter shows a pronounced pion bump when annihi-
lating into bb̄ and a cuto↵ corresponding to the dark matter
mass m

DM

, while for decaying dark matter the cuto↵ ap-
pears at half the dark matter mass. For this reason we refrain
from a tomographic analysis for CFHTLenS and RCSLenS
as we expect little to no improvements of the limits.

The limits can be further tightened by taking into ac-

count known astrophysical sources of gamma rays. This
comes however at the expense of introducing new uncertain-
ties in the modelling of said astrophysical sources. Going
forward, we include the astrophysical sources to show the
sensitivity reach of such analyses but also show the conser-
vative limits derived under the assumption that all gamma
rays are sourced by dark matter.

To account for the astrophysical sources, we subtract
the combination of the three populations (blazars, mAGN,
and SFG) described in Section 2 from the observed cross-
correlation signal. The dark matter limits are then obtained
by proceeding as before but using the residuals between the
cross-correlation measurement and the astrophysical con-
tribution. Since we assume no error on the astrophysical
models, the limits obtained by including blazars, mAGN,
and SFG contributions should be considered as a sensitivity
reach for a future situation where gamma-ray emission from
these astrophysical sources will be perfectly understood.

The resulting 2� exclusion limits on the dark matter
annihilation cross-section h�

ann

vi for the bb̄, µ�µ+, and
⌧�⌧+ channels are shown in Figure 12. Finally, the com-
bined exclusion limits for CFHTLenS, RCSLenS, and KiDS
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between Fermi-LAT gamma rays and weak lensing data from KiDS for five energy
bins for gamma-ray photons and five redshift bins for KiDS galaxies (black points). The cross-spectrum of the gamma rays and KiDS
B-modes are depicted as red data points.

The improvement due to tomographic binning is only
marginal. Two factors contribute to this lack of improve-
ment: Firstly, in the case of no observed correlation signal
– as is the case here – the di↵erences in the redshift de-
pendence of the astrophysical and dark matter sources do
not come to bear because there is no signal to disentangle.
Secondly, the lensing window functions are quite broad and
thus insensitive to the featureless window function of the
dark matter gamma-ray emissions, as depicted in Figure 1.
This is due to the cumulative nature of lensing on the one
hand and the fact that photo-z’s cause the true n(z) to be
broader than the redshift cuts we impose on the other hand.
This is in contrast with spectral binning, which allows us
to sharply probe the characteristic gamma-ray spectrum in-
duced by dark matter. As shown on Figure 3, annihilating
dark matter shows a pronounced pion bump when annihi-
lating into bb̄ and a cuto↵ corresponding to the dark matter
mass m

DM

, while for decaying dark matter the cuto↵ ap-
pears at half the dark matter mass. For this reason we refrain
from a tomographic analysis for CFHTLenS and RCSLenS
as we expect little to no improvements of the limits.

The limits can be further tightened by taking into ac-

count known astrophysical sources of gamma rays. This
comes however at the expense of introducing new uncertain-
ties in the modelling of said astrophysical sources. Going
forward, we include the astrophysical sources to show the
sensitivity reach of such analyses but also show the conser-
vative limits derived under the assumption that all gamma
rays are sourced by dark matter.

To account for the astrophysical sources, we subtract
the combination of the three populations (blazars, mAGN,
and SFG) described in Section 2 from the observed cross-
correlation signal. The dark matter limits are then obtained
by proceeding as before but using the residuals between the
cross-correlation measurement and the astrophysical con-
tribution. Since we assume no error on the astrophysical
models, the limits obtained by including blazars, mAGN,
and SFG contributions should be considered as a sensitivity
reach for a future situation where gamma-ray emission from
these astrophysical sources will be perfectly understood.

The resulting 2� exclusion limits on the dark matter
annihilation cross-section h�

ann

vi for the bb̄, µ�µ+, and
⌧�⌧+ channels are shown in Figure 12. Finally, the com-
bined exclusion limits for CFHTLenS, RCSLenS, and KiDS
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FIG. 1. Intensity maps (in cm−2s−1sr−1) in Galactic coordinates for energies between 1.0 and 2.0 GeV, shown unmasked (top)
and after applying the default mask removing sources in 3FGL, as described in Sec. III B (bottom). Data used here follow the
default processing (see Sec. II), but they include both front- and back-converting events. Both maps have been smoothed with
a gaussian beam with σ = 0.5◦ and their projection scheme is Mollweide.

FIG. 2. Same as the bottom panel of Fig. 1 but with our model for the Galactic foreground subtracted (see Sec. IIIC). The
residuals have been smoothed with a gaussian beam with σ = 1◦. The projection scheme is Mollweide.

model gll_iem_v05_rev1.fit



Validation of foreground cleaning
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• significant less power at low multipoles (large angular scales) 

• region with ℓ>143 (bin #5 in the signal region) is not affected by Galactic 
foreground, even without cleaning  

• foreground cleaning also reduces correlation between multipole bins 
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FIG. 11. Each pixel in the panels corresponds to a pair (i, j) of energy bins and it is colored according to the cross-correlation
coefficent ri,j . By construction the panels are symmetric with respect to the diagonal. The panel on the left refers to the
default data set with a mask that covers the sources in 2FGL, while the one on the right is for the mask covering 3FGL sources.
Cross-correlation coefficents below 1 indicate that the signal is due to multiple populations of sources.
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FIG. 12. Left: Auto-APS in the energy bin between 1.04 and 1.38 GeV, comparing the data with (red circles) and without
(blue triangles) foreground cleaning. The solid red line indicates the best-fit CP for the case with foreground cleaning, and the
pink band its 68% CL error. The two dashed vertical lines mark our signal region in multipole. Right: Poissonian auto-APS
as a function of the energy for the case with foreground cleaning and a signal region between ℓ = 49 and 706 (red circles) and
for the case without foreground cleaning and a signal region between ℓ = 143 and 706 (blue triangles). Default data selection
and 3FGL mask are used.

data set in the multipole range used for analysis, marked888

by the two grey vertical dashed lines in the figure.889

In Fig. 15 we show the anisotropy energy spectra890

for the three data sets discussed above. Their891

Poissonian auto-APS agree well within the measurement892

uncertainties in the various energy bins. The sharp drop893

in CP around ∼7 GeV apparent in the Pass 7 data is less894

significant in the Pass 8 PSF3 data and absent in the895

Pass 8 front data, suggesting that the feature in the Pass896

7 data may be the result of a statistical fluctuation. Also,897

with Pass 8, the auto-APS around 70 GeV has a larger898

value than with Pass 7, although the difference is only899

at the 2σ level and, thus, not very significant. We stress900

that this is only a qualitative comparison and a more901
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FIG. 13. Normalized covariance matrix (σi,j/
√
σi,iσj,j) of the binned Cℓ shown in the left panel of Fig. 12, i.e., for the energy

bin between 1.04 and 1.38 GeV, default data selection and default mask covering 3FGL sources. The left panel shows the case
with foreground cleaning, while the right panel is for the uncleaned case. The comparison between the two panels indicates
that large covariances are present in the case without foreground cleaning up to multipoles ℓ ∼ 100.
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FIG. 14. Left: Comparison of the auto-APS measurement in the energy bin between 1.04 and 1.38 GeV between the default
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thorough analysis of the Pass 8 data should be performed.902

With Pass 8, the measurement of the auto-APS and903

cross-APS is expected to improve in several ways, e.g.904

taking advantange of the new PSF classes (from PSF0 to905

PSF3), especially at low energies where the measurement906

uncertainties in the Pass 7 data are dominated by the907

suppression induced by the beam window functions and908

(potentially) by the leaking from bright sources outside909

the mask (see Sec.VC3). Also, new data selections are910

available with Pass 8, characterized by different balances911

between effective area and cosmic-ray contamination.912

In fact, the improvement expected from using Pass 8913

σi,j
√

σi,iσj,j



Validation of mask (3FGL)
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• 1°-mask: disc of 1 deg around all sources 

• 2°-mask: disc of 2 deg around 500 brightest sources and disc of 1 deg around 
all the others 

• 3°-mask: disc of 3.5 deg around 500 brightest sources, disc of 2.5 deg around 
following 500 brightest sources, disc of 2.0 deg around 1000 following brightest 
sources and disc of 1.5 deg around all the others 
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FIG. 16. Left: Comparison of the auto-APS in the energy bin between 1.04 and 1.38 GeV between the default data set which
uses only front events (red circles) and the front+back data set (blue triangles). The solid red line marks the best-fit CP for
the default front-converting data, with the pink band indicating its 68% CL error. The dashed blue line gives the best-fit CP

for the front+back data set. The vertical grey dashed lines mark the signal region between ℓ = 49 and 706. Right: Poissonian
auto-APS as a function of energy for the front events (red circles) and the front+back ones (blue triangles). The default mask
covering 3FGL sources is applied for both panels.
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This validates our choice of the latter as our fiducial mask1000

when dealing with 3FGL sources13.1001

13 We also test an additional mask that covers exactly the same
region of sky as our default mask for 3FGL sources but it also
masks the region around Loop-I and the Galactic Lobes. The
best-fit CP with this more aggressive cut are compatible with the
default Poissonian CP in Fig. 8, within their statistical errors.

A similar validation is performed on the mask covering1002

the sources in 2FGL. We find that cutting a 1◦-disk1003

around all 2FGL sources leads to some power excess at1004

low energies. However, extending the mask by covering1005

a disk with a radius of 2◦ for all sources is enough to1006

get rid of the leakage and there is no need of more1007

aggressive masks as for the case of 3FGL sources. This1008

is probably due to the fact that, when masking 2FGL1009
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covering 3FGL sources is applied for both panels.

Multipole
210 310

 s
r]

-2
 s

r
-2

 s
-4

 [c
m

lC

-10

-8

-6

-4

-2

0

2

4

6

8

10
-1810×

default mask
-mask°2
-mask°1

Poissonian fit (default mask)
-mask)°Poissonian fit (2
-mask)°Poissonian fit (1

-10

-8

-6

-4

-2

0

2

4

6

8

10
-1810×

Energy bin [1.04-1.38] GeV

Energy [GeV]
1 10 210

 s
r]

-2
 s

r
-2

 s
-4

 c
m

2
 [G

eV
-2

E)
∆ ( P

 C4 E

-1910

-1810

-1710

-1910

-1810

-1710

default mask
-mask°2

-mask°3.5

FIG. 17. Left: Comparison of the auto-APS in the energy bin from 1.04 to 1.38 GeV among the case with the default mask
covering the sources in 3FGL (red circles), the case with the 2◦-mask (blue triangles) and the one with the 1◦-mask (orange
squares). The solid red line marks the best-fit CP for the default mask, with the pink band indicating its 68% error. The
long-dashed blue line gives the best-fit CP when the 2◦-mask is employed and the short-dashed orange one for the case with
the 1◦-mask. The vertical grey dashed lines mark the signal region between ℓ = 49 and 706. Right: Poissonian auto-APS as
a function of energy for the case with the default mask (red circles), the 2◦-mask (blue triangles) and the 3.5◦-mask (green
squares).

This validates our choice of the latter as our fiducial mask1000

when dealing with 3FGL sources13.1001

13 We also test an additional mask that covers exactly the same
region of sky as our default mask for 3FGL sources but it also
masks the region around Loop-I and the Galactic Lobes. The
best-fit CP with this more aggressive cut are compatible with the
default Poissonian CP in Fig. 8, within their statistical errors.

A similar validation is performed on the mask covering1002

the sources in 2FGL. We find that cutting a 1◦-disk1003

around all 2FGL sources leads to some power excess at1004

low energies. However, extending the mask by covering1005

a disk with a radius of 2◦ for all sources is enough to1006

get rid of the leakage and there is no need of more1007

aggressive masks as for the case of 3FGL sources. This1008

is probably due to the fact that, when masking 2FGL1009



Front only and front+back
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• two data sets are not independent 

• possibility of leakage outside of point sources in front+back data set because of 
the larger PSF 
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for the front+back data set. The vertical grey dashed lines mark the signal region between ℓ = 49 and 706. Right: Poissonian
auto-APS as a function of energy for the front events (red circles) and the front+back ones (blue triangles). The default mask
covering 3FGL sources is applied for both panels.
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This validates our choice of the latter as our fiducial mask1000

when dealing with 3FGL sources13.1001

13 We also test an additional mask that covers exactly the same
region of sky as our default mask for 3FGL sources but it also
masks the region around Loop-I and the Galactic Lobes. The
best-fit CP with this more aggressive cut are compatible with the
default Poissonian CP in Fig. 8, within their statistical errors.

A similar validation is performed on the mask covering1002

the sources in 2FGL. We find that cutting a 1◦-disk1003

around all 2FGL sources leads to some power excess at1004

low energies. However, extending the mask by covering1005

a disk with a radius of 2◦ for all sources is enough to1006

get rid of the leakage and there is no need of more1007

aggressive masks as for the case of 3FGL sources. This1008

is probably due to the fact that, when masking 2FGL1009
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covering 3FGL sources is applied for both panels.
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This validates our choice of the latter as our fiducial mask1000

when dealing with 3FGL sources13.1001

13 We also test an additional mask that covers exactly the same
region of sky as our default mask for 3FGL sources but it also
masks the region around Loop-I and the Galactic Lobes. The
best-fit CP with this more aggressive cut are compatible with the
default Poissonian CP in Fig. 8, within their statistical errors.

A similar validation is performed on the mask covering1002

the sources in 2FGL. We find that cutting a 1◦-disk1003

around all 2FGL sources leads to some power excess at1004

low energies. However, extending the mask by covering1005

a disk with a radius of 2◦ for all sources is enough to1006

get rid of the leakage and there is no need of more1007

aggressive masks as for the case of 3FGL sources. This1008

is probably due to the fact that, when masking 2FGL1009
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Pass 7 vs. Pass 8

17

Multipole
210

M
ul

tip
ol

e 210

-310

-210

-110

1
With foreground cleaning

Multipole
210

M
ul

tip
ol

e 210

-310

-210

-110

1
Without foreground cleaning

FIG. 13. Normalized covariance matrix (σi,j/
√
σi,iσj,j) of the binned Cℓ shown in the left panel of Fig. 12, i.e., for the energy

bin between 1.04 and 1.38 GeV, default data selection and default mask covering 3FGL sources. The left panel shows the case
with foreground cleaning, while the right panel is for the uncleaned case. The comparison between the two panels indicates
that large covariances are present in the case without foreground cleaning up to multipoles ℓ ∼ 100.
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FIG. 14. Left: Comparison of the auto-APS measurement in the energy bin between 1.04 and 1.38 GeV between the default
Pass 7 data set (red circles) and the Pass 8 front event selection (orange squares). Right: same as the left panel but the
comparison is between the Pass 7 data (red circles) and the Pass 8 PSF3 event selection (blue triangles). The solid red line
marks the best-fit CP for the default Pass 7 data set, with the pink band indicating its 68% CL error. The dashed orange
(blue) line gives the best-fit CP for Pass 8 front (PSF3) in the left (right) panel. The vertical grey dashed lines mark the signal
region between ℓ = 49 and 706. The default mask covering 3FGL sources is applied.

thorough analysis of the Pass 8 data should be performed.902

With Pass 8, the measurement of the auto-APS and903

cross-APS is expected to improve in several ways, e.g.904

taking advantange of the new PSF classes (from PSF0 to905

PSF3), especially at low energies where the measurement906

uncertainties in the Pass 7 data are dominated by the907

suppression induced by the beam window functions and908

(potentially) by the leaking from bright sources outside909

the mask (see Sec.VC3). Also, new data selections are910

available with Pass 8, characterized by different balances911

between effective area and cosmic-ray contamination.912

In fact, the improvement expected from using Pass 8913
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Pass 7 data set (red circles) and the Pass 8 front event selection (orange squares). Right: same as the left panel but the
comparison is between the Pass 7 data (red circles) and the Pass 8 PSF3 event selection (blue triangles). The solid red line
marks the best-fit CP for the default Pass 7 data set, with the pink band indicating its 68% CL error. The dashed orange
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region between ℓ = 49 and 706. The default mask covering 3FGL sources is applied.

thorough analysis of the Pass 8 data should be performed.902

With Pass 8, the measurement of the auto-APS and903

cross-APS is expected to improve in several ways, e.g.904

taking advantange of the new PSF classes (from PSF0 to905

PSF3), especially at low energies where the measurement906

uncertainties in the Pass 7 data are dominated by the907

suppression induced by the beam window functions and908

(potentially) by the leaking from bright sources outside909

the mask (see Sec.VC3). Also, new data selections are910

available with Pass 8, characterized by different balances911

between effective area and cosmic-ray contamination.912

In fact, the improvement expected from using Pass 8913
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FIG. 15. Poissonian auto-APS as a function of energy for the
Pass 7 (red circles), Pass 8 front (orange squares) and Pass8
PSF3 (blue triangles) data sets. The default mask covering
3FGL sources is applied.

PSF3 or Pass 8 front data can already been seen in the914

reduction of the error bars for the blue triangles and915

orange squared in Fig. 15, with respect to the red circles,916

especially at around 100 GeV. A detailed study with Pass917

8 is beyond the scope of the present analysis and is left918

for future work.919

We further investigate the impact of event selection920

by comparing the results obtained from the Pass 7 data921

using front data only (i.e., our default choice) to the922

results obtained using both the front and back data.923

Including back-converting events in the analysis has the924

advantage of increasing the statistics by enlarging the925

effective area by a factor of ∼2. However, the average926

PSF for the front+back data set is poorer than for the927

front events alone, leading to a larger suppression due928

to the beam window function and to a stronger leakage929

outside the mask from bright point-like sources. In this930

comparison it should be kept in mind that the data sets931

are not independent since, by definition, the front+back932

data set contains all the front-converting events. Also,933

it is important to note that due to the poorer PSF of934

the front+back data set, our source masking scheme may935

not be sufficiently effective for that data set, particularly936

at low energies where the PSF is broadest (see also the937

discussion in Sec. VC3).938

The left panel of Fig. 16 shows the auto-APS Cℓ in939

a specific energy bin. Red circles refer to the Pass940

7 front data set and the blue triangles to the Pass 7941

front+back one. The right panel indicates the Poissonian942

auto-APS as a function of energy, with the same color943

code. The measured Cℓ is in good agreement between944

the two data sets at all multipoles in our signal region.945

The same is true for the Poissonian CP, except in the946

lowest energy bin, where the front+back data yields a947

significantly higher CP. This discrepancy is consistent948

with the possibility that, for the front+back data set, the949

mask employed here (covering all sources in 3FGL) is not950

big enough to get rid of the emission of the sources at low951

energies. Note that, also in this case, the significance of952

the dip at ∼7 GeV is strongly reduced.953

3. Mask around resolved sources954

We now investigate the effect of any possible leakage of955

emission outside the mask around the resolved sources.956

We recall that our default mask excludes (in addition to957

a latitude cut of |b| < 30◦) a disk with a radius of 3.5◦958

around the 500 brightest sources in the 3FGL catalog,959

a disk with a radius of 2.5◦ around the following 500960

sources, one with a radius of 1.5◦ for the following 1000961

sources and, finally, a disk with a radius of 1.0◦-radius962

around all the remaining ones. This is what we refer to963

as our default mask when covering the sources in 3FGL.964

However, in order to validate our choice, we consider965

three additional masks. They are defined as follows:966

• 3.5◦-mask excludes a disk with a radius of 3.5◦967

around the 500 brightest sources in the 3FGL968

catalog, a disk with a radius of 2.5◦ for the following969

500 sources, one with a radius of 2.0◦ for the next970

1000 sources and a disk with a radius of 1.5◦ for971

the remaining ones;972

973

• 2◦-mask covers a disk with a radius of 2.0◦ around974

the 500 brightest sources and a disk with a radius975

of 1.0◦ around the remaining sources;976

977

• 1◦-mask excludes a disk with a radius of 1.0◦978

around each source.979

Our default mask is located between the 2◦-mask980

and the 3.5◦-mask, in terms of masked area. For high981

energies, where the PSF is narrower, we expect the 1◦-982

mask to be sufficient to exclude the emission of the983

sources detected in 3FGL. However, at low energies some984

leakage may appear. Results are summarized in Fig. 17.985

The left panel shows the measured auto-APS in the986

energy bin between 1.04 and 1.38 Gev, for the 1.0◦-mask987

(orange squares), for the 2.0◦-mask (blue triangles) and988

for the default one (red circles). It is clear that there is989

a significant contamination due to power leakage outside990

the 1.0◦-mask, especially at ℓ < 50, but up to ℓ ∼80. The991

other two more aggresive masks give consistent results in992

this energy bin. In the right panel, we plot the anisotropy993

energy spectrum for the 2◦-masks (blue triangle), for994

the default one (red circle) and for the 3.5◦-mask (green995

squares). While, at high energies, the three cases yield996

consistent results, the 2◦-mask shows still an excess of997

power in the first energy bin. On the other hand, results998

for the 3.5◦-mask are consistent with our default mask.999
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• produce 200 Monte Carlo realisations of the gamma-ray sky with a fixed 
nominal CP 

• analytical expression for the error is  

• to bin Cℓ in one multipole bin, you 
can compute: 

A. unweighted average
B. weighted average with 

weight = 1/σℓ 
C. weighted average with 

weight = 1/σℓ and only 
photon noise 

• Monte Carlo simulations prove 
that method B underestimates the 
APS  
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function (short-dashed gray line) has a negligible effect331

up to multipoles of, at least, ∼500 and it is subdominant332

with respect to the beam window functions at all333

multipoles and energies. At energies below ∼0.5 GeV,334

the beam window function leads to a strong suppression335

of power for ℓ <∼ 100, even with the front event selection.336

Given that the PSF of the Fermi LAT varies337

significantly over the energy range considered in this338

analysis, and in some cases within the individual energy339

bins used when computing the auto- and cross-APS, it is340

necessary to calculate an effective beam window function341

for each energy bin. Therefore, for the i-th energy bin,342

we define the average window function ⟨W beam,i
ℓ ⟩ by343

weighting Eq. 6 with the intensity spectrum of the events344

in that bin outside the mask:345

⟨W beam,i
ℓ ⟩ =

1

Ibin

∫ Emax,i

Emin,i

dE W beam
ℓ (E)

dI(E)

dE
, (7)

where Ibin ≡
∫ Emax,i

Emin,i
dE (dI/dE) and Emin,i and Emax,i346

are the lower and upper bounds of the i-th energy bin.347

We approximate the energy spectrum of the data by348

using the measured differential intensity dI/dE outside349

the mask in each intensity map for the finely-binned350

energy bins.351

IV. MONTE CARLO VALIDATION OF THE352

BINNING OF THE APS AND OF ITS353

POISSONIAN FIT354

A. Auto-correlation angular power spectrum355

In this section we describe in detail the procedure356

used to bin the auto-APS estimated in Eq. 4 into large357

multipole bins. Binning is required in order to reduce the358

correlation among nearby Cℓ due to the presence of the359

mask.360

In contrast with the analysis of Ref. [1], in the361

present work the binned spectra Cl are taken to be the362

unweighted average of the individual Cℓ in the bin. Also,363

the error σℓ on Cl is computed by averaging all the364

entries of the covariance matrix provided by PolSpice in365

the block corresponding to the bin under consideration.366

A dedicated set of MC simulations of all-sky data are367

produced to validate these choices and to additionally368

test alternative binning schemes. The MC validation369

procedure is described below.370

1. Monte Carlo simulations371

The simulations are performed for a single energy bin372

from 1 to 10 GeV. We assume an underlying population373

of sources with a power-law source-count distribution,374

i.e., dN/dS = A (S/S0)−α. The parameters A, S0375

and α are fixed to the values 3.8 × 108 cm2 s sr−1,376

10−8 cm−2s−1 and 2.0, respectively, in agreement with377

the best-fit results of Ref. [25]. We consider sources378

with fluxes (in the energy range between 1 and 10 GeV)379

from 10−11 cm−2s−1 to 10−10 cm−2s−1. The upper value380

is roughly equal to the 3FGL sensitivity threshold. In381

this way, the level of anisotropy expected from these382

sources is roughly equal to that observed in the data383

when masking the 3FGL sources, as done in the analysis384

of the real data. The lower value is not crucial since385

the auto-APS is dominated by the sources just below the386

detection threshold. From the source count distribution387

dN/dS, we create a realization of the source population,388

producing about 40,000 objects and assigning them389

random positions on the sky. This creates a map with390

a Poissonian (i.e., constant in multipole) auto-APS, CP,391

whose value can be computed by summing together the392

squared flux, Φ2
i , of all the simulated sources divided by393

4π: CP =
∑

i Φ
2
i /4π. This is equivalent to the usual394

way of calculating CP by integrating S2dN/dS over the395

range in flux mentioned above. The resulting Poissonian396

auto-APS CP is 3.42 × 10−18 cm−4s−2sr−1. This is the397

nominal auto-APS that we want to recover by applying398

our analysis pipeline to the simulations.399

We use the exposure (averaged in the energy range400

between 1 and 10 GeV) for 5 years of data-taking to401

convert the intensity map into a counts map. The402

map is also convolved with the average PSF for the403

P7REP ULTRACLEAN V15 IRFs for front-converting404

events (averaged in the 1-10 GeV range, assuming an405

energy spectrum ∝ E−2.3). The result is a HEALPix-406

formatted map with resolution Nside=1024 containing407

the expected emission, in counts, from the simulated408

sources. Purely isotropic emission is also included by409

adding an isotropic template to the map, which was410

also convolved with the IRFs and normalized to give the411

number of counts expected from the IGRB measured in412

the 1-10 GeV energy range, including the contamination413

from residual cosmic rays. For simplicity we did not414

model the Galactic foregrounds. This final map is then415

Poisson-sampled pixel-by-pixel 200 times to yield 200416

different realizations of the expected counts. The auto-417

APS of each map is calculated with PolSpice, after418

applying the default mask used in the analysis of the419

real data, i.e., excluding the region with |b| < 30◦ and420

the sources in 3FGL, even though the simulation does421

not include those sources. Finally, noise subtraction422

and beam correction are also applied as described in423

Sec. III D.424

2. Binning validation425

We first validate our recipe to determine the binned426

auto-APS. In this case, the standard analytic error σℓ on427

each Cℓ (assuming that Cℓ follows a χ2
2ℓ+1 distribution428

[40]) is:429

σℓ =

√

2

(2ℓ+ 1) fsky

(

Cℓ +
CN

W 2
ℓ

)

, (8)
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FIG. 4. Comparison between different methods to bin the
auto-APS measured in the bin between ℓ = 243 and 317
from the MC simulations described in the text. The nominal
CP is represented by the vertical grey line. The solid
black histogram shows the distribution of the measured Cℓ

for the 200 simulated realizations, if the binned auto-APS
is computed by an unweighted average. The dashed blue
histogram denotes the case of a weighted average with weights
given in Eq. 8. The solid red curves is a Gaussian distribution
centered on the nominal CP and with a standard deviation of
9.3× 10−19 cm−4s−2sr−1, as estimated with PolSpice.

with Wℓ = W beam
ℓ W pix

ℓ . We test three approaches to430

obtain Cℓ: i) computing the weighted average of the Cℓ431

in each multipole bin, using wℓ = σ−2
ℓ as weight, ii)432

computing the weighted average of the Cℓ in the bin,433

with a weight wℓ = σ−2
ℓ , defining σℓ as in Eq. 8 but434

only with the noise term CN/W 2
ℓ and iii) computing the435

unweighted average of the Cℓ in the bin. Note that in the436

first approach, the weight wℓ depends on the data via the437

Cℓ term in Eq. 8, while in the second and third methods438

there is no dependence on the estimated auto-APS. The439

first method is the one employed in Ref. [1].440

In Fig. 4, we show a histogram of the binned Cℓ in the441

bin between ℓ = 243 and 317 for the 200 MC realizations.442

The nominal CP is denoted by the grey vertical solid443

line. The solid black histogram refers to the case in444

which no weights are used (method iii), while the dashed445

blue histogram is for the weighted average with weights446

from Eq. 8 (method i). The results for method ii (i.e.,447

weighted average but with only the noise term in Eq. 8)448

are not plotted but they are similar to the solid black449

histogram. It is clear that binning the data by means450

of a weighted average which includes the data Cℓ itself451

gives a result which underestimates the nominal CP. On452

the other hand, using the unweighted average (as we453

do in the current analysis) or weighting using only the454

noise term gives results compatible with the input. The455

intuitive reason for this bias can be traced to the fact that456

method i) uses the measured auto-APS in the estimation457

of the error: at each multipole the measured auto-APS458

fluctuates up and down significantly. If we use Eq. 8 with459

the measured Cℓ to weight the data at each multipole, a460

downward fluctuation of Cℓ is assigned a smaller error bar461

and, thus, a larger weight. This will lead to a downward462

biased Cℓ. Finally, the histogram also show that the463

distribution of the Cℓ obtained from the MC realizations464

is, to a good approximation, Gaussian. Indeed, it465

agrees well with the solid red curve representing a466

Gaussian distribution centered on the nominal CP and467

with a standard deviation of 9.3×10−19cm−4s−2sr−1 (see468

below).469

To assign an error σℓ to the binned auto-APS Cℓ470

we also test three methods: i) the unweighted average471

of σ2
ℓ from Eq. 8 in the bin, ii) the weighted average472

of σ2
ℓ from Eq. 8 with weight wℓ = σ−2

ℓ and iii) the473

average of the covariance matrix computed by PolSpice474

in the bin5. Differently from the estimation of Cℓ, the475

three methods for the estimation of σℓ produce similar476

results. Thus, we decide to choose method iii) as our477

standard prescription. This has also the advantage that,478

by averaging different blocks of the covariance matrix479

provided by PolSpice, one can build a covariance matrix480

for the binned auto-APS. The average of σℓ from method481

iii) in the multipole bin between ℓ = 243 and 317482

over the 200 MC realizations is 9.3× 10−19cm−4s−2sr−1,483

i.e. the value considered in Fig. 4 for the standard484

deviation of the red curve. Our validation with MC485

simulations shows that our estimate of the errors is486

realiable and that higher-order effects, e.g. those related487

to the bispectrum and trispectrum discussed in Ref. [41],488

can be neglected. It remains interesting, nonetheless, to489

understand if a small bispectrum and trispectrum can be490

used to independently constrain the sources contributing491

to the IGRB.492

3. Poissonian fit validation493

Having validated the binning procedure for the494

measured auto-APS, we are now interested in fitting the495

binned auto-APS Cℓ with a constant value. Indeed, a496

Poissonian APS CP, i.e. an APS that is constant in497

multipole, is a natural expectation for the anisotropies498

induced by unclustered unresolved point sources. One499

possibility is to infer CP by minimizing the following χ2
500

function:501

χ2(CP) =
∑

ℓ

(Cℓ − CP)2

σℓ2
, (9)

where Cℓ and σℓ are the the binned data and their errors,502

as described in the previous section.503

5 PolSpice returns the covariance matrix of the beam-uncorrected
Cℓ, denoted here by Vℓℓ′ . In method iii) the error σℓ

2 is defined
as

∑
ℓℓ′ Vℓℓ′/(W

2
ℓ W

2
ℓ′
∆ℓ), where the sum runs over the ℓ, ℓ′ inside

each multipole bin and ∆ℓ is the width of the bin.
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• method A: unweighted average of the analytical expression for the error 
σℓ

• method B: weighted average of σℓ  

• method C: average of the variances and covariances computed by 
PolSpice

• they agree on the MC data 
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function (short-dashed gray line) has a negligible effect331

up to multipoles of, at least, ∼500 and it is subdominant332

with respect to the beam window functions at all333

multipoles and energies. At energies below ∼0.5 GeV,334

the beam window function leads to a strong suppression335

of power for ℓ <∼ 100, even with the front event selection.336

Given that the PSF of the Fermi LAT varies337

significantly over the energy range considered in this338

analysis, and in some cases within the individual energy339

bins used when computing the auto- and cross-APS, it is340

necessary to calculate an effective beam window function341

for each energy bin. Therefore, for the i-th energy bin,342

we define the average window function ⟨W beam,i
ℓ ⟩ by343

weighting Eq. 6 with the intensity spectrum of the events344

in that bin outside the mask:345

⟨W beam,i
ℓ ⟩ =

1

Ibin

∫ Emax,i

Emin,i

dE W beam
ℓ (E)

dI(E)

dE
, (7)

where Ibin ≡
∫ Emax,i

Emin,i
dE (dI/dE) and Emin,i and Emax,i346

are the lower and upper bounds of the i-th energy bin.347

We approximate the energy spectrum of the data by348

using the measured differential intensity dI/dE outside349

the mask in each intensity map for the finely-binned350

energy bins.351

IV. MONTE CARLO VALIDATION OF THE352

BINNING OF THE APS AND OF ITS353

POISSONIAN FIT354

A. Auto-correlation angular power spectrum355

In this section we describe in detail the procedure356

used to bin the auto-APS estimated in Eq. 4 into large357

multipole bins. Binning is required in order to reduce the358

correlation among nearby Cℓ due to the presence of the359

mask.360

In contrast with the analysis of Ref. [1], in the361

present work the binned spectra Cl are taken to be the362

unweighted average of the individual Cℓ in the bin. Also,363

the error σℓ on Cl is computed by averaging all the364

entries of the covariance matrix provided by PolSpice in365

the block corresponding to the bin under consideration.366

A dedicated set of MC simulations of all-sky data are367

produced to validate these choices and to additionally368

test alternative binning schemes. The MC validation369

procedure is described below.370

1. Monte Carlo simulations371

The simulations are performed for a single energy bin372

from 1 to 10 GeV. We assume an underlying population373

of sources with a power-law source-count distribution,374

i.e., dN/dS = A (S/S0)−α. The parameters A, S0375

and α are fixed to the values 3.8 × 108 cm2 s sr−1,376

10−8 cm−2s−1 and 2.0, respectively, in agreement with377

the best-fit results of Ref. [25]. We consider sources378

with fluxes (in the energy range between 1 and 10 GeV)379

from 10−11 cm−2s−1 to 10−10 cm−2s−1. The upper value380

is roughly equal to the 3FGL sensitivity threshold. In381

this way, the level of anisotropy expected from these382

sources is roughly equal to that observed in the data383

when masking the 3FGL sources, as done in the analysis384

of the real data. The lower value is not crucial since385

the auto-APS is dominated by the sources just below the386

detection threshold. From the source count distribution387

dN/dS, we create a realization of the source population,388

producing about 40,000 objects and assigning them389

random positions on the sky. This creates a map with390

a Poissonian (i.e., constant in multipole) auto-APS, CP,391

whose value can be computed by summing together the392

squared flux, Φ2
i , of all the simulated sources divided by393

4π: CP =
∑

i Φ
2
i /4π. This is equivalent to the usual394

way of calculating CP by integrating S2dN/dS over the395

range in flux mentioned above. The resulting Poissonian396

auto-APS CP is 3.42 × 10−18 cm−4s−2sr−1. This is the397

nominal auto-APS that we want to recover by applying398

our analysis pipeline to the simulations.399

We use the exposure (averaged in the energy range400

between 1 and 10 GeV) for 5 years of data-taking to401

convert the intensity map into a counts map. The402

map is also convolved with the average PSF for the403

P7REP ULTRACLEAN V15 IRFs for front-converting404

events (averaged in the 1-10 GeV range, assuming an405

energy spectrum ∝ E−2.3). The result is a HEALPix-406

formatted map with resolution Nside=1024 containing407

the expected emission, in counts, from the simulated408

sources. Purely isotropic emission is also included by409

adding an isotropic template to the map, which was410

also convolved with the IRFs and normalized to give the411

number of counts expected from the IGRB measured in412

the 1-10 GeV energy range, including the contamination413

from residual cosmic rays. For simplicity we did not414

model the Galactic foregrounds. This final map is then415

Poisson-sampled pixel-by-pixel 200 times to yield 200416

different realizations of the expected counts. The auto-417

APS of each map is calculated with PolSpice, after418

applying the default mask used in the analysis of the419

real data, i.e., excluding the region with |b| < 30◦ and420

the sources in 3FGL, even though the simulation does421

not include those sources. Finally, noise subtraction422

and beam correction are also applied as described in423

Sec. III D.424

2. Binning validation425

We first validate our recipe to determine the binned426

auto-APS. In this case, the standard analytic error σℓ on427

each Cℓ (assuming that Cℓ follows a χ2
2ℓ+1 distribution428

[40]) is:429

σℓ =

√

2

(2ℓ+ 1) fsky

(

Cℓ +
CN

W 2
ℓ

)

, (8)
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FIG. 4. Comparison between different methods to bin the
auto-APS measured in the bin between ℓ = 243 and 317
from the MC simulations described in the text. The nominal
CP is represented by the vertical grey line. The solid
black histogram shows the distribution of the measured Cℓ

for the 200 simulated realizations, if the binned auto-APS
is computed by an unweighted average. The dashed blue
histogram denotes the case of a weighted average with weights
given in Eq. 8. The solid red curves is a Gaussian distribution
centered on the nominal CP and with a standard deviation of
9.3× 10−19 cm−4s−2sr−1, as estimated with PolSpice.

with Wℓ = W beam
ℓ W pix

ℓ . We test three approaches to430

obtain Cℓ: i) computing the weighted average of the Cℓ431

in each multipole bin, using wℓ = σ−2
ℓ as weight, ii)432

computing the weighted average of the Cℓ in the bin,433

with a weight wℓ = σ−2
ℓ , defining σℓ as in Eq. 8 but434

only with the noise term CN/W 2
ℓ and iii) computing the435

unweighted average of the Cℓ in the bin. Note that in the436

first approach, the weight wℓ depends on the data via the437

Cℓ term in Eq. 8, while in the second and third methods438

there is no dependence on the estimated auto-APS. The439

first method is the one employed in Ref. [1].440

In Fig. 4, we show a histogram of the binned Cℓ in the441

bin between ℓ = 243 and 317 for the 200 MC realizations.442

The nominal CP is denoted by the grey vertical solid443

line. The solid black histogram refers to the case in444

which no weights are used (method iii), while the dashed445

blue histogram is for the weighted average with weights446

from Eq. 8 (method i). The results for method ii (i.e.,447

weighted average but with only the noise term in Eq. 8)448

are not plotted but they are similar to the solid black449

histogram. It is clear that binning the data by means450

of a weighted average which includes the data Cℓ itself451

gives a result which underestimates the nominal CP. On452

the other hand, using the unweighted average (as we453

do in the current analysis) or weighting using only the454

noise term gives results compatible with the input. The455

intuitive reason for this bias can be traced to the fact that456

method i) uses the measured auto-APS in the estimation457

of the error: at each multipole the measured auto-APS458

fluctuates up and down significantly. If we use Eq. 8 with459

the measured Cℓ to weight the data at each multipole, a460

downward fluctuation of Cℓ is assigned a smaller error bar461

and, thus, a larger weight. This will lead to a downward462

biased Cℓ. Finally, the histogram also show that the463

distribution of the Cℓ obtained from the MC realizations464

is, to a good approximation, Gaussian. Indeed, it465

agrees well with the solid red curve representing a466

Gaussian distribution centered on the nominal CP and467

with a standard deviation of 9.3×10−19cm−4s−2sr−1 (see468

below).469

To assign an error σℓ to the binned auto-APS Cℓ470

we also test three methods: i) the unweighted average471

of σ2
ℓ from Eq. 8 in the bin, ii) the weighted average472

of σ2
ℓ from Eq. 8 with weight wℓ = σ−2

ℓ and iii) the473

average of the covariance matrix computed by PolSpice474

in the bin5. Differently from the estimation of Cℓ, the475

three methods for the estimation of σℓ produce similar476

results. Thus, we decide to choose method iii) as our477

standard prescription. This has also the advantage that,478

by averaging different blocks of the covariance matrix479

provided by PolSpice, one can build a covariance matrix480

for the binned auto-APS. The average of σℓ from method481

iii) in the multipole bin between ℓ = 243 and 317482

over the 200 MC realizations is 9.3× 10−19cm−4s−2sr−1,483

i.e. the value considered in Fig. 4 for the standard484

deviation of the red curve. Our validation with MC485

simulations shows that our estimate of the errors is486

realiable and that higher-order effects, e.g. those related487

to the bispectrum and trispectrum discussed in Ref. [41],488

can be neglected. It remains interesting, nonetheless, to489

understand if a small bispectrum and trispectrum can be490

used to independently constrain the sources contributing491

to the IGRB.492

3. Poissonian fit validation493

Having validated the binning procedure for the494

measured auto-APS, we are now interested in fitting the495

binned auto-APS Cℓ with a constant value. Indeed, a496

Poissonian APS CP, i.e. an APS that is constant in497

multipole, is a natural expectation for the anisotropies498

induced by unclustered unresolved point sources. One499

possibility is to infer CP by minimizing the following χ2
500

function:501

χ2(CP) =
∑

ℓ

(Cℓ − CP)2

σℓ2
, (9)

where Cℓ and σℓ are the the binned data and their errors,502

as described in the previous section.503

5 PolSpice returns the covariance matrix of the beam-uncorrected
Cℓ, denoted here by Vℓℓ′ . In method iii) the error σℓ

2 is defined
as

∑
ℓℓ′ Vℓℓ′/(W

2
ℓ W

2
ℓ′
∆ℓ), where the sum runs over the ℓ, ℓ′ inside

each multipole bin and ∆ℓ is the width of the bin.
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FIG. 4. Comparison between different methods to bin the
auto-APS measured in the bin between ℓ = 243 and 317
from the MC simulations described in the text. The nominal
CP is represented by the vertical grey line. The solid
black histogram shows the distribution of the measured Cℓ

for the 200 simulated realizations, if the binned auto-APS
is computed by an unweighted average. The dashed blue
histogram denotes the case of a weighted average with weights
given in Eq. 8. The solid red curves is a Gaussian distribution
centered on the nominal CP and with a standard deviation of
9.3× 10−19 cm−4s−2sr−1, as estimated with PolSpice.

with Wℓ = W beam
ℓ W pix

ℓ . We test three approaches to430

obtain Cℓ: i) computing the weighted average of the Cℓ431

in each multipole bin, using wℓ = σ−2
ℓ as weight, ii)432

computing the weighted average of the Cℓ in the bin,433

with a weight wℓ = σ−2
ℓ , defining σℓ as in Eq. 8 but434

only with the noise term CN/W 2
ℓ and iii) computing the435

unweighted average of the Cℓ in the bin. Note that in the436

first approach, the weight wℓ depends on the data via the437

Cℓ term in Eq. 8, while in the second and third methods438

there is no dependence on the estimated auto-APS. The439

first method is the one employed in Ref. [1].440

In Fig. 4, we show a histogram of the binned Cℓ in the441

bin between ℓ = 243 and 317 for the 200 MC realizations.442

The nominal CP is denoted by the grey vertical solid443

line. The solid black histogram refers to the case in444

which no weights are used (method iii), while the dashed445

blue histogram is for the weighted average with weights446

from Eq. 8 (method i). The results for method ii (i.e.,447

weighted average but with only the noise term in Eq. 8)448

are not plotted but they are similar to the solid black449

histogram. It is clear that binning the data by means450

of a weighted average which includes the data Cℓ itself451

gives a result which underestimates the nominal CP. On452

the other hand, using the unweighted average (as we453

do in the current analysis) or weighting using only the454

noise term gives results compatible with the input. The455

intuitive reason for this bias can be traced to the fact that456

method i) uses the measured auto-APS in the estimation457

of the error: at each multipole the measured auto-APS458

fluctuates up and down significantly. If we use Eq. 8 with459

the measured Cℓ to weight the data at each multipole, a460

downward fluctuation of Cℓ is assigned a smaller error bar461

and, thus, a larger weight. This will lead to a downward462

biased Cℓ. Finally, the histogram also show that the463

distribution of the Cℓ obtained from the MC realizations464

is, to a good approximation, Gaussian. Indeed, it465

agrees well with the solid red curve representing a466

Gaussian distribution centered on the nominal CP and467

with a standard deviation of 9.3×10−19cm−4s−2sr−1 (see468

below).469

To assign an error σℓ to the binned auto-APS Cℓ470

we also test three methods: i) the unweighted average471

of σ2
ℓ from Eq. 8 in the bin, ii) the weighted average472

of σ2
ℓ from Eq. 8 with weight wℓ = σ−2

ℓ and iii) the473

average of the covariance matrix computed by PolSpice474

in the bin5. Differently from the estimation of Cℓ, the475

three methods for the estimation of σℓ produce similar476

results. Thus, we decide to choose method iii) as our477

standard prescription. This has also the advantage that,478

by averaging different blocks of the covariance matrix479

provided by PolSpice, one can build a covariance matrix480

for the binned auto-APS. The average of σℓ from method481

iii) in the multipole bin between ℓ = 243 and 317482

over the 200 MC realizations is 9.3× 10−19cm−4s−2sr−1,483

i.e. the value considered in Fig. 4 for the standard484

deviation of the red curve. Our validation with MC485

simulations shows that our estimate of the errors is486

realiable and that higher-order effects, e.g. those related487

to the bispectrum and trispectrum discussed in Ref. [41],488

can be neglected. It remains interesting, nonetheless, to489

understand if a small bispectrum and trispectrum can be490

used to independently constrain the sources contributing491

to the IGRB.492

3. Poissonian fit validation493

Having validated the binning procedure for the494

measured auto-APS, we are now interested in fitting the495

binned auto-APS Cℓ with a constant value. Indeed, a496

Poissonian APS CP, i.e. an APS that is constant in497

multipole, is a natural expectation for the anisotropies498

induced by unclustered unresolved point sources. One499

possibility is to infer CP by minimizing the following χ2
500

function:501

χ2(CP) =
∑

ℓ

(Cℓ − CP)2

σℓ2
, (9)

where Cℓ and σℓ are the the binned data and their errors,502

as described in the previous section.503

5 PolSpice returns the covariance matrix of the beam-uncorrected
Cℓ, denoted here by Vℓℓ′ . In method iii) the error σℓ

2 is defined
as

∑
ℓℓ′ Vℓℓ′/(W

2
ℓ W

2
ℓ′
∆ℓ), where the sum runs over the ℓ, ℓ′ inside

each multipole bin and ∆ℓ is the width of the bin.

• method B: maximise the log(L)
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FIG. 5. Comparison between different methods to measure
the Poissonian CP in the MC simulations, given the binned
Cℓ. The nominal CP is represented by the vertical grey
line. The solid black histogram shows the distribution of
the Poissonian CP for the 200 simulated realizations obtained
by maximazing the logL in Eq. 10 over the multipole range
from 49 to 706. The binned Cℓ in Eq. 10 are computed
with no weights. If the weighted average is considered,
the distribution of CP is shown by the long-dashed blue
histogram, which is clearly biased downwards. The short-
dashed pink histogram shows the distribution of CP computed
by the minimization of the χ2 in Eq. 9 from Cℓ binned with
no weights. The solid red curve is a Gaussian distribution
centered on the nominal CP and with a standard deviation of
2.6×10−19cm−4s−2sr−1, as estimated from the logL method.

A second possibility is to consider a likelihood function504

L that, up to a normalization constant, can be written505

as follows:506

logL(CP) = −
∑

ℓ

log(σℓ)−
1

2

∑

ℓ

(Cℓ − CP)2

σℓ2
. (10)

This expression for the likelihood takes into account the507

fact that σℓ also depends on CP, since σℓ2 in Eq. 10 is508

defined as the average of509

σ2
ℓ =

2

(2ℓ+ 1)fsky

(

CP +
CN

W 2
ℓ

)2

, (11)

over the specific multipole bin. In fact, for large510

multipoles, the expected χ2
2ℓ+1 distribution of a given511

Cℓ can be approximated by a Gaussian for which the512

mean and the standard deviation are not independent but513

related as in Eq. 11. Thus, the main difference between514

the χ2 minimization (as in Eq. 9) and the likelihood515

method is that, in the latter, σℓ depends on CP. Ignoring516

such a dependence may bias the result of the fit.517

The two methods described above are used to518

determine the best-fit CP for the 200 MC realizations519

described above, by considering 10 Cℓ in 10 bins in520

multipole uniformly spaced in log ℓ between ℓ = 49 and521

706. As we discuss in Sec. V, this multipole range522

excludes the large angular scales where the reconstructed523

Cℓ are most uncertain due to possible contamination524

of the Galactic foreground, and the high-multipole525

range where the effect of the window functions becomes526

too severe. The results are summarized in Fig. 5:527

the vertical grey line is the nominal CP, while the528

solid black histogram shows the distribution of the CP529

determined by maximazing the logL of Eq. 10 if the530

binned Cℓ are computed with no weights. This approach531

produces a distribution that is approximately Gaussian532

and centered on the nominal CP. On the other hand,533

if the binned Cℓ are computed with the weights from534

Eq. 8, then the maximization of logL underestimates535

the Poissonian auto-APS (long-dashed blue histogram536

in Fig. 5). Making use of the χ2 function in Eq. 9537

instead of the logL in Eq. 10 gives similar results, i.e.538

an unbiased distribution for CP if the binned Cℓ are539

computed without weights (short-dashed pink line) and540

an underestimation of the nominal CP when weights are541

included (not shown in Fig. 5)6. The error associated to542

the best-fit CP corresponds to the 68% confidence-level543

(CL) region. We note that the logL approach yields544

slightly smaller errors and we decide to adopt this as our545

standard way to measure the Poissonian auto-APS in the546

following. The average of the error on the best-fit CP over547

the 200 MC realizations is 2.6× 10−19 cm−4s−2sr−1, i.e.548

the value used as the standard deviation for the Gaussian549

function plotted as the solid red line in Fig. 5, which is550

centered on the nominal CP.551

B. Cross-correlation angular power spectrum552

Similar checks to what is described above for the auto-553

APS are performed for the cross-APS between two energy554

bins. In this case, the standard analytical error is:555

σ2
ℓ =

1

(2ℓ+ 1) fsky

[

C2
ℓ +

(

C1,ℓ +
C1,N

W 2
1,ℓ

)(

C2,ℓ +
C2,N

W 2
2,ℓ

)]

,

(12)
where Cℓ is the cross-APS and C1,ℓ and C2,ℓ are the auto-556

APS for the two energy bins. Similarly, W1,ℓ and W2,ℓ557

are the window functions for the two energies considered558

and C1,N and C2,N are the two photon noises. After559

testing different averaging schemes, we decide to use the560

same method as for the auto-APS case, i.e. to bin the561

cross-APS with an unweighted average and to estimate σℓ562

by computing the block-average of the covariance matrix563

provided by PolSpice.564

Similarly, we tested the likelihood and χ2 approach565

to derive the Poissonian best-fit CP to the cross-APS566

6 Note that applying the logL or the χ2 approach to the unbinned
Cℓ provided by PolSpice also leads to an underestimation of
CP.
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FIG. 5. Comparison between different methods to measure
the Poissonian CP in the MC simulations, given the binned
Cℓ. The nominal CP is represented by the vertical grey
line. The solid black histogram shows the distribution of
the Poissonian CP for the 200 simulated realizations obtained
by maximazing the logL in Eq. 10 over the multipole range
from 49 to 706. The binned Cℓ in Eq. 10 are computed
with no weights. If the weighted average is considered,
the distribution of CP is shown by the long-dashed blue
histogram, which is clearly biased downwards. The short-
dashed pink histogram shows the distribution of CP computed
by the minimization of the χ2 in Eq. 9 from Cℓ binned with
no weights. The solid red curve is a Gaussian distribution
centered on the nominal CP and with a standard deviation of
2.6×10−19cm−4s−2sr−1, as estimated from the logL method.

A second possibility is to consider a likelihood function504

L that, up to a normalization constant, can be written505

as follows:506

logL(CP) = −
∑

ℓ

log(σℓ)−
1

2

∑

ℓ

(Cℓ − CP)2

σℓ2
. (10)

This expression for the likelihood takes into account the507

fact that σℓ also depends on CP, since σℓ2 in Eq. 10 is508

defined as the average of509

σ2
ℓ =

2

(2ℓ+ 1)fsky

(

CP +
CN

W 2
ℓ

)2

, (11)

over the specific multipole bin. In fact, for large510

multipoles, the expected χ2
2ℓ+1 distribution of a given511

Cℓ can be approximated by a Gaussian for which the512

mean and the standard deviation are not independent but513

related as in Eq. 11. Thus, the main difference between514

the χ2 minimization (as in Eq. 9) and the likelihood515

method is that, in the latter, σℓ depends on CP. Ignoring516

such a dependence may bias the result of the fit.517

The two methods described above are used to518

determine the best-fit CP for the 200 MC realizations519

described above, by considering 10 Cℓ in 10 bins in520

multipole uniformly spaced in log ℓ between ℓ = 49 and521

706. As we discuss in Sec. V, this multipole range522

excludes the large angular scales where the reconstructed523

Cℓ are most uncertain due to possible contamination524

of the Galactic foreground, and the high-multipole525

range where the effect of the window functions becomes526

too severe. The results are summarized in Fig. 5:527

the vertical grey line is the nominal CP, while the528

solid black histogram shows the distribution of the CP529

determined by maximazing the logL of Eq. 10 if the530

binned Cℓ are computed with no weights. This approach531

produces a distribution that is approximately Gaussian532

and centered on the nominal CP. On the other hand,533

if the binned Cℓ are computed with the weights from534

Eq. 8, then the maximization of logL underestimates535

the Poissonian auto-APS (long-dashed blue histogram536

in Fig. 5). Making use of the χ2 function in Eq. 9537

instead of the logL in Eq. 10 gives similar results, i.e.538

an unbiased distribution for CP if the binned Cℓ are539

computed without weights (short-dashed pink line) and540

an underestimation of the nominal CP when weights are541

included (not shown in Fig. 5)6. The error associated to542

the best-fit CP corresponds to the 68% confidence-level543

(CL) region. We note that the logL approach yields544

slightly smaller errors and we decide to adopt this as our545

standard way to measure the Poissonian auto-APS in the546

following. The average of the error on the best-fit CP over547

the 200 MC realizations is 2.6× 10−19 cm−4s−2sr−1, i.e.548

the value used as the standard deviation for the Gaussian549

function plotted as the solid red line in Fig. 5, which is550

centered on the nominal CP.551

B. Cross-correlation angular power spectrum552

Similar checks to what is described above for the auto-553

APS are performed for the cross-APS between two energy554

bins. In this case, the standard analytical error is:555

σ2
ℓ =

1

(2ℓ+ 1) fsky

[

C2
ℓ +

(

C1,ℓ +
C1,N

W 2
1,ℓ

)(

C2,ℓ +
C2,N

W 2
2,ℓ

)]

,

(12)
where Cℓ is the cross-APS and C1,ℓ and C2,ℓ are the auto-556

APS for the two energy bins. Similarly, W1,ℓ and W2,ℓ557

are the window functions for the two energies considered558

and C1,N and C2,N are the two photon noises. After559

testing different averaging schemes, we decide to use the560

same method as for the auto-APS case, i.e. to bin the561

cross-APS with an unweighted average and to estimate σℓ562

by computing the block-average of the covariance matrix563

provided by PolSpice.564

Similarly, we tested the likelihood and χ2 approach565

to derive the Poissonian best-fit CP to the cross-APS566

6 Note that applying the logL or the χ2 approach to the unbinned
Cℓ provided by PolSpice also leads to an underestimation of
CP.
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FIG. 5. Comparison between different methods to measure
the Poissonian CP in the MC simulations, given the binned
Cℓ. The nominal CP is represented by the vertical grey
line. The solid black histogram shows the distribution of
the Poissonian CP for the 200 simulated realizations obtained
by maximazing the logL in Eq. 10 over the multipole range
from 49 to 706. The binned Cℓ in Eq. 10 are computed
with no weights. If the weighted average is considered,
the distribution of CP is shown by the long-dashed blue
histogram, which is clearly biased downwards. The short-
dashed pink histogram shows the distribution of CP computed
by the minimization of the χ2 in Eq. 9 from Cℓ binned with
no weights. The solid red curve is a Gaussian distribution
centered on the nominal CP and with a standard deviation of
2.6×10−19cm−4s−2sr−1, as estimated from the logL method.

A second possibility is to consider a likelihood function504

L that, up to a normalization constant, can be written505

as follows:506

logL(CP) = −
∑

ℓ

log(σℓ)−
1

2

∑

ℓ

(Cℓ − CP)2

σℓ2
. (10)

This expression for the likelihood takes into account the507

fact that σℓ also depends on CP, since σℓ2 in Eq. 10 is508

defined as the average of509

σ2
ℓ =

2

(2ℓ+ 1)fsky

(

CP +
CN

W 2
ℓ

)2

, (11)

over the specific multipole bin. In fact, for large510

multipoles, the expected χ2
2ℓ+1 distribution of a given511

Cℓ can be approximated by a Gaussian for which the512

mean and the standard deviation are not independent but513

related as in Eq. 11. Thus, the main difference between514

the χ2 minimization (as in Eq. 9) and the likelihood515

method is that, in the latter, σℓ depends on CP. Ignoring516

such a dependence may bias the result of the fit.517

The two methods described above are used to518

determine the best-fit CP for the 200 MC realizations519

described above, by considering 10 Cℓ in 10 bins in520

multipole uniformly spaced in log ℓ between ℓ = 49 and521

706. As we discuss in Sec. V, this multipole range522

excludes the large angular scales where the reconstructed523

Cℓ are most uncertain due to possible contamination524

of the Galactic foreground, and the high-multipole525

range where the effect of the window functions becomes526

too severe. The results are summarized in Fig. 5:527

the vertical grey line is the nominal CP, while the528

solid black histogram shows the distribution of the CP529

determined by maximazing the logL of Eq. 10 if the530

binned Cℓ are computed with no weights. This approach531

produces a distribution that is approximately Gaussian532

and centered on the nominal CP. On the other hand,533

if the binned Cℓ are computed with the weights from534

Eq. 8, then the maximization of logL underestimates535

the Poissonian auto-APS (long-dashed blue histogram536

in Fig. 5). Making use of the χ2 function in Eq. 9537

instead of the logL in Eq. 10 gives similar results, i.e.538

an unbiased distribution for CP if the binned Cℓ are539

computed without weights (short-dashed pink line) and540

an underestimation of the nominal CP when weights are541

included (not shown in Fig. 5)6. The error associated to542

the best-fit CP corresponds to the 68% confidence-level543

(CL) region. We note that the logL approach yields544

slightly smaller errors and we decide to adopt this as our545

standard way to measure the Poissonian auto-APS in the546

following. The average of the error on the best-fit CP over547

the 200 MC realizations is 2.6× 10−19 cm−4s−2sr−1, i.e.548

the value used as the standard deviation for the Gaussian549

function plotted as the solid red line in Fig. 5, which is550

centered on the nominal CP.551

B. Cross-correlation angular power spectrum552

Similar checks to what is described above for the auto-553

APS are performed for the cross-APS between two energy554

bins. In this case, the standard analytical error is:555

σ2
ℓ =

1

(2ℓ+ 1) fsky

[

C2
ℓ +

(

C1,ℓ +
C1,N

W 2
1,ℓ

)(

C2,ℓ +
C2,N

W 2
2,ℓ

)]

,

(12)
where Cℓ is the cross-APS and C1,ℓ and C2,ℓ are the auto-556

APS for the two energy bins. Similarly, W1,ℓ and W2,ℓ557

are the window functions for the two energies considered558

and C1,N and C2,N are the two photon noises. After559

testing different averaging schemes, we decide to use the560

same method as for the auto-APS case, i.e. to bin the561

cross-APS with an unweighted average and to estimate σℓ562

by computing the block-average of the covariance matrix563

provided by PolSpice.564

Similarly, we tested the likelihood and χ2 approach565

to derive the Poissonian best-fit CP to the cross-APS566

6 Note that applying the logL or the χ2 approach to the unbinned
Cℓ provided by PolSpice also leads to an underestimation of
CP.
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sources, the measured power spectra are intrinsically1010

larger than when masking sources in 3FGL (see Sec. V).1011

Thus, the contimation from leakage has relatively a minor1012

impact.1013

D. Effect of the gamma-ray emission from the Sun1014

Gamma-ray emission from the Sun was detected in1015

the Fermi LAT data in Ref. [46] from 0.1 to 10 GeV.1016

Later, Ref. [47] extended the detection up to 100 GeV,1017

also establishing that the flux varies with time and1018

anti-correlates with Solar activity. Gamma rays are1019

produced from the interaction of cosmic rays with the1020

Solar atmosphere [48], as well as from Inverse-Compton1021

(IC) scattering of cosmic-ray electrons and positrons with1022

Solar photons [49, 50, 51].1023

The emission is quite difficult to see by eye because,1024

even if quite significant, it is spread over the path followed1025

by the Sun in the sky, i.e. the ecliptic. However, it1026

may still induce some feature in the auto- and cross-1027

APS. We test this possibility by masking the region of1028

1.5◦ above and below the ecliptic. The auto- and cross-1029

APS obtained after having introduced this additional1030

mask are compatible with our default case within their1031

uncertainty. Thus, we conclude that the effect of the Sun1032

on the measured anisotropies is negligible.1033

E. Comparison with previous measurement1034

We conclude this section by comparing our new1035

measurement to the previous (indeed, the first)1036

anisotropy measurement from Ref. [1]. Our current1037

analysis includes many improvements with respect to the1038

original one, both from the perspective of the data set1039

(as we now use Pass 7 Reprocessed events and IRFs,1040

compared to the Pass 6 events used in Ref. [1]) and1041

in terms of analysis method, including an improved1042

calculation of the noise term CN, the deconvolution of1043

the mask (performed now with PolSpice) and a MC-1044

validated procedure to bin the auto-APS in multipoles1045

and to estimate its error. The improved data set1046

also allows us to measure the auto-APS with better1047

precision over a larger multipole range covering the1048

window between ℓ = 49 and 706, while the analysis1049

in Ref. [1] was restricted to ℓ = 155 − 504. We also1050

extend the energy range, spanning the interval between1051

500 MeV and 500 GeV, compared to the original 1–501052

GeV range. Moreover, we use an improved diffuse model1053

for foreground cleaning, compared to what was available1054

at the time of Ref. [1].1055

In Fig. 18 we compare the anisotropy energy spectrum1056

reported in Ref. [1] for the mask covering the sources in1057

2FGL (grey squares) to our new measurement calculated1058

for the same mask but with our new default data set.1059

We report our results for the 13 energy bins used in this1060

work (blue triangles) and we also compute the auto-APS1061
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FIG. 18. Poissonian auto-APS as a function of energy for
the default data set in this analysis, with 13 energy bins
(blue triangles) and with the 4 energy bins used in Ref. [1]
(red circles). Note that data are obtained using the mask
that covers a 2◦-circle around each source in 2FGL. The grey
squares denote the measurement from Ref.[1] using the same
mask.

in the same 4 energy bins used in Ref. [1] (red circles).1062

While there is a slight trend toward a higher CP in our1063

current measurement compared to the original one, we1064

find good consistency with Ref. [1]. The only exception1065

is the highest energy bin of the original analysis, which is1066

lower than the current measurement and inconsistent at1067

about 3σ. Many factors may lead to the small systematic1068

increase of the new CP in the first 3 bins and to the1069

larger difference in the last energy bin. However, we1070

attribute this trend primarily to the way the data are1071

binned in multipole and to the way the Poissonian fit1072

CP is determined. As discussed in Sec. IVA, in this1073

analysis we follow a different procedure with respect to1074

the original analysis in Ref. [1], after having verified that1075

the latter can lead to a downward bias of both the Cℓ1076

and the best-fit CP.1077

We end by noting that a concern about the auto-APS1078

in Ref. [1] being somewhat underestimated was raised1079

already in Ref. [52]. However, in that case it was claimed1080

that the correct anisotropy should have been a factor 5-61081

larger than the measured one for each energy. In the light1082

of the present analysis, this is true only for the highest1083

energy bin, while for the others the difference is only of1084

20-30%, and not significant within error bars.1085

VI. INTERPRETATION IN TERMS OF1086

SOURCE POPULATIONS1087

In this section we provide a phenomenological1088

interpretation of our measurement in terms of different1089

populations of unresolved sources. The main observables1090

that we consider are the results of the Poissonian fits1091
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FIG. 10. Cross-APS for two representative combinations of energy bins, indicated in the top of the panels. The default data
set and mask are used to compute the red dots, while the blue triangles are for the mask excluding 2FGL rather than 3FGL
sources. The vertical dashed grey lines denote the bounds of the multipole range used in the analysis. The best-fit CP for the
reference case is shown as a solid black line with a grey band indicating its uncertainty. The dashed black line corresponds to
the best-fit CP for the blue data points.
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auto- and cross-APS of specific choices made when de-
vising the analysis. We note that the uncertainties re-
ported in the last section only include statistical errors.
It is, therefore, important to estimate any systematic er-
rors as, e.g., those related to the analysis (such as the
foreground cleaning and the use of the mask) or to the
characterization of the instrument, which may affect the

effective area and beam window functions.
We start by discussing the effect of foreground clean-

ing. The Galactic diffuse emission is bright, especially at
low energies, and generally displays a symmetry about
the disk of the Galaxy, leading to excess power at low
multipoles, corresponding to large angular scales. The
measured auto-APS calculated both with and without
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auto- and cross-APS of specific choices made when de-
vising the analysis. We note that the uncertainties re-
ported in the last section only include statistical errors.
It is, therefore, important to estimate any systematic er-
rors as, e.g., those related to the analysis (such as the
foreground cleaning and the use of the mask) or to the
characterization of the instrument, which may affect the

effective area and beam window functions.
We start by discussing the effect of foreground clean-

ing. The Galactic diffuse emission is bright, especially at
low energies, and generally displays a symmetry about
the disk of the Galaxy, leading to excess power at low
multipoles, corresponding to large angular scales. The
measured auto-APS calculated both with and without
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E=4 GeV, Mmin=10-6 M⦿, b quarks 
mχ=200 GeV, σv=3✕10-26cm3s-1 (annihilation), mχ=2 TeV, τ=2✕1027 s (decay) 

Fornasa et al., MNRAS 1529 (2013) 

DM-induced anisotropies

Mattia Fornasa (University of Nottingham) 10

E=4 GeV, Mmin=10-6M⊙, mχ=200 GeV, σv=3x10-26cm3s-1 (annihilation), mχ=2 TeV, τ=2x1027s (decay), b quarks
Fornasa et al. (2012)
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Figure 3. All-sky maps of the gamma-ray intensity (in units of cm−2s−1sr−1GeV−1) at 4 GeV from DM annihilation (left panels) and DM decay (right panels).
The figure shows the emission of all DM (sub)halos down to the resolution limit of the MS-II (EG-MSII component). In the upper row only nearby structures
(z < 0.01) are considered, while in the second row the emission up to z = 2 is considered. In the last row we plot the emission from all extragalactic (sub)halos
(resolved and unresolved) down to Mmin = 10−6M⊙/h with the LOW subhalo boost (see text for details). In all cases, annihilation or decay into b quarks is
assumed: for annihilating DM, mχ = 200 GeV with a cross section of 3× 10−26cm3s−1, while for decaying DM, mχ = 2 TeV with a lifetime of 2 × 1027s. The
photon yield receives contributions from prompt emission and IC off the CMB photons (see Sec. 2). In each map we subtract the all-sky average intensity of
that component, after moving to a logarithmic scale. Note the different scales in the first row.

where rs is the scale radius of the host halo given in kpc7. We note
that this implies that halos of all masses have the same radial de-
pendence of fs, only rescaling it to the particular size of the halo.
This is partially supported by the mass-independent radial distri-
bution of subhalos found in simulations (e.g. Angulo et al. 2008).
Using Eq. 10, Sánchez-Conde et al. (2011) found that Bann < 2 for
the MW dwarf spheroidals, while Bann ∼ 30 − 60 for galaxy clus-
ters (integrating up to the tidal and virial radius, respectively). In
both cases, the morphology of the total gamma-ray emission com-
ing from the halo is modified since the subhalo contribution makes
the brightness profile flatter and more extended.

For the case of annihilating DM, we account for the contri-
bution of unresolved subhalos by implementing the procedure of
Sánchez-Conde et al. (2011) in two different ways:

7 The value of 3.56 is chosen so that, for the MW halo in Via Lactea II,
Eqs. 10 and 9 are identical.

• for the subhalos of unresolved main halos we integrate
Fann(M)Bann(M) to compute the total luminosity from Mmin to Mres.
The result of this integral is then used to boost up the emission
of main halos in the MS-II with a mass between 1.39 × 108 and
6.89 × 109M⊙/h.

• for subhalos belonging to main halos that are resolved in the
simulation we boost up the luminosity of each halo by the mass-
dependent boost Bann(M) (i.e. the integral of Bann(M, r) up to the
virial radius). If the halo is extended, in addition to a total lumi-
nosity boost, we assume a surface brightness profile as given by
Bann(M, r). We need to apply a correction to this procedure since
these equations account for subhalos from a minimum mass Mmin
up to the mass of the main halo M, whereas subhalos with masses
above Mres are resolved and already accounted for in the simula-
tion (they belong to the EG-MSII component). To correct for this
double-counting, we simply compute (and subtract) the emission
due to subhalos down to a minimal mass equal to Mmin = Mres.

c⃝ 0000 RAS, MNRAS 000, 000–000
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Figure 4. All-sky map of the galactic gamma-ray intensity (in units of cm−2s−1sr−1GeV−1) at 4 GeV from DM annihilation (left panels) and decay (right
panels). In the first row, we show the emission from the smooth MW halo, while the contribution of resolved subhalos in the Aquarius Aq-A-1 halo (GAL-AQ
component) is shown in the second row. The maps on the last row indicate the total galactic emission accounting for the MW smooth halo and its (resolved and
unresolved) subhalos down to Mmin = 10−6M⊙/h (for the LOW subhalo boost). As in Fig. 3, mχ = 200 GeV, the cross section is 3 × 10−26cm3s−1 and Bb = 1
for the left panels, while mχ = 2 TeV with a lifetime of 2× 1027s and Bb = 1 for the right ones. The intensity includes contributions from prompt emission and
IC with the CMB photons (see Sec. 2). For the emission of the MW smooth halo we also consider IC with the complete ISRF, as well as hadronic emission.
The non-prompt emission alone is shown in the smaller panels overlapping with the maps of the first row. In each map we subtract the all-sky average intensity
of that component, after moving to a logarithmic scale. Note the different scale in the different panels.

along the line of sight up to a distance of 583 kpc (∼ 2.5 r200 of Aq-
A-1). This distance marks the transition between our galactic and
extragalactic regimes and it is selected because the Aq-A-1 halo is
still simulated with high resolution up to this radius, and it there-
fore provides a better representation of the outermost region of the
MW halo than the MS-II. For the smooth component, in addition
to the prompt emission and secondary emission from IC scatter-
ing with the CMB photons, we also consider the emission due to
IC scattering with the complete InterStellar Radiation Field (ISRF)
provided in Moskalenko et al. (2006) as well as hadronic emission
from interactions with the interstellar gas (see Appendices A and
B for details). The first row in Fig. 4 shows the gamma-ray emis-
sion from DM annihilation (left panel) and decay (right panel) in
the smooth MW halo. The secondary emission correlated with the
MW ISRF and the interstellar gas can be seen along the galactic
plane and is plotted independently in the small panels overlapping
with the maps of the first row.

4.2 The Milky Way subhalos (GAL-AQ and GAL-UNRES)

This section focuses on the contribution of galactic subhalos, deal-
ing with i) subhalos that are resolved in the Aq-A-1 halo, (which we
refer to as the GAL-AQ component) and ii) subhalos with masses
below the mass resolution of AQ (which we call the GAL-UNRES
component). As we did in Sec. 3.1, we use the subhalo catalog to
compute the luminosity of each object from its Vmax and rmax val-
ues10. Only subhalos with more than 100 particles are considered,
resulting in an “effective” AQ mass resolution of 1.71 × 105M⊙.
The gamma-ray intensity in a given direction Ψ is then obtained by
summing up the contribution from all subhalos encountered along
the line of sight, up to a distance of 583 kpc. The GAL-AQ compo-

10 As in the case of extragalactic (sub)halos, we correct the values of Vmax
and rmax for numerical effects (see Sec. 3.1).
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• repetition of the Millennium-II simulation box to cover a large portion of the 
Universe 

• extrapolation below the mass resolution of the Millennium-II (assuming low-mass 
halos trace the smallest halos in Millennium-II) 

• unresolved subhalos accounted for through an analytic fit to P(ρ,r) 

• Milky Way smooth halo and Galactic subhalos from Aquarius (carved in the 
centre) 

EGB radiation from dark matter annihilation 9

Figure 4. Total luminosity coming from main haloes per differ-
ential mass interval as a function of mass. The thin blue lines
are for different redshifts as in Fig. 3, while the thick solid line
shows the z = 0 result. The dashed lines show the run of our
extrapolations as discussed in the text.

with the redshift increasing from top to bottom. The change
in slope of the power law followed by the blue dashed lines is
roughly in agreement with the results of Zhao et al. (2003)
and Gao et al. (2008).

4.1 Gamma-ray luminosity of haloes down to the
damping scale limit

Following the formulation in section 2, we here analyze the
flux multiplier for large volumes, Eqs. (6) and (8), for the
MS-II. Recall, the flux multiplier gives the ratio of the γ-
ray flux coming from all haloes inside the simulated volume
with masses larger than a minimum mass Mmin to the emis-
sion produced by a homogeneous distribution of dark matter
filling the box of volume VB with an average density ρ̄B.

We obtain this dimensionless flux multiplier by defining
first the function

Fh(Mh) =

∑

Lh

M̄h∆ logMh
, (17)

where the sum is over all the luminosities Lh of haloes with
masses in the logarithmic mass range: logMh ±∆ logMh/2,
where ∆ logMh is a fixed logarithmic bin size; M̄h is the
mean value of the halo mass in the given bin. Using this
definition we can approximate Eq. (8) as

f(Mh > Mmin) ∼
1

ρ̄2BVB

∫ ∞

Mmin

Fh(Mh)
ln 10

dMh. (18)

In this sense, the function Fh(Mh) is just the total lumi-
nosity of haloes in a mass range, per unit mass range. The
function Fh(Mh) is shown in Fig. 4 for all main haloes in
the MS-II. The different blue lines are for different redshifts,
as in Fig. 3.

Figure 5. Flux multiplier f(Mh > Mmin) for the main haloes in
the MS-II as a function of Mmin. The solid-blue and dashed-black
lines are analogous to the ones in Fig. 4. The solid-black line is a
theoretical estimate as described in the text.

At intermediate mass ranges, Fh(Mh) is clearly well ap-
proximated by a power law:

Fh(Mh, z) = Ah(z)M
αh(z)
h . (19)

Our goal is to fit the parameters of this power law so that
an extrapolation can be done down to the cutoff mass for
neutralinos. For the neutralino mass corresponding to the
model we have chosen, the free streaming mass is of the or-
der of 10−7 h−1M⊙ (Hofmann et al. 2001), however, acous-
tic oscillations due to the coupling between cold dark mat-
ter and the radiation field in the early Universe, can also
produce a damping in the power spectrum of density per-
turbations (e.g. Loeb & Zaldarriaga 2005). The cutoff mass
of the smallest haloes that can be formed is determined by
the strongest of these effects. Taking the recent results of
Bringmann (2009) (see their Fig. 3), this cutoff mass for
mχ = 185 GeV lies in the range 10−9 − 10−4M⊙. We will
take a fiducial value of 10−6 h−1M⊙ for our extrapolation,
noting that the value of the minimum mass for bound neu-
tralino dark matter haloes is a source of uncertainty in our
results.

We obtain the parameters of the power law in Eq. (19)
by fitting the function Fh(Mh) between two mass limits,
with the lower limit chosen as Mlim,min = 6.89×108 h−1M⊙,
corresponding to haloes with 100 particles (below this num-
ber the mass and abundance of haloes is not reliable), and
the higher limit set equal to the last logarithmic mass bin
with more than 500 haloes, such that uncertainties from
counting statistics are avoided. We find that for these mass
ranges, the parameters of the power law fits change only
slightly with redshift; in fact for z < 2.1, αh ≃ −1.05 with
less than 2% variation, and Ah ≃ 6.92× 1011 with less than
50% variation. The black dashed lines in Fig. 4 show the re-
sulting extrapolation of the power law down to 107 h−1M⊙.

c⃝ 0000 RAS, MNRAS 000, 000–000
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Figure 9. FOF mass function for the MS-II (solid blue squares)
and for the MS (open red squares) compared at redshift 6.2 and
0. The redshift zero mass functions are in excellent agreement
over the entire range where the two simulations overlap. At red-
shift 6.2, the MS-II points lie systematically above those from the
MS. The shaded gray region shows the range of mass functions
obtained from subdividing the MS into 125 cubes with volume
equal to the MS-II and computing a mass function for each sub-
volume. The MS-II points are well within the scatter, indicating
that the di↵erence is likely due to the small volume of the MS-II.

of fluctuations as a function of mass at redshift zero. This
agreement is at least as good for the uncorrected points, ex-
cluding bins containing halos with fewer than 100 particles.
(We note, however, that Warren et al. used a minimum of
400 particles per halo in deriving their fitting parameters; in
this regime, both the corrected and uncorrected points seem
to exhibit ‘universality.’) The multiplicity function does not
agree precisely with the Warren et al. fit (gray line) in ei-
ther case; however, the volume of the MS-II is not su�ciently
large to obtain statistically precise results in the high �

�1

regime due to cosmic variance.
Figure 9 compares the FOF mass function at redshifts

0 and 6.2 determined from the MS-II (solid blue squares)
with the MS mass function (open red squares). Poisson er-
ror bars are included for all bins with fewer than 400 halos
and the data points do not include the Warren et al. correc-
tion for the sampling bias in Np. At z = 0, the agreement
between the two simulations is excellent for all halo masses
(excluding bins containing halos with fewer than 100 par-
ticles). Combining the two allows for a consistent measure-
ment of the halo mass function over seven decades in halo
mass. At z = 6.2, the MS-II mass function lies systemati-
cally above that of the MS. The most likely explanation of
this di↵erence is cosmic variance: the halos probed by ei-
ther simulation at z = 6.2 are inherently rare objects, as the
characteristic mass M? is 4.5 ⇥ 105

h

�1
M� at that time10.

10 The minimum halo mass in the MS, 1010 h�1 M�, corresponds
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Figure 10. Halo bias at redshift zero. We combine results from
the MS-II (filled circles) and the MS (open squares) to explore
bias from 10�4 to 10 M?. As expected, the bias decreases as the
halo mass decreases, reaching b(M?) ⇡ 1. At very low masses
(Mv/M? . 2⇥10�2 or ⌫ . 0.55), the bias reaches an asymptotic
value of 0.65.

Furthermore, the MS-II probes only 1/125th the volume of
the MS, making statistical fluctuations much more likely.

In order to estimate the e↵ects of cosmic variance on
these mass functions, we divided the MS into 125 disjoint
sub-cubes, each with the same volume as the MS-II, and
we measured the scatter in mass functions and in the mean
matter densities ⇢̄m computed from these sub-volumes at
z = 6.2. The full range of these mass functions is plotted as
a gray shaded region in Figure 9, while the rms values at each
mass are shown as black error bars on the MS data points.
The MS-II points typically lie slightly outside of the rms
region but well within the full distribution of mass functions,
indicating that they are fully consistent with the MS when
the volume of the MS-II is taken into account. We emphasize
that the variation in the mass functions between the 125
MS sub-cubes is not due to di↵erences in the mean matter
density, as the rms scatter in ⇢̄m is only 2% while the rms
scatter in the mass function exceeds 8% (the full range of
the scatter exceeds ±20%) for all of the data points.

4.2 Bias

Dark matter halos do not cluster in the same way as the
underlying mass density field but rather exhibit a bias rela-
tive to the dark matter. Mo & White (1996), building on the
earlier work of Efstathiou et al. (1988) and Cole & Kaiser
(1989), showed that the two-point correlation function of
halos should be simply related to that of the mass density

to a peak height ⌫ ⌘ �c/�(M, z) of 1.5 at z = 6.2, which is
equivalent to a mass of 7⇥ 1013 h�1 M� at z = 0.

c� 2009 RAS, MNRAS 000, 1–16

3

FIG. 1. The probability distribution function P (�) obtained
from simulations. The solid curves are the simulation results
at r = 300, 100 and 10 kpc (from top to bottom). The dashed
curves show our analytic approximations to the power law tail.
The dotted curve indicates the contribution to the finite width
of the smooth component at 10 kpc from Poisson fluctuations
due to the use of N = 32 neighbors in the density estimator.
Note that the mean host halo density ⇢h to which the x axis
is normalized is ⇠ 175⇥ (⇠ 4900⇥) smaller for the 100-kpc
(300-kpc) curve than in the 10-kpc curve.

and the median density ⇢̄ is obtained from all the parti-
cles in that ellipsoidal shell. These �i are then binned in
equally-spaced bins in log

10

(�). In each of these bins, we
calculate P (log

10

�) =
P

i �
�1

i where the sum is over all
particles in that bin; the �

�1

i weighting gives a volume-
fraction distribution. The distribution in log

10

� is then
converted to a distribution in � and normalized.

A. Power-Law Tail

The central features of Fig. 1 relevant here are the
high-density power-law tails predicted by Ref. [15] (and
seen already in simulations [16]). The figure shows that
the amplitude of the high-density power-law tail is larger
at larger radii. This can be attributed largely to the fact
that the mean density ⇢̄ is ⇠ 175 times lower at 100 kpc
than at 10 kpc, and another factor ⇠ 30 times lower at
300 kpc, and so the ratio of the density in substructures
to the mean density is higher at larger radii.

We now use this simulation to calibrate the analytic
model at a variety of radii r, from 4 to 300 kpc. At each
radius we fit for the power law parameters ↵ and fs. We
find that at radii greater than ⇠ 20 kpc, the smooth-halo

fraction is well approximated by

1� fs(r) = 7⇥ 10�3

✓
⇢̄(r)

⇢̄(r = 100 kpc)

◆�0.26

. (4)

Note that at radii less than ⇠ 20 kpc, 1 � fs(r) drops
faster than Eq. (4); for example, 1 � fs(10 kpc) = 4 ⇥
10�4 ⇡ 1.5⇥10�3 (⇢̄(10 kpc)/⇢̄(100 kpc))�0.26. This close
to the center, however, the clumpiness of the simulated
halo is likely artifically suppressed due to finite resolu-
tion e↵ects. The best-fit values of ↵ are 0.0 ± 0.1 at all
radii greater than 20 kpc. In the following, we implicitly
assume ↵ = 0 and the radial dependence in fs given by
Eq. (4).

FIG. 2. The probability distribution function P (�) at
100 kpc for particle densities estimated from the nearest
N = (16, 32, 64, 128, 1024) neighbors.

B. Finite Width of the Smooth Component

The simulation results shown in Fig. 1 show a finite
width � for the smooth component. However, care must
be taken as Poisson fluctuations due to the finite num-
ber N of nearest neighbors in the density estimator will
also contribute to the width. In Fig. 2 we show P (�)
at 100 kpc for densities determined with N = 16, 32,
64, 128, and 1024. The dotted curves indicated the ex-
pected contribution to the width from Poisson fluctua-
tions (and note that the true and Poisson widths should
add in quadrature), which we obtained by running the
density estimator on a randomly distributed sample of
106 particles. As N is increased, the width of the smooth
component decreases, but not quite as fast as the Poisson
fluctuations, and by N = 1024 it is clear that the true
width has been resolved to be about � ' 0.2. At 10 kpc

Zavala et al., MNRAS 405 (2010) 593 Kamionkowski et al., Phys. ReV. D81 (2010) 043532
Boylan-Kolchin et al., MNRAS 398 (2009) 1150
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Effect of an uncertain MW mass on GAL-AQ
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• uncertainty of a factor 4 on the mass of the Milky Way (MW) 

• 16 bins in MMW accounting for a correspondent depletion in the amount of 
Galactic subhalos 

• including uncertainty on the position of the observer 
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FIG. 20. Left: The solid lines show the auto-APS at a fixed multipole (ℓ = 49 in red, ℓ = 400 in black and ℓ = 706 in blue)
as a function of the mass of the DM halo of the MW, in our simulation of GAL-AQ described in the text. The auto-APS is
computed between 0.5 and 0.72 GeV, for mχ = 2203 GeV with a thermal annihilation cross section (σannv) = 3× 10−26cm3s−1

and for annihilations into bb̄. For each value of the MW mass, 100 realizations of GAL-AQ are computed for different positions
of the observer. The solid lines refer to the median of the distribution of the corresponding auto-APS, while the grey band
denotes the variability between the 10% and the 90% quantiles of the distribution. The band is present only for the case with
ℓ = 400 for reasons of clarity. Right: The same as in the left panel but for decaying DM. The auto-APS is computed in the
same energy bin, for the same mχ and a decay lifetime of 2× 1027s.

tion and decay lifetime, it may happen that the gamma-
ray flux of some DM subhalos in GAL-AQ gets above
the Fermi LAT sensitivity threshold. These DM sub-
halos would appear as resolved sources in the sky and
they would be included in the 3FGL catalog. Since the
auto- and cross-APS are measured masking the sources
in 3FGL, DM subhalos that are so bright to be detected
should be neglected when simulating GAL-AQ. Being
very bright, they may be responsible for a significant
fraction of the auto- and cross-APS of GAL-AQ. Thus,
neglecting them may affect significantly our predictions
for GAL-AQ, as noticed in Ref. [66]20. In order to test
this, we define the so-called Particle Physics factors Φann

PP

and Φdecay
PP , which gathers all the terms in Eqs. 11 and

12 that do not depend on the DM distribution. More
precisely:

Φann
PP =

(σannv)

2m2
χ

∫
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dNann

γ

dE
dE (16)

and

Φdecay
PP =

1

mχτ

∫

Ē
E
dNdecay

γ

dE
dE, (17)

20 One should also check that none of the DM halos or subhalos
in EG-MSII are bright enough to be detected individually. We
do not perform such a test because, even if some DM structures
were to be removed, this would hardly affect the prediction for
the auto- and cross-APS of EG-LOW and EG-HIGH.

where we choose a reference energy Ē of 0.1 GeV21. We
consider a reasonable range for the Particle Physics fac-
tors that goes from 10−30 to 10−25cm3s−1GeV−1 for Φann

PP

and from 10−30 and 10−24s−1 for Φdecay
PP

22 This is di-
vided in 50 logarithmic bins and, for each bin, we build
100 realizations of GAL-AQ, varying the position of the
observer. For each Particle Physics factor and for each
realization, we identify the subhalos (if any) with an en-
ergy flux above 0.1 GeV that is larger than the sensitivity
flux in 3FGL, i.e. 3 × 10−12erg cm−2s−1 [67]. We con-
sider the energy flux and not the number flux, since the
Fermi LAT sensitivity, expressed in terms of the energy
flux, is more independent on the shape of the gamma-ray
energy spectrum than when it is expressed by the num-
ber flux. Also, we use the sensitivity obtained for point
sources: note that the majority of the emission in a DM
clump comes from a region within its scale radius rs. In
a typical realization of GAL-AQ, almost all resolved DM
subhalos have a rs that corresponds to an angular size
smaller than 1 degree. This is a reasonable value for the
angular resolution of Fermi LAT at the energies of in-

21 Note that the Particle Physics factors are defined in terms of the
energy flux and not the number flux as in Eqs. 11 and 12. This
is done to ease the comparison with the 3FGL sensitivity.

22 For a DM mass of 200 GeV and annihilations (decays) into bb̄,
the range mentioned above corresponds to a variation between
3.0×10−28cm3s−1 and 3.0×10−22cm3s−1 for (σannv) (between
1.6× 1023 s and 1.6× 1029 s for τ).
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FIG. 20. Left: The solid lines show the auto-APS at a fixed multipole (ℓ = 49 in red, ℓ = 400 in black and ℓ = 706 in blue)
as a function of the mass of the DM halo of the MW, in our simulation of GAL-AQ described in the text. The auto-APS is
computed between 0.5 and 0.72 GeV, for mχ = 2203 GeV with a thermal annihilation cross section (σannv) = 3× 10−26cm3s−1

and for annihilations into bb̄. For each value of the MW mass, 100 realizations of GAL-AQ are computed for different positions
of the observer. The solid lines refer to the median of the distribution of the corresponding auto-APS, while the grey band
denotes the variability between the 10% and the 90% quantiles of the distribution. The band is present only for the case with
ℓ = 400 for reasons of clarity. Right: The same as in the left panel but for decaying DM. The auto-APS is computed in the
same energy bin, for the same mχ and a decay lifetime of 2× 1027s.

tion and decay lifetime, it may happen that the gamma-
ray flux of some DM subhalos in GAL-AQ gets above
the Fermi LAT sensitivity threshold. These DM sub-
halos would appear as resolved sources in the sky and
they would be included in the 3FGL catalog. Since the
auto- and cross-APS are measured masking the sources
in 3FGL, DM subhalos that are so bright to be detected
should be neglected when simulating GAL-AQ. Being
very bright, they may be responsible for a significant
fraction of the auto- and cross-APS of GAL-AQ. Thus,
neglecting them may affect significantly our predictions
for GAL-AQ, as noticed in Ref. [66]20. In order to test
this, we define the so-called Particle Physics factors Φann

PP

and Φdecay
PP , which gathers all the terms in Eqs. 11 and

12 that do not depend on the DM distribution. More
precisely:

Φann
PP =

(σannv)

2m2
χ

∫
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dNann

γ
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dE (16)

and

Φdecay
PP =

1

mχτ

∫

Ē
E
dNdecay

γ

dE
dE, (17)

20 One should also check that none of the DM halos or subhalos
in EG-MSII are bright enough to be detected individually. We
do not perform such a test because, even if some DM structures
were to be removed, this would hardly affect the prediction for
the auto- and cross-APS of EG-LOW and EG-HIGH.

where we choose a reference energy Ē of 0.1 GeV21. We
consider a reasonable range for the Particle Physics fac-
tors that goes from 10−30 to 10−25cm3s−1GeV−1 for Φann

PP

and from 10−30 and 10−24s−1 for Φdecay
PP

22 This is di-
vided in 50 logarithmic bins and, for each bin, we build
100 realizations of GAL-AQ, varying the position of the
observer. For each Particle Physics factor and for each
realization, we identify the subhalos (if any) with an en-
ergy flux above 0.1 GeV that is larger than the sensitivity
flux in 3FGL, i.e. 3 × 10−12erg cm−2s−1 [67]. We con-
sider the energy flux and not the number flux, since the
Fermi LAT sensitivity, expressed in terms of the energy
flux, is more independent on the shape of the gamma-ray
energy spectrum than when it is expressed by the num-
ber flux. Also, we use the sensitivity obtained for point
sources: note that the majority of the emission in a DM
clump comes from a region within its scale radius rs. In
a typical realization of GAL-AQ, almost all resolved DM
subhalos have a rs that corresponds to an angular size
smaller than 1 degree. This is a reasonable value for the
angular resolution of Fermi LAT at the energies of in-

21 Note that the Particle Physics factors are defined in terms of the
energy flux and not the number flux as in Eqs. 11 and 12. This
is done to ease the comparison with the 3FGL sensitivity.

22 For a DM mass of 200 GeV and annihilations (decays) into bb̄,
the range mentioned above corresponds to a variation between
3.0×10−28cm3s−1 and 3.0×10−22cm3s−1 for (σannv) (between
1.6× 1023 s and 1.6× 1029 s for τ).
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• for certain combination of (mχ, σannv) and (mχ, τ), some subhalos are brighter 
than the 3FGL sensitivity 

• those structures should be masked 
25

terest here. Thus, DM subhalos in GAL-AQ are rarely
extended and the use of the point-source sensitivity is
well motivated.
In Fig. 21, the solid lines show the median (over the

100 realizations) of the number of subhalos that have
been excluded because they are too bright, as a func-
tion of the annihilation (red line, bottom axis) and decay
(blue line, top axis) Particle Physics factor. At the up-
per end of the range considered for ΦPP, this correction
affects between 500 and 2000 DM subhalos, i.e. 1-2% of
the total amount of subhalos considered in the Aquarius
catalog. The colored bands indicate the variability asso-
ciated with the 10% and 90% quantiles among the 100
realizations. The dashed vertical lines are included as
a reference and they correspond to the Particle Physics
factor for an annihilating DM candidate with a mass of
200 GeV and (σannv) = 10−24cm3s−1 (dashed red line)
and for a decaying DM candidate with the same mass
and τ = 2 × 1026s (dashed blue line). In both cases an-
nihilations/decays into bb̄ are considered and the values
chosen for (σannv) and τ correspond to their exclusion
limits (for mχ = 200 GeV and for the REF benchmark
scenario, see later) as they will be computed in the follow-
ing sections. This tells us that, for that DM mass, the
allowed region in the parameter space of decaying DM
would have almost no DM subhalos that are too bright.
On the other hand, the impact of bright subhalos may be
important in the case of annihilating DM and this effect
will be considered when deriving the exclusion limits on
(σannv).
In Fig. 22 we see the effect on the auto-APS of neglect-

ing the DM subhalos in Aquarius that are too bright. The
left (right) panel shows the auto-APS at a specific mul-
tipole, for an annihilating (decaying) DM as a function
of Φann

PP (Φdecay
PP ). The auto-APS has been multiplied by

(Φann
PP )−2 and (Φdecay

PP )−2, respectively, so that deviations
with respect to an horizontal line indicate how much the
auto-APS is suppressed due to the excluded subhalos.
The solid black line is for ℓ = 400, while the red and
blue ones are for ℓ = 49 and ℓ = 706, respectively. They
indicate the median over the 100 realizations, while the
grey band (sometimes difficult to see because it is too
thin) represents the variablity between the 10% and 90%
quantiles. As we anticipated in Fig. 21, deviations from
the effect starts around 10−28cm3s−1GeV−1 in the left
panel and around 10−27s−1 in the right panel. The same
values of the Particle Physics factor marked by the ver-
tical lines in Fig. 21 are plotted in Fig. 22 by the solid
grey lines.
The effect of neglecting DM subhalos that are too

bright is accounted for by defining the following quan-
tity:

κ(ΦPP, ℓ) =
Cℓ(ΦPP)

Cℓ(Φmin
PP )

, (18)

where Φmin
PP = 10−30cm3s−1GeV−1 for annihilating DM

and Φmin
PP = 10−30s−1 for decaying DM. κ is computed
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FIG. 21. The solid lines show the number of the DM sub-
halos in GAL-AQ with an energy flux above 0.1 GeV that
is larger than 3 × 10−12erg cm−2s−1, i.e. the point-source
sensitivity of Fermi LAT in the 3FGL catalog [67]. The solid
lines denote the median over 100 independent realizations dif-
fering by the position of the observer. The solid lines are
plotted as a function of the Particle Physics factor, in the
case of an annihilating DM candidate (red line and bottom
axis) and for a decaying one (blue line and top axis). In both
cases, annihilations/decays into bb̄ are considered. The col-
ored bands indicate the 10% and 90% quantiles among the
100 realizations. For references, the Φann

PP for mχ = 200 GeV,
(σannv) = 10−24cm3s−1 and annihilation into bb̄ is marked by
the dashed red line. Finally, the dashed blue line corresponds
to the Φdecay

PP for mχ = 200 GeV, τ = 2× 1026s and decaying
into bb̄.

by using the median over the 100 realizations. We will
employ it as a correction factor that will be multiplied by
the APS of GAL-AQ with all the DM subhalos to account
for the bright DM subhalos that should be masked.

F. Results

In this section we define some benchmark cases that
we will use in the following to discuss our results:

• REF: this is our reference case and it is con-
structed by summing EG-MSII and EG-LOW,
with Mmin = 10−6M⊙. We also include GAL-
MWsmooth (for the nominal value of the MW DM
halo, taken from Aq-A-1, of 1.34 × 1012M⊙/h)
and the median of GAL-AQ over the 100 realiza-
tions produced for the nominal MW DM halo mass;

• MAX: we build this by maximizing all the uncer-
tainties considered (and discussed in the previous
sections). Thus, we take it as a good estimate
of the largest signal that can be associated with
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FIG. 20. Left: The solid lines show the auto-APS at a fixed multipole (ℓ = 49 in red, ℓ = 400 in black and ℓ = 706 in blue)
as a function of the mass of the DM halo of the MW, in our simulation of GAL-AQ described in the text. The auto-APS is
computed between 0.5 and 0.72 GeV, for mχ = 2203 GeV with a thermal annihilation cross section (σannv) = 3× 10−26cm3s−1

and for annihilations into bb̄. For each value of the MW mass, 100 realizations of GAL-AQ are computed for different positions
of the observer. The solid lines refer to the median of the distribution of the corresponding auto-APS, while the grey band
denotes the variability between the 10% and the 90% quantiles of the distribution. The band is present only for the case with
ℓ = 400 for reasons of clarity. Right: The same as in the left panel but for decaying DM. The auto-APS is computed in the
same energy bin, for the same mχ and a decay lifetime of 2× 1027s.

tion and decay lifetime, it may happen that the gamma-
ray flux of some DM subhalos in GAL-AQ gets above
the Fermi LAT sensitivity threshold. These DM sub-
halos would appear as resolved sources in the sky and
they would be included in the 3FGL catalog. Since the
auto- and cross-APS are measured masking the sources
in 3FGL, DM subhalos that are so bright to be detected
should be neglected when simulating GAL-AQ. Being
very bright, they may be responsible for a significant
fraction of the auto- and cross-APS of GAL-AQ. Thus,
neglecting them may affect significantly our predictions
for GAL-AQ, as noticed in Ref. [66]20. In order to test
this, we define the so-called Particle Physics factors Φann

PP

and Φdecay
PP , which gathers all the terms in Eqs. 11 and

12 that do not depend on the DM distribution. More
precisely:

Φann
PP =

(σannv)

2m2
χ

∫

Ē
E
dNann

γ

dE
dE (16)

and

Φdecay
PP =

1

mχτ

∫

Ē
E
dNdecay

γ

dE
dE, (17)

20 One should also check that none of the DM halos or subhalos
in EG-MSII are bright enough to be detected individually. We
do not perform such a test because, even if some DM structures
were to be removed, this would hardly affect the prediction for
the auto- and cross-APS of EG-LOW and EG-HIGH.

where we choose a reference energy Ē of 0.1 GeV21. We
consider a reasonable range for the Particle Physics fac-
tors that goes from 10−30 to 10−25cm3s−1GeV−1 for Φann

PP

and from 10−30 and 10−24s−1 for Φdecay
PP

22 This is di-
vided in 50 logarithmic bins and, for each bin, we build
100 realizations of GAL-AQ, varying the position of the
observer. For each Particle Physics factor and for each
realization, we identify the subhalos (if any) with an en-
ergy flux above 0.1 GeV that is larger than the sensitivity
flux in 3FGL, i.e. 3 × 10−12erg cm−2s−1 [67]. We con-
sider the energy flux and not the number flux, since the
Fermi LAT sensitivity, expressed in terms of the energy
flux, is more independent on the shape of the gamma-ray
energy spectrum than when it is expressed by the num-
ber flux. Also, we use the sensitivity obtained for point
sources: note that the majority of the emission in a DM
clump comes from a region within its scale radius rs. In
a typical realization of GAL-AQ, almost all resolved DM
subhalos have a rs that corresponds to an angular size
smaller than 1 degree. This is a reasonable value for the
angular resolution of Fermi LAT at the energies of in-

21 Note that the Particle Physics factors are defined in terms of the
energy flux and not the number flux as in Eqs. 11 and 12. This
is done to ease the comparison with the 3FGL sensitivity.

22 For a DM mass of 200 GeV and annihilations (decays) into bb̄,
the range mentioned above corresponds to a variation between
3.0×10−28cm3s−1 and 3.0×10−22cm3s−1 for (σannv) (between
1.6× 1023 s and 1.6× 1029 s for τ).
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FIG. 20. Left: The solid lines show the auto-APS at a fixed multipole (ℓ = 49 in red, ℓ = 400 in black and ℓ = 706 in blue)
as a function of the mass of the DM halo of the MW, in our simulation of GAL-AQ described in the text. The auto-APS is
computed between 0.5 and 0.72 GeV, for mχ = 2203 GeV with a thermal annihilation cross section (σannv) = 3× 10−26cm3s−1

and for annihilations into bb̄. For each value of the MW mass, 100 realizations of GAL-AQ are computed for different positions
of the observer. The solid lines refer to the median of the distribution of the corresponding auto-APS, while the grey band
denotes the variability between the 10% and the 90% quantiles of the distribution. The band is present only for the case with
ℓ = 400 for reasons of clarity. Right: The same as in the left panel but for decaying DM. The auto-APS is computed in the
same energy bin, for the same mχ and a decay lifetime of 2× 1027s.

tion and decay lifetime, it may happen that the gamma-
ray flux of some DM subhalos in GAL-AQ gets above
the Fermi LAT sensitivity threshold. These DM sub-
halos would appear as resolved sources in the sky and
they would be included in the 3FGL catalog. Since the
auto- and cross-APS are measured masking the sources
in 3FGL, DM subhalos that are so bright to be detected
should be neglected when simulating GAL-AQ. Being
very bright, they may be responsible for a significant
fraction of the auto- and cross-APS of GAL-AQ. Thus,
neglecting them may affect significantly our predictions
for GAL-AQ, as noticed in Ref. [66]20. In order to test
this, we define the so-called Particle Physics factors Φann

PP

and Φdecay
PP , which gathers all the terms in Eqs. 11 and

12 that do not depend on the DM distribution. More
precisely:

Φann
PP =

(σannv)

2m2
χ

∫

Ē
E
dNann

γ

dE
dE (16)

and

Φdecay
PP =

1

mχτ

∫

Ē
E
dNdecay

γ

dE
dE, (17)

20 One should also check that none of the DM halos or subhalos
in EG-MSII are bright enough to be detected individually. We
do not perform such a test because, even if some DM structures
were to be removed, this would hardly affect the prediction for
the auto- and cross-APS of EG-LOW and EG-HIGH.

where we choose a reference energy Ē of 0.1 GeV21. We
consider a reasonable range for the Particle Physics fac-
tors that goes from 10−30 to 10−25cm3s−1GeV−1 for Φann

PP

and from 10−30 and 10−24s−1 for Φdecay
PP

22 This is di-
vided in 50 logarithmic bins and, for each bin, we build
100 realizations of GAL-AQ, varying the position of the
observer. For each Particle Physics factor and for each
realization, we identify the subhalos (if any) with an en-
ergy flux above 0.1 GeV that is larger than the sensitivity
flux in 3FGL, i.e. 3 × 10−12erg cm−2s−1 [67]. We con-
sider the energy flux and not the number flux, since the
Fermi LAT sensitivity, expressed in terms of the energy
flux, is more independent on the shape of the gamma-ray
energy spectrum than when it is expressed by the num-
ber flux. Also, we use the sensitivity obtained for point
sources: note that the majority of the emission in a DM
clump comes from a region within its scale radius rs. In
a typical realization of GAL-AQ, almost all resolved DM
subhalos have a rs that corresponds to an angular size
smaller than 1 degree. This is a reasonable value for the
angular resolution of Fermi LAT at the energies of in-

21 Note that the Particle Physics factors are defined in terms of the
energy flux and not the number flux as in Eqs. 11 and 12. This
is done to ease the comparison with the 3FGL sensitivity.

22 For a DM mass of 200 GeV and annihilations (decays) into bb̄,
the range mentioned above corresponds to a variation between
3.0×10−28cm3s−1 and 3.0×10−22cm3s−1 for (σannv) (between
1.6× 1023 s and 1.6× 1029 s for τ).

Measurement and interpretation of the Fermi-LAT APS of gamma-ray anisotropies



Effect of an too-bright subhalos on GAL-AQ

29/13

26

]-1 GeV-1 s3 [cmann
PPΦ

-3010 -2910 -2810 -2710 -2610 -2510

]-1
 s

r
2

 G
eV

-1
0

 [c
m

-2 )
an

n
PP

Φ ( lC 3410

3510

3610

3710

l=400 (median)
10% and 90% quantiles (l=400)
l=49 (median)
l=706 (median)

-1s3 cm-24v)=10annσ=200 GeV and (χ for mann
PPΦ

3410

3510

3610

3710
Annihilation

]-1 [sdecay
PPΦ

-3010 -2910 -2810 -2710 -2610 -2510 -2410
 s

r]
-2

 s
r

-4
 [c

m
-2 )

de
ca

y
PP

Φ ( lC

3410

3510

3610

3710

3810

3910
l=400 (median)
10% and 90% quantiles (l=400)
l=49 (median)
l=706 (median)

 s26 10×=2 τ=200 GeV and χ for mdecay
PPΦ

3410

3510

3610

3710

3810

3910
Decay

FIG. 22. Left: The solid lines show the APS (computed above 0.1 GeV, for a fixed multipole and multiplied by (Φann
PP )−2) as

a function of Φann
PP , neglecting the DM subhalos that would be detected individually according to the Fermi LAT sensitivity

threshold in the 3FGL catalog [67]. The black, red and blue lines are for ℓ = 400, ℓ = 49 and ℓ = 706, respectively. They
indicate the median over the 100 realizations with different observers’ position, while the grey band (only for the case with
ℓ = 400) shows the variabilty between the 10% and 90% quantiles. For references, the value of Φann

PP for mχ = 200 GeV,
(σannv) = 10−24cm3s−1 and annihilation into bb̄ is marked by the grey vertical line. Right: The same as in the left panel, but
for a decaying DM candidate. The vertical grey line is the Particle Physics factor of a DM candidate with mχ = 200 GeV,
τ = 2× 1026s and decaying into bb̄.

DM (for a given value of the Particle Physics
factors and of Mmin). The MAX benchmark is
defined by summing EG-MSII, EG-HIGH (for
Mmin = 10−6M⊙), GAL-MWsmooth (for a nomi-
mal mass of the MW DM halo) and the 90%
quantile among the 100 realizations of GAL-AQ
relative to a 1.34× 1012M⊙/h MW;

• MIN: contrary to MAX, this benchmark is obtained
by tuning all the uncertainties considered above to
their minimal configuration. In particular, we sum
EG-MSII, EG-LOW (for Mmin = 10−6M⊙), GAL-
MWsmooth (for a MWmass that is 1/4 of the nom-
inal value of Aq-A-1) and the 10% quantile of the
100 realizations of GAL-AQ for a MW mass that is
1/4 of the value of Aq-A-1.

In order to discuss the effect of changing Mmin, we also
compute the MIN and MAX benchmarks for Mmin =
10−12M⊙ and Mmin = 1 M⊙.
Fig. 23 shows our predictions for the intensity of the

DM-induced emission, averaged over the whole sky. The
left panel is for annihilating DM with a mass of 212 GeV
and (σannv) = 3× 10−26cm3s−1, while the right panel is
for a decaying candidate with the same mass and τ =
2 × 1027 s. Annihilations and decays produce gamma
rays via bb̄. The solid black line is for the REF scenario,
while the red and blue ones are for the MIN and MAX
benchmark, respectively (for Mmin = 10−6M⊙). Thus,
the grey band between the red and blue lines indicates

how much our predictions change when accounting for
the uncertainties mentioned above.
For annihilating DM, in the case of the REF bench-

mark, the emission is contributed, almost equally, by
EG-LOW and GAL-MWsmooth. Thus, the difference
between REF and MAX comes entirely from the differ-
ent subhalo boost employed to describe unresolved ex-
tragalactic DM structures (see Sec. VIC). The boost
factor is larger at higher redshifts and, therefore, at en-
ergies close to mχ, where the emission is more local, the
red line approaches the black one. On the other hand,
the contribution of GAL-MWsmooth is suppressed in the
LOW scenario and, therefore, the intensity of the LOW
benchmark is almost halved compared to REF.
Subhalo boosts do not affect the predictions for decay-

ing DM and, therefore, the REF and the MAX bench-
marks in the right panel overlap23. The lower intensity
of the LOW case is, as before, due to the suppression of
GAL-MWsmooth.
In both panels, the blue and red shaded areas indicate

how our predictions for MIN and MAX change when al-
lowingMmin to vary in the range mentioned above. These
uncertainty bands get larger for smaller energies, as the
signal becomes sensitive to the emission at higher red-
shifts. Changing the minimal DM halo mass has a very
minor effect on decaying DM and, thus, the shaded bands
are difficult to see.

23 The contribution of GAL-AQ is subdominant.
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FIG. 22. Left: The solid lines show the APS (computed above 0.1 GeV, for a fixed multipole and multiplied by (Φann
PP )−2) as

a function of Φann
PP , neglecting the DM subhalos that would be detected individually according to the Fermi LAT sensitivity

threshold in the 3FGL catalog [67]. The black, red and blue lines are for ℓ = 400, ℓ = 49 and ℓ = 706, respectively. They
indicate the median over the 100 realizations with different observers’ position, while the grey band (only for the case with
ℓ = 400) shows the variabilty between the 10% and 90% quantiles. For references, the value of Φann

PP for mχ = 200 GeV,
(σannv) = 10−24cm3s−1 and annihilation into bb̄ is marked by the grey vertical line. Right: The same as in the left panel, but
for a decaying DM candidate. The vertical grey line is the Particle Physics factor of a DM candidate with mχ = 200 GeV,
τ = 2× 1026s and decaying into bb̄.

DM (for a given value of the Particle Physics
factors and of Mmin). The MAX benchmark is
defined by summing EG-MSII, EG-HIGH (for
Mmin = 10−6M⊙), GAL-MWsmooth (for a nomi-
mal mass of the MW DM halo) and the 90%
quantile among the 100 realizations of GAL-AQ
relative to a 1.34× 1012M⊙/h MW;

• MIN: contrary to MAX, this benchmark is obtained
by tuning all the uncertainties considered above to
their minimal configuration. In particular, we sum
EG-MSII, EG-LOW (for Mmin = 10−6M⊙), GAL-
MWsmooth (for a MWmass that is 1/4 of the nom-
inal value of Aq-A-1) and the 10% quantile of the
100 realizations of GAL-AQ for a MW mass that is
1/4 of the value of Aq-A-1.

In order to discuss the effect of changing Mmin, we also
compute the MIN and MAX benchmarks for Mmin =
10−12M⊙ and Mmin = 1 M⊙.
Fig. 23 shows our predictions for the intensity of the

DM-induced emission, averaged over the whole sky. The
left panel is for annihilating DM with a mass of 212 GeV
and (σannv) = 3× 10−26cm3s−1, while the right panel is
for a decaying candidate with the same mass and τ =
2 × 1027 s. Annihilations and decays produce gamma
rays via bb̄. The solid black line is for the REF scenario,
while the red and blue ones are for the MIN and MAX
benchmark, respectively (for Mmin = 10−6M⊙). Thus,
the grey band between the red and blue lines indicates

how much our predictions change when accounting for
the uncertainties mentioned above.
For annihilating DM, in the case of the REF bench-

mark, the emission is contributed, almost equally, by
EG-LOW and GAL-MWsmooth. Thus, the difference
between REF and MAX comes entirely from the differ-
ent subhalo boost employed to describe unresolved ex-
tragalactic DM structures (see Sec. VIC). The boost
factor is larger at higher redshifts and, therefore, at en-
ergies close to mχ, where the emission is more local, the
red line approaches the black one. On the other hand,
the contribution of GAL-MWsmooth is suppressed in the
LOW scenario and, therefore, the intensity of the LOW
benchmark is almost halved compared to REF.
Subhalo boosts do not affect the predictions for decay-

ing DM and, therefore, the REF and the MAX bench-
marks in the right panel overlap23. The lower intensity
of the LOW case is, as before, due to the suppression of
GAL-MWsmooth.
In both panels, the blue and red shaded areas indicate

how our predictions for MIN and MAX change when al-
lowingMmin to vary in the range mentioned above. These
uncertainty bands get larger for smaller energies, as the
signal becomes sensitive to the emission at higher red-
shifts. Changing the minimal DM halo mass has a very
minor effect on decaying DM and, thus, the shaded bands
are difficult to see.

23 The contribution of GAL-AQ is subdominant.

Measurement and interpretation of the Fermi-LAT APS of gamma-ray anisotropies



DM-induced APS 

30/13

28

Multipoles
100 200 300 400 500 600 700

 s
r]

-2
 s

r
-2

 s
-4

 [c
m

sk
y

/f lC

-2710

-2610

-2510

-2410

-2310

-2210

-2110

-2010

-1910

-1810

-1710

-2710

-2610

-2510

-2410

-2310

-2210

-2110

-2010

-1910

-1810

-1710

Fermi-LAT measurement (1.38-1.99 GeV)
GAL-MW smooth
Uncertainty on MW mass
GAL-AQ (median)
GAL-AQ (10% and 90% quantiles)
Adding uncertainty on MW mass
EG-LOW
EG-HIGH
Uncertainty on boost factor

Annihilation

 M-6=10min, Mb, b-1 s3 cm-26 10×v)=3 annσ=212 GeV, (χm

Multipoles
100 200 300 400 500 600 700

 s
r]

-2
 s

r
-2

 s
-4

 [c
m

sk
y

/f lC

-2610

-2510

-2410

-2310

-2210

-2110

-2010

-1910

-1810

-1710

-2610

-2510

-2410

-2310

-2210

-2110

-2010

-1910

-1810

-1710

Fermi-LAT measurement (1.38-1.99 GeV)
GAL-MW smooth
Uncertainty on MW mass
GAL-AQ (median)
GAL-AQ (10% and 90% quantiles)
Adding uncertainty on MW mass
EG-LOW
EG-HIGH

Decay

 M-6=10min, Mb, b-1 s27 10×v)=2 annσ=212 GeV, (χm

FIG. 24. Left: Auto-APS in the energy bin between 1.38 and 1.99 GeV, for a DM candidate with a mass of 212 GeV,
(σannv) = 3× 10−26cm3s−1 and annihilation into bb̄. The auto-APS is divided by fsky to correct for the presence of the mask
described in Sec. III B. The black solid line and the grey band indicate the Poissonian auto-APS measured in this energy
bin (see Sec. IV). The solid blue line is the median of the auto-APS for GAL-AQ over the 100 realizations with different
positions for the observer and the blue band shows the variability between the 10% and 90% quantiles. The uncertainty band
on GAL-AQ extends towards the shaded blue area if we account for an uncertainty of a factor 4 in the value of the mass of
MW DM halo. The red and purple lines show the auto-APS for EG-LOW and EG-HIGH, respectively, for Mmin = 10−6M⊙.
The green line stands for the GAL-MWsmooth component and the green band accounts for an uncertainty of a factor 4 in the
mass of MW DM halo. The wiggles in the green line and band are due to the mask applied to cover the Galactic plane (see
text for details). Right: The same as in the left panel but for a decaying DM particle with a mass of 212 GeV and a decaying
lifetime of 2× 1027 s. The red and and purple lines overlap.

(see Sec. VIE and Fig. 20), the uncertainty band ex-
tends downwards to include the shaded blue band. Over
the signal region, the GAL-AQ is not constant and it
decreases by approximately a factor of 10. The extra-
galactic signal is plotted in red and purple, for a LOW
and HIGH subhalo boost, respectively. This uncertainty
gives rise to the pink band that covers approximately
one order to magnitude. The extragalactic component
becomes nearly constant for ℓ >∼ 300 but, over the whole
signal region, decreases by a factor of 10. Finally, the
GAL-MWsmooth is plotted in green and the green band
indicates by how much the signal goes down when the
mass of MW DM halo is allowed to decrease up to a
factor 4 with respect to the value of Aq-A-1.
If we had considered Mmin = 10−12M⊙/h instead, the

intensity of EG-LOW and EG-HIGH would have been ap-
proximately 4 times larger, while it would have decreased
by a factor 50 if we had considered Mmin = 1 M⊙/h.
However, since the EG-LOW and EG-HIGH are not the
dominant component, the effect of changing Mmin on the
total DM signal is not going to be as large (see the dis-
cussion in Sec. VII about the exclusion limits).
In the right panel we follow the same color coding:

the main difference with the case of annihilating DM is
the fact that the extragalactic contribution dominates
the signal for most of the measured signal region. There
is no uncertainty associated with the boost factor and,
therefore, the red and red and purple lines coincide. As

in the left panel, the auto-APS is nearly constant for
ℓ >∼ 300 and it decreases by a factor ∼ 50 overall. An-
other important difference, with respect to the case of
DM annihilation, is the fact that the auto-APS of GAL-
AQ is much steeper, decreasing by a factor ∼ 600 from
ℓ = 49 to ℓ = 716.
Independently on how the different components are

summed together, (producing the different REF, MIN
and MAX scenarios described above) the total signal
associated with DM is not Poissonian but decreases at
smaller scales. This will be crucial when comparing our
predictions to the Fermi LAT data.

VII. USING THE AUTO- AND CROSS-APS TO
CONSTRAIN DARK MATTER ANNIHILATIONS

AND DECAYS

In this section we compare the predictions for the DM-
induced auto- and cross-APS obtained in Sec. VI with the
updated Fermi LAT measurement presented in Sec. III.
Such a comparison will allow us to determine whether the
data are consistent with a DM interpretation or how we
can use them to put constraints on the nature of the DM
particle. We follow two complementary approaches that
will be described separately in the following subsections.
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FIG. 24. Left: Auto-APS in the energy bin between 1.38 and 1.99 GeV, for a DM candidate with a mass of 212 GeV,
(σannv) = 3× 10−26cm3s−1 and annihilation into bb̄. The auto-APS is divided by fsky to correct for the presence of the mask
described in Sec. III B. The black solid line and the grey band indicate the Poissonian auto-APS measured in this energy
bin (see Sec. IV). The solid blue line is the median of the auto-APS for GAL-AQ over the 100 realizations with different
positions for the observer and the blue band shows the variability between the 10% and 90% quantiles. The uncertainty band
on GAL-AQ extends towards the shaded blue area if we account for an uncertainty of a factor 4 in the value of the mass of
MW DM halo. The red and purple lines show the auto-APS for EG-LOW and EG-HIGH, respectively, for Mmin = 10−6M⊙.
The green line stands for the GAL-MWsmooth component and the green band accounts for an uncertainty of a factor 4 in the
mass of MW DM halo. The wiggles in the green line and band are due to the mask applied to cover the Galactic plane (see
text for details). Right: The same as in the left panel but for a decaying DM particle with a mass of 212 GeV and a decaying
lifetime of 2× 1027 s. The red and and purple lines overlap.

(see Sec. VIE and Fig. 20), the uncertainty band ex-
tends downwards to include the shaded blue band. Over
the signal region, the GAL-AQ is not constant and it
decreases by approximately a factor of 10. The extra-
galactic signal is plotted in red and purple, for a LOW
and HIGH subhalo boost, respectively. This uncertainty
gives rise to the pink band that covers approximately
one order to magnitude. The extragalactic component
becomes nearly constant for ℓ >∼ 300 but, over the whole
signal region, decreases by a factor of 10. Finally, the
GAL-MWsmooth is plotted in green and the green band
indicates by how much the signal goes down when the
mass of MW DM halo is allowed to decrease up to a
factor 4 with respect to the value of Aq-A-1.
If we had considered Mmin = 10−12M⊙/h instead, the

intensity of EG-LOW and EG-HIGH would have been ap-
proximately 4 times larger, while it would have decreased
by a factor 50 if we had considered Mmin = 1 M⊙/h.
However, since the EG-LOW and EG-HIGH are not the
dominant component, the effect of changing Mmin on the
total DM signal is not going to be as large (see the dis-
cussion in Sec. VII about the exclusion limits).
In the right panel we follow the same color coding:

the main difference with the case of annihilating DM is
the fact that the extragalactic contribution dominates
the signal for most of the measured signal region. There
is no uncertainty associated with the boost factor and,
therefore, the red and red and purple lines coincide. As

in the left panel, the auto-APS is nearly constant for
ℓ >∼ 300 and it decreases by a factor ∼ 50 overall. An-
other important difference, with respect to the case of
DM annihilation, is the fact that the auto-APS of GAL-
AQ is much steeper, decreasing by a factor ∼ 600 from
ℓ = 49 to ℓ = 716.
Independently on how the different components are

summed together, (producing the different REF, MIN
and MAX scenarios described above) the total signal
associated with DM is not Poissonian but decreases at
smaller scales. This will be crucial when comparing our
predictions to the Fermi LAT data.

VII. USING THE AUTO- AND CROSS-APS TO
CONSTRAIN DARK MATTER ANNIHILATIONS

AND DECAYS

In this section we compare the predictions for the DM-
induced auto- and cross-APS obtained in Sec. VI with the
updated Fermi LAT measurement presented in Sec. III.
Such a comparison will allow us to determine whether the
data are consistent with a DM interpretation or how we
can use them to put constraints on the nature of the DM
particle. We follow two complementary approaches that
will be described separately in the following subsections.

Extragalactic component 
with different subhalo boost factors

Smooth halo of the Milky Way (outside 
of the mask) with uncertainty on the 
total Milky-Way mass

Subhalos of the Milky Way with 
uncertainty on the position of the Earth

uncertainty on the total 
mass of the Milky Way
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A. Conservative exclusion limits

This first strategy is motivated by the desire to be
conservative, i.e. to draw conclusions that, even if not as
strong as in the following section, are going to be more
robust. In particular, we notice that the measured auto-
and cross-APS is compatible with being Poissonian in
each energy bin (or combination of energy bins). We
take this as an indication that sources other than DM
(most likely unresolved blazars) are responsible for the
signal. Then, the DM-induced APS, for any energy bins
or combination of bins, needs to be below the measured
data. For a certain benchmark case (among REF, MIN
and MAX) and for a certain value of Mmin, this will
translate into upper limits on the intensity of the DM-
induced signal or, fixing mχ and the annihilation/decay
channel, on upper limits on (σannv) for annihilating DM
and on lower limit on τ for decaying DM. We refer to
these exclusion limits as “conservative”.
We consider 60 values ofmχ between 5 GeV and 5 TeV.

For each value of mχ, we compute the DM-induced auto-
and cross-APS in the 13 energy bins defined in Sec. II,
for the 3 benchmarks described in Sec. VI F, for 3 anni-
hilation/decay channels (i.e., bb̄, τ+τ− and µ+µ−24) and
for 3 values of Mmin (i.e., 10−12, 10−6 and 1 M⊙). The
predicted auto- and cross-APS is multiplied by κ(ΦPP, ℓ)
in order to correct for the presence of Galactic DM sub-
halos that are above the Fermi LAT sensitivity thresh-
old (see Sec. VIE). The APS associated with DM for
energy bins i and j is averaged over the signal region
and we require it to be smaller than the Poissonian APS
measured for that pair of energy bins plus 1.64 times
its error: ⟨Ci,j

ℓ,DM⟩ < Ci,j
P + 1.64 σCi,j

P
. Assuming that

the measured CP has a Gaussian probability distribu-
tion with a central value of Cp and a standard deviation
of σCP , values further away than 1.64 times σCP from
the central value correspond to a cumulative probability
distribution larger than 0.95. Thus, excluding them pro-
vides a 95% CL exclusion bound. For each mχ, we take
the most stringent limit among all the combinations of
energy bins.
Fig. 25 shows the upper limits on the (σannv) (left

panel) and the lower limits on τ (right panel), as a func-
tion ofmχ and for the different benchmark scenarios con-
sidered above. The black line is for REF while blue and
red ones are for MIN and MAX, respectively. Thus, the
grey band represents our total systematic astrophysical
uncertainty (for Mmin = 10−6M⊙) and it is as large as
a factor of 5 or 2, approximately, for annihilating and
decaying DM, respectively. The shape of the limits has
some wiggles because, depending on the DM mass, the
emission peaks at different energies, and different combi-

24 See Ref. [34] on how to compute the emission for multiple anni-
hilation/decay channels without having to recompute, for each
case, the mock sky maps from the N-body simulations.

nations of energy bins are responsible for the exclusion
limit. Solid lines are obtained considering all the pos-
sible combinations of energy bins, while for the dashed
ones only the auto-APS is employed. The figure shows
that, both for annihilating and decaying DM, the ex-
clusion limits are driven by the cross-APS and not the
auto-APS, for large DM mass, approximately mχ > 1
TeV for annihilating DM and mχ > 2 TeV for decaying
DM.
In the left panel, the red and blue shaded areas ac-

count for the effect of changing Mmin between 10−12M⊙

and 1 M⊙ and they are computed only for the MIN and
MAX scenarios. The effect is relatively small since, for
annihilating DM, the DM-induced APS is dominated by
GAL-AQ (see Fig. 24). Even including it in our budget
for the systematic uncertainty, the latter grows only to a
factor of 7. Compared to the conservative upper limits on
(σannv) derived by the intensity of the IGRB in Ref. [18],
our uncertainty is approximately a factor of 2 smaller,
which makes our predictions more robust. The long-
dashed grey line is the thermal annihilation cross section
computed in Ref. [68]. The line marks the beginning of
the region where one can find annihilation cross sections
that correspond to a relic DM abundance in agreement
with the Planck data [43]. Unfortunately, our conserva-
tive upper limits do not probe this region, as they are,
at least, a factor 2 away from it. The REF upper limit
is also a factor 50 higher than the upper limit derived
from the observation of 15 dwarf Spheroidal galaxies per-
formed by the Fermi LAT [69] and included here as a grey
dash-dotted line. The REF exclusion bound, however, is
compatible with the conservative limits that can be de-
rived from the intensity of the IGRB (short-dashed grey
line) [18], at least below 100 GeV. Above this value, the
IGRB intensity leads to a more stringent exclusion.
On the other hand, in the right panel, it can be seen

that the lower limits on τ derived here from the auto-
and cross-APS are, at least, a factor of 5 below the lower
limits obtained in Fig. 6 of Ref. [70] from the IGRB
intenstity, in their conservative scenario.

B. Fit to the data and realistic exclusion limits

In this section we describe an alternative way of com-
paring our predictions for the DM-induced auto- and
cross-APS to the Fermi LAT measurement. This time,
we assume that the signal is produced by two compo-
nents, i.e. a Poissonian one and a DM-induced one which,
as we noticed in Fig. 24, deviates from a Poissonian be-
haviour. The Poissonian component is interpreted as the
APS of unresolved astrophysical sources, even if we do
not try to predict its amplitude in terms of a specific
model. Such a 2-components model will be used to fit
the Fermi LAT APS as a function of multipole.
Under the assumption that the Fermi LAT data are

distributed with a Gaussian probability, the χ2 that will
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FIG. 25. Left: The solid lines show the upper limits on ⟨σannv⟩ derived from the auto- and cross-APS measured in Sec. III, as
a function of mχ, for Mmin = 10−6M⊙ and annihilations into bb̄. The limits follow the conservative approach described in the
text. The black line is for the REF scenario, while the red and blue ones are for MAX and MIN, respectively. The grey band
between the MIN and MAX scenario represents our estimated total astrophysical uncertainty for Mmin = 10−6M⊙, accounting
for all the sources of uncertainty mentioned in Sec. VII. The red and blue shaded bands describe the effect of changing Mmin

between 10−12M⊙ and 1 M⊙/h, for the MAX and MIN scenario. In the case of the black, red and blue dashed lines, the upper
limits are derived only considering the measured auto-APS and neglecting the cross-APS. For comparison, the long-dashed
grey line marks the annihilation cross section for thermal relics from Ref. [91] and the dash-dotted grey line the upper limit
obtained in Ref. [92] from the combined analysis of 15 dwarf Spheroidal galaxies. Finally, the short-dashed grey line shows the
conservative upper limit derived in Ref. [30] from the intensity of the IGRB. Right: The same as in the left panel but for the
lower limits on τ for decaying DM. The short-dashed grey line represents the lower limit obtained in Fig. 6 of Ref. [93] from
the IGRB intensity, while the dash-dotted grey one is obtained from the combined analysis of 15 dwarf Spheroidal galaxies in
Ref. [94].

µ+µ−)25 and for 3 values of Mmin (i.e., 10−12, 10−6 and1865

1 M⊙). The APS associated with DM for energy bins1866

i and j is averaged over the signal region in multipole1867

and we require it to be smaller than the Poissonian APS1868

measured for that pair of energy bins plus 1.64 times1869

its error: ⟨Ci,j
ℓ,DM⟩ < Ci,j

P + 1.64 σCi,j
P
. Assuming that1870

the measured CP has a Gaussian probability distribution1871

with a central value of Cp and a standard deviation1872

of σCP , values further away than 1.64 times σCP from1873

the central value correspond to a cumulative probability1874

distribution larger than 0.95. Thus, excluding them1875

provides a 95% CL exclusion bound. For each mχ, we1876

take the most stringent limit among all the combinations1877

of energy bins.1878

Fig. 25 shows the upper limits on the ⟨σannv⟩ (left1879

panel) and the lower limits on τ (right panel), as a1880

function of mχ, for annihilations/decays into bb̄ and for1881

the different benchmark scenarios considered above. The1882

black line is for REF while the blue and red ones are1883

for MIN and MAX. Thus, the grey band represents our1884

total systematic astrophysical uncertainty (for Mmin =1885

25 See Ref. [33] on how to compute the emission for multiple
annihilation/decay channels without having to recompute, for
each case, the mock sky maps from the N-body simulations.

10−6M⊙) and it is as large as approximately a factor of1886

5 or 2, for annihilating and decaying DM, respectively.1887

The limits have some wiggles because, depending on the1888

DM mass, the emission peaks at different energies, and1889

different combinations of energy bins are responsible for1890

the exclusion limit. Solid lines are obtained considering1891

all the possible combinations of energy bins, while for1892

the black, blue and red dashed ones only the auto-APS1893

is employed. The figure shows that, at large DM mass1894

and both for annihilating and decaying DM, the exclusion1895

limits are driven by the cross-APS and not the auto-APS,1896

approximately for mχ > 200 GeV for annihilating DM1897

and for mχ > 700 GeV for decaying DM.1898

In the left panel, the red and blue shaded areas account1899

for the effect of changing Mmin between 10−12M⊙ and1900

1 M⊙ and they are computed only for the MIN and1901

MAX scenarios. The effect is more important for the1902

MIN case since the emission from extragalactic DM1903

structures contributes more to the total signal in this1904

case (see Fig. 24). If we include the variability on1905

Mmin in our budget for the systematic uncertainty, the1906

systematic error grows to a factor of 40. Compared to1907

the conservative upper limits on ⟨σannv⟩ derived by the1908

intensity of the IGRB in Ref. [30], our uncertainty is1909

approximately a factor of 2 larger. The long-dashed grey1910

line is the thermal annihilation cross section computed1911

• REF, MIN and MAX encompass the uncertainties considered in the distribution 
of the DM (for a fixed Mmin) 

• shaded bands describe the uncertainty on the value of Mmin
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FIG. 25. Left: The solid lines show the upper limits on ⟨σannv⟩ derived from the auto- and cross-APS measured in Sec. III, as
a function of mχ, for Mmin = 10−6M⊙ and annihilations into bb̄. The limits follow the conservative approach described in the
text. The black line is for the REF scenario, while the red and blue ones are for MAX and MIN, respectively. The grey band
between the MIN and MAX scenario represents our estimated total astrophysical uncertainty for Mmin = 10−6M⊙, accounting
for all the sources of uncertainty mentioned in Sec. VII. The red and blue shaded bands describe the effect of changing Mmin

between 10−12M⊙ and 1 M⊙/h, for the MAX and MIN scenario. In the case of the black, red and blue dashed lines, the upper
limits are derived only considering the measured auto-APS and neglecting the cross-APS. For comparison, the long-dashed
grey line marks the annihilation cross section for thermal relics from Ref. [91] and the dash-dotted grey line the upper limit
obtained in Ref. [92] from the combined analysis of 15 dwarf Spheroidal galaxies. Finally, the short-dashed grey line shows the
conservative upper limit derived in Ref. [30] from the intensity of the IGRB. Right: The same as in the left panel but for the
lower limits on τ for decaying DM. The short-dashed grey line represents the lower limit obtained in Fig. 6 of Ref. [93] from
the IGRB intensity, while the dash-dotted grey one is obtained from the combined analysis of 15 dwarf Spheroidal galaxies in
Ref. [94].

µ+µ−)25 and for 3 values of Mmin (i.e., 10−12, 10−6 and1865
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P + 1.64 σCi,j
P
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of energy bins.1878
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function of mχ, for annihilations/decays into bb̄ and for1881
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for MIN and MAX. Thus, the grey band represents our1884
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25 See Ref. [33] on how to compute the emission for multiple
annihilation/decay channels without having to recompute, for
each case, the mock sky maps from the N-body simulations.

10−6M⊙) and it is as large as approximately a factor of1886
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all the possible combinations of energy bins, while for1892
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is employed. The figure shows that, at large DM mass1894

and both for annihilating and decaying DM, the exclusion1895

limits are driven by the cross-APS and not the auto-APS,1896

approximately for mχ > 200 GeV for annihilating DM1897

and for mχ > 700 GeV for decaying DM.1898

In the left panel, the red and blue shaded areas account1899

for the effect of changing Mmin between 10−12M⊙ and1900

1 M⊙ and they are computed only for the MIN and1901

MAX scenarios. The effect is more important for the1902

MIN case since the emission from extragalactic DM1903

structures contributes more to the total signal in this1904

case (see Fig. 24). If we include the variability on1905

Mmin in our budget for the systematic uncertainty, the1906

systematic error grows to a factor of 40. Compared to1907

the conservative upper limits on ⟨σannv⟩ derived by the1908

intensity of the IGRB in Ref. [30], our uncertainty is1909

approximately a factor of 2 larger. The long-dashed grey1910
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FIG. 25. Left: The solid lines show the upper limits on (σannv) derived from the auto- and cross-APS measured in Sec. III,
as a function of mχ and for Mmin = 10−6M⊙. The black line is for the REF scenario, while the red and blue ones are for
MAX and MIN, respectively. The grey band between the MIN and MAX scenario represents our estimated total astrophysical
uncertainty for Mmin = 10−6M⊙, accounting for all the sources of uncertainty mentioned in Sec. VI. The red and blue shaded
bands described the effect of changing Mmin between 10−12Mmin and 1 Mmin/h, for the MAX and MIN scenario, respectively.
In the case of the black, red and blue dashed lines, the upper limits are derived only considering the measured auto-APS and
neglecting the cross-APS. For comparison, the long-dashed grey line marks the annihilation cross section for thermal relics from
Ref. [68] and the dash-dotted grey line the upper limit obtained in Ref. [69] from the combined analysis of 15 dwarf Spheroidal
galaxies. Finally, the short-dashed grey line shows the conservative upper limit derived in Ref. [18] from the intensity of the
DGRB. Right: The same as in the left panel but for the lower limits on τ . The long-dashed grey line represents the lower limit
obtained in Fig. 6 of Ref. [70] from the DGRB intensity.

be minimized in the fit is the following:

χ2 = −
∑

i,j,ℓ

[Ci,j
ℓ − Ci,j

ℓ,DM − Ci,j
P ]2

σ2
Ci,j

ℓ

, (19)

where the i, j indexes in the sum extends over the all
the 91 independent combinations of energy bins and the
ℓ index runs over the 10 bins in multipoles contained in
the signal region. Ci,j

ℓ indicates the APS measured in the
i, j combination of energy bins and in the ℓmultipole bin,
while Ci,j

ℓ,DM and Ci,j
P are the DM and Poissonian com-

ponents of our model, in the same combination of energy
bins and in the same multipole bin, respectively. Finally,
σCi,j

ℓ
is the experimental error associated to Ci,j

ℓ . The

DM APS Ci,j
ℓ,DM is computed for the same 60 values ofmχ

as in the previous section, the same 3 annihilation/decay
channels, 3 benchmark scenarios and 3 values of Mmin.
The only remaining parameter to calculate Ci,j

ℓ,DM is ei-
ther (σannv) or τ : they will be fixed to a specific value
every time we compute χ2. On the other hand, the 91
independent values of Ci,j

P in Eq. 19 are left free in the
fit. Putting the DM term to zero in Eq. 19 defines our
null hypothesis. In that case, the fit to the Fermi LAT
data leds us to the CP estimators discussed in Sec. III,
whose auto-APS is plotted in Fig. 9. Including the DM
component, for a fixed mχ, annihilation/decay channel,
benchmark and Mmin, we repeat the minimization of χ2

in Eq. 19, for different values of (σannv) and τ . We show
an example in Fig. 26, for the case of a DM candidate an-
nihilating in the REF scenario, with a mass of 608 GeV,
(σannv) = 3.4 × 10−24cm3s−1 and annihilating into bb̄.
The value of the annihilation cross section correspond to
the exclusion upper limit for that value of DM mass, as
it will be computed later. The red dots show the mea-
sured auto-APS as a function of ℓ in the signal region
for one reference energy bin, i.e. the one between 10.4
and 21.8 GeV. The solid dashed line within the grey band
denotes the best-fit CP in that energy bin for the null hy-
pothesis (i.e., without DM), while the dashed black line
stands for the best-fit Poissonian component when the
fit is done with the 2-components model (i.e. including
DM). The dashed line is lower than the solid one since,
at these energies, part of the signal is explained by DM
and, therefore, there is less need of a Poissonian compo-
nent. Energy bins not localized near the peak of the DM
emission are only slightly affected by the inclusion of the
DM term in the fit. The best-fit configuration for the
two-components model is plotted by blue triangles: the
inclusion of the DM term makes it multipole-dependent
so that it decreases by a factor of ∼3 over the signal
region. This configuration is characterized by a χ2 of
922.8.
We note that, including the DM component, improves

the χ2 of the best-fit point with respect to the null hy-
pothesis, at least for mχ > 150 GeV in the case of anni-

95% CL exclusion limit when Test Statistics Δχ2=3.84 

New measurement of the angular power spectrum of anisotropies using the data of the Fermi-LAT 
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FIG. 27. Results presented here refer to the REF scenario for annihilation/decay into bb̄ and Mmin = 10−6M⊙. Left: Each
point in the (mχ, ⟨σannv⟩) parameter space is colored according to its ∆χ2, i.e. the difference between the χ2 of the best fit to
the auto- and cross-APS in terms of the 2-component model and the χ2 of the best fit of the null hypothesis (i.e. no DM). The
closed white contour marks the 68% CL region. The 90% and 95% CL regions are above the white open curves labelled “90%
CL” and “95% CL” respectively. Right: The same as the left panel but for decaying DM.
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FIG. 28. Left: The solid lines show the upper limits that can be derived on ⟨σannv⟩ as a function of mχ (for annihilations into
bb̄ quarks and Mmin = 10−6M⊙) by fitting the Fermi LAT data with a 2-component model that includes astrophysical sources
and DM (see text for details). The black, blue and red lines correspond to the REF, MIN and MAX scenario. The blue and
red shaded areas indicate how the MIN and MAX upper limits change when leaving Mmin free to vary between 10−12M⊙ and
1 M⊙. The black dashed line is the REF upper limit in the conservative case, from Fig. 25, while the long-dashed grey line
is the thermal annihilation cross section from Ref. [91]. The dot-dashed grey line is the upper limits derived in Ref. [92] from
the combined analysis of 15 dwarf Spheroidals, while the short-dashed grey line comes from the analysis of the IGRB intensity
performed in Ref. [95]. Right: The same as in the left panel but for the lower limits on τ , in the case of decaying DM. The
short-dashed grey line represents the lower limit obtained in Ref. [93] from the IGRB intensity. The line is taken from Fig. 5 of
Ref. [93], where the IGRB is interpreted in terms of a component with a power-law emission spectrum and a DM contribution.
Finally, the dot-dashed grey line is the upper limit from the analysis of 15 dwarf Spheroidal galaxies performed in Ref. [94].
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FIG. 27. Results presented here refer to the REF scenario for annihilation/decay into bb̄ and Mmin = 10−6M⊙. Left: Each
point in the (mχ, ⟨σannv⟩) parameter space is colored according to its ∆χ2, i.e. the difference between the χ2 of the best fit to
the auto- and cross-APS in terms of the 2-component model and the χ2 of the best fit of the null hypothesis (i.e. no DM). The
closed white contour marks the 68% CL region. The 90% and 95% CL regions are above the white open curves labelled “90%
CL” and “95% CL” respectively. Right: The same as the left panel but for decaying DM.
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FIG. 28. Left: The solid lines show the upper limits that can be derived on ⟨σannv⟩ as a function of mχ (for annihilations into
bb̄ quarks and Mmin = 10−6M⊙) by fitting the Fermi LAT data with a 2-component model that includes astrophysical sources
and DM (see text for details). The black, blue and red lines correspond to the REF, MIN and MAX scenario. The blue and
red shaded areas indicate how the MIN and MAX upper limits change when leaving Mmin free to vary between 10−12M⊙ and
1 M⊙. The black dashed line is the REF upper limit in the conservative case, from Fig. 25, while the long-dashed grey line
is the thermal annihilation cross section from Ref. [91]. The dot-dashed grey line is the upper limits derived in Ref. [92] from
the combined analysis of 15 dwarf Spheroidals, while the short-dashed grey line comes from the analysis of the IGRB intensity
performed in Ref. [95]. Right: The same as in the left panel but for the lower limits on τ , in the case of decaying DM. The
short-dashed grey line represents the lower limit obtained in Ref. [93] from the IGRB intensity. The line is taken from Fig. 5 of
Ref. [93], where the IGRB is interpreted in terms of a component with a power-law emission spectrum and a DM contribution.
Finally, the dot-dashed grey line is the upper limit from the analysis of 15 dwarf Spheroidal galaxies performed in Ref. [94].
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FIG. 35. Left: The solid lines show the upper limits on ⟨σannv⟩ derived from the auto- and cross-APS measured in Sec. III,
as a function of mχ, for Mmin = 10−6M⊙ and annihilations into τ+τ−. The limits follow the conservative approach described
in Sec. VIIIA. The black line is for the REF scenario, while the red and blue ones are for MAX and MIN. The grey band
between the MIN and MAX scenario represents our estimated total astrophysical uncertainty for Mmin = 10−6M⊙, accounting
for all the sources of uncertainty mentioned in Sec. VII. The red and blue shaded bands describe the effect of changing Mmin

between 10−12Mmin and 1 Mmin/h, for the MAX and MIN scenario, respectively. In the case of the black, red and blue dashed
lines, the upper limits are derived only considering the measured auto-APS and neglecting the cross-APS. For comparison, the
long-dashed grey line marks the annihilation cross section for thermal relics from Ref. [91] and the dash-dotted grey line the
upper limit obtained in Ref. [92] from the combined analysis of 15 dwarf Spheroidal galaxies. Finally, the short-dashed grey
line shows the conservative upper limit derived in Ref. [30] from the intensity of the IGRB. Right: The same as in the left
panel but for the lower limits on τ for decaying DM. The short-dashed grey line represents the lower limit obtained in Fig.
6 of Ref. [93] from the IGRB intensity, while the dash-dotted grey one is obtained from the combined analysis of 15 dwarf
Spheroidal galaxies in Ref. [94].
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FIG. 36. Same as Fig. 35 but for annihilations/decays into µ+µ−.
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FIG. 35. Left: The solid lines show the upper limits on ⟨σannv⟩ derived from the auto- and cross-APS measured in Sec. III,
as a function of mχ, for Mmin = 10−6M⊙ and annihilations into τ+τ−. The limits follow the conservative approach described
in Sec. VIIIA. The black line is for the REF scenario, while the red and blue ones are for MAX and MIN. The grey band
between the MIN and MAX scenario represents our estimated total astrophysical uncertainty for Mmin = 10−6M⊙, accounting
for all the sources of uncertainty mentioned in Sec. VII. The red and blue shaded bands describe the effect of changing Mmin

between 10−12Mmin and 1 Mmin/h, for the MAX and MIN scenario, respectively. In the case of the black, red and blue dashed
lines, the upper limits are derived only considering the measured auto-APS and neglecting the cross-APS. For comparison, the
long-dashed grey line marks the annihilation cross section for thermal relics from Ref. [91] and the dash-dotted grey line the
upper limit obtained in Ref. [92] from the combined analysis of 15 dwarf Spheroidal galaxies. Finally, the short-dashed grey
line shows the conservative upper limit derived in Ref. [30] from the intensity of the IGRB. Right: The same as in the left
panel but for the lower limits on τ for decaying DM. The short-dashed grey line represents the lower limit obtained in Fig.
6 of Ref. [93] from the IGRB intensity, while the dash-dotted grey one is obtained from the combined analysis of 15 dwarf
Spheroidal galaxies in Ref. [94].
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FIG. 36. Same as Fig. 35 but for annihilations/decays into µ+µ−.
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2-component fit to the binned APS

34/13
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• ΤS = -2 ln[χ2(no DM)] + 2 ln[χ2(mχ,σv)] 

• annihilation best fit: TS=xx, mχ=768.1 
GeV, (σannv)=4.86×10-24 cm3s-1 

• decay best fit: TS=xx, mχ=1743.2 GeV, 
τ=1.15×1026 s
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of multipole. The solid red line is the Poissonian best-fit
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of the cumulative probability distribution, marking the2020

boundaries of the 68%, 90% and 95% CL regions. For2021

the case of annihilating DM, only the 68% CL region is2022

closed, while The 90% and 95% CL regions are open and2023

the white curves labelled “90%CL” and “95% CL” in the2024

left panel of Fig. 27 mark their upper edges. Also in2025

the right panel, for decaying DM, only the 68% contour2026

is closed (plotted in right panel of Fig. 27). The two2027

white curves labelled “90% CL” and “95% CL” marks2028

the lower edge of the 90% and 95% regions, respectively.2029

This tells us that including the DM component in the2030

model provides a better fit to the auto- and cross-APS2031

measured in Sec. III, with a significance between 1 and2032

1.6σ. This is too small to consider as significant. Thus,2033

we conclude that the data do not significantly prefer the2034

addition of a DM component and we use the measured2035

auto- and cross-APS to derive constraints on the DM2036

signal.2037

The contour plots for the τ - and the µ-channel can be2038

seen in Appendix E. In both cases, the 68% CL region is2039

the only closed one.2040

For each value of mχ, Mmin, annihilation/decay2041

channel and benchmark scenario, the exclusion limits on2042

⟨σannv⟩ and τ are derived by scanning on ⟨σannv⟩ and2043

τ until we find the values that correspond to a best fit2044

with a TS∆χ2 of 3.84 with respect to the null hypothesis.2045

Such a value is derived assuming that ∆χ2 follows a χ2
2046

probability distribution with one degree of freedom (i.e.,2047

⟨σannv⟩ or τ) and noting that values larger than 3.84 fall2048

outside 5% of the cumulative distribution probability.2049

This recipe provides the 95% CL exclusion limits on2050

⟨σannv⟩ and τ that are summarised in the left and right2051

panels of Fig. 28, respectively.2052

In the left panel, as in Fig. 25, the black, blue and2053

red solid lines correspond to the REF, MIN and MAX2054

scenarios. The difference between MIN and MAX covers2055

slightly more than a factor of 5. The blue and red2056

shaded regions around the solid lines of the same color2057

indicate how the upper limits change when we leave2058

Mmin free to vary. This extends the range of the total2059

systematic uncertainty to approximately a factor of 20.2060

For comparison, the black dashed line is the REF upper2061

limit in its conservative version (from Fig. 25). Fitting2062

the data with the 2-component model generates exclusion2063

limits that are approximately a factor of 10 stronger,2064

at least at low DM masses. As the mass increases,2065

the method employed in this section starts to perform2066

progressively worse and the solid black line gets closer2067

to the dashed one. This is due to the fact that, for2068

mχ > 150 GeV, the data slightly prefer the interpretation2069

with DM as opposed to the null hypothesis. The figure2070

also includes the thermal cross section from Ref. [91] as2071

a long-dashed grey line: our upper limit for the REF2072

case is slightly above it, below 10 GeV. It is also more2073

than a factor 10 weaker than the upper limit derived2074

from the observation of 15 dwarf Spheroidal galaxies in2075

Ref. [92]. Finally, the short-dashed grey line indicates2076

the exclusion limits obtained in Ref. [95] by studying the2077

intensity of the IGRB with a 2-component model that,2078

similarly to what is done here, includes both a generic2079

model-independent astrophysical contribution and a DM2080

one. Our REF limit is slightly stronger than the short-2081

dashed grey line for mχ < 30 GeV, suggesting that the2082

study of the IGRB anisotropies could in principle be a2083

more effective way of constraining DM than the IGRB2084

intensity. However, for larger DM masses, our limit gets2085

worse due, again, to the fact that the data slightly prefer2086

an interpretation that includes DM.2087

The same color coding is used in the right panel for2088

decaying DM. With no dependence on Mmin, the band2089

of the systematic uncertainty covers a factor 2, and the2090

REF upper limit is even one order of magnitude above the2091

conservative one, at least at 60-70 GeV. For larger masses2092

our limit worsens for the same reason as in the left panel.2093

As in Fig. 25, the short-dashed grey line is the lower limit2094

obtained from the analysis of the IGRB intensity from2095

Ref. [93]. The line refers to the case in which the IGRB2096

is modeled in terms of a component with a power-law2097

energy spectrum and a DM contribution. Above 20 GeV,2098

where both lines are available, the analysis of the IGRB2099

intensity is always more powerful than the anisotropy2100

study performed here. Finally, the dot-dashed grey line2101

is the lower limit obtained from the analysis of 15 dwarf2102

Spheroidal galaxies in Ref. [94]. Our REF scenario is2103

always below this line, at least by a factor of 2.2104

In Figs. 38 and 39 in Appedix E we include the2105

exclusion limits for the τ - and µ- channels.2106
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FIG. 27. Results presented here refer to the REF scenario for annihilation/decay into bb̄ and Mmin = 10−6M⊙. Left: Each
point in the (mχ, ⟨σannv⟩) parameter space is colored according to its ∆χ2, i.e. the difference between the χ2 of the best fit to
the auto- and cross-APS in terms of the 2-component model and the χ2 of the best fit of the null hypothesis (i.e. no DM). The
closed white contour marks the 68% CL region. The 90% and 95% CL regions are above the white open curves labelled “90%
CL” and “95% CL” respectively. Right: The same as the left panel but for decaying DM.
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bb̄ quarks and Mmin = 10−6M⊙) by fitting the Fermi LAT data with a 2-component model that includes astrophysical sources
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1 M⊙. The black dashed line is the REF upper limit in the conservative case, from Fig. 25, while the long-dashed grey line
is the thermal annihilation cross section from Ref. [91]. The dot-dashed grey line is the upper limits derived in Ref. [92] from
the combined analysis of 15 dwarf Spheroidals, while the short-dashed grey line comes from the analysis of the IGRB intensity
performed in Ref. [95]. Right: The same as in the left panel but for the lower limits on τ , in the case of decaying DM. The
short-dashed grey line represents the lower limit obtained in Ref. [93] from the IGRB intensity. The line is taken from Fig. 5 of
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FIG. 28. Left: The solid lines show the upper limits that can be derived on ⟨σannv⟩ as a function of mχ (for annihilations into
bb̄ quarks and Mmin = 10−6M⊙) by fitting the Fermi LAT data with a 2-component model that includes astrophysical sources
and DM (see text for details). The black, blue and red lines correspond to the REF, MIN and MAX scenario. The blue and
red shaded areas indicate how the MIN and MAX upper limits change when leaving Mmin free to vary between 10−12M⊙ and
1 M⊙. The black dashed line is the REF upper limit in the conservative case, from Fig. 25, while the long-dashed grey line
is the thermal annihilation cross section from Ref. [91]. The dot-dashed grey line is the upper limits derived in Ref. [92] from
the combined analysis of 15 dwarf Spheroidals, while the short-dashed grey line comes from the analysis of the IGRB intensity
performed in Ref. [95]. Right: The same as in the left panel but for the lower limits on τ , in the case of decaying DM. The
short-dashed grey line represents the lower limit obtained in Ref. [93] from the IGRB intensity. The line is taken from Fig. 5 of
Ref. [93], where the IGRB is interpreted in terms of a component with a power-law emission spectrum and a DM contribution.
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FIG. 38. Left: The solid lines show the upper limits that can be derived on ⟨σannv⟩ as a function of mχ (for annihilation into
τ+τ− quarks and Mmin = 10−6M⊙) by fitting the Fermi LAT data with a 2-component model that includes astrophysical
sources and DM (see text for details). The black, blue and red lines correspond to the REF, MIN and MAX scenario. The blue
and red shaded areas indicate how the MIN and MAX upper limits change when leaving Mmin free to vary between 10−12M⊙

and 1 M⊙. The black dashed line is the REF upper limit in the conservative case, from Fig. 25, while the long-dashed grey
line is the thermal annihilation cross section from Ref. [91]. The dot-dashed line is the upper limits derived in Ref. [92] from
the combined analysis of 15 dwarf Spheroidals, while the short-dashed grey line comes from the analysis of the IGRB intensity
performed in Ref. [95]. Right: The same as in the left panel but for the lower limits on τ , in the case of decaying DM. The
short-dashed grey line represents the lower limit obtained in Ref. [93] from the IGRB intensity. The line is taken from Fig. 5 of
Ref. [93], where the IGRB is interpreted in terms of a component with a power-law emission spectrum and a DM contribution.
Finally, the dot-dashed grey line is the upper limit from the analysis of 15 dwarf Spheroidal galaxies performed in Ref. [94].
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FIG. 39. Same as in Fig. 38 but for annihilations/decays into µ+µ−.
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FIG. 38. Left: The solid lines show the upper limits that can be derived on ⟨σannv⟩ as a function of mχ (for annihilation into
τ+τ− quarks and Mmin = 10−6M⊙) by fitting the Fermi LAT data with a 2-component model that includes astrophysical
sources and DM (see text for details). The black, blue and red lines correspond to the REF, MIN and MAX scenario. The blue
and red shaded areas indicate how the MIN and MAX upper limits change when leaving Mmin free to vary between 10−12M⊙

and 1 M⊙. The black dashed line is the REF upper limit in the conservative case, from Fig. 25, while the long-dashed grey
line is the thermal annihilation cross section from Ref. [91]. The dot-dashed line is the upper limits derived in Ref. [92] from
the combined analysis of 15 dwarf Spheroidals, while the short-dashed grey line comes from the analysis of the IGRB intensity
performed in Ref. [95]. Right: The same as in the left panel but for the lower limits on τ , in the case of decaying DM. The
short-dashed grey line represents the lower limit obtained in Ref. [93] from the IGRB intensity. The line is taken from Fig. 5 of
Ref. [93], where the IGRB is interpreted in terms of a component with a power-law emission spectrum and a DM contribution.
Finally, the dot-dashed grey line is the upper limit from the analysis of 15 dwarf Spheroidal galaxies performed in Ref. [94].
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FIG. 39. Same as in Fig. 38 but for annihilations/decays into µ+µ−.
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FIG. 37. Results presented here refer to the REF scenario with Mmin = 10−6M⊙/h and annihilation/decay into τ+τ− (top
panels) or µ+µ− (bottom panels). The panels on the left are for annihilating DM and the ones on the right for decaying DM.
Each point in the bi-dimensional parameter space is colored according to its ∆χ2, i.e. the difference between the χ2 of the best
fit to the auto- and cross-APS in terms of the 2-component model and the χ2 of the best fit of the null hypothesis (i.e. no
DM). The closed white contour marks the 68% CL region. The 90% and 95% CL ones in the left (right) panels contain all the
region below (above) the white open curves labelled “90% CL” and “95% CL”.

[10] A. Cuoco, E. Komatsu, and2527

J. M. Siegal-Gaskins, Phys. Rev. D86, 063004 (2012),2528

arXiv:1202.5309 [astro-ph.CO]2529

[11] J. P.2530

Harding and K. N. Abazajian, JCAP 1211, 026 (2012),2531

arXiv:1206.4734 [astro-ph.HE]2532

[12] M. Di Mauro, F. Calore, F. Donato, M. Ajello, and2533

L. Latronico, Astrophys. J. 780, 161 (2014),2534

arXiv:1304.0908 [astro-ph.HE]2535

[13] F. Zandanel, I. Tamborra, S. Gabici, and S. Ando,2536

Astron. Astrophys. 578, A32 (2015),2537

arXiv:1410.8697 [astro-ph.HE]2538

[14] S. Ando and E. Komatsu,2539

Phys. Rev. D87, 123539 (2013),2540


