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The success of the SM

Overall extremely good  
experiment-theory agreement



 
Differential SM measurements
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Missing-ET

•Dark Matter particles produced at the LHC 
leave the detectors unobserved:  
signature missing transverse energy

•large irreducible SM backgrounds
 → good control on theory necessary!

Diboson Dark Matter
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The need for precision in tails

in QCD with MATRIX [11][12] and NLO in QCD with MCFM are summarized in Fig. 2, which also
presents ATLAS results for comparison. Di↵erential cross section measurements have also been performed
for a variety of inclusive and jet-dependent distributions, unfolded using the iterative d’Agostini method.
The four-lepton mass, which includes contributions from resonant ZZ production, Z! 4` production, and
H ! 4` production, is also presented in Fig. 2. For this di↵erential measurement the mass constraint of the
Z boson pairs is relaxed to 4 < m`+`� < 120 GeV, 40 < m`0+`0� < 120 GeV. Results are in good agreement
with the SM predictions.

Di↵erential measurements of ZZ boson production associated with jets are a direct test of higher-order
calculations. The normalized di↵erential ZZ production cross section by number of anti-kt R = 0.5 jets at 8
TeV is shown in Fig. 3. Also shown is the di↵erential cross section for the pseudorapidity separation of the
two leading anti-kt R = 0.4 jets at 13 TeV for events with at least two jets. Understanding this distribution
is critical for extracting information about vector boson scattering and vector boson quartic interactions.
Limits on anomalous quartic gauge couplings have also been calculated at 13 TeV, details of which can be
found in the reference.

5 WV Production with Semileptonic Decays

The large branching fraction of vector bosons to quark anti-quark pairs o↵sets the challenge of reconstruct-
ing the vector boson from hadronic decay products. Diboson pairs with semileptonic decays are therefore
attractive due to the balance of leptonic signature, distinguishable above the large QCD multijet background
at the LHC, and the favorable branching fraction of the hadronic decay. In particular, the higher production
cross section allows sensitivity to tails of distributions most sensitive to new physics e↵ects. Boosted object
techniques allow further discrimination of vector boson-like objects from background, and are particularly
applicable in the new physics regime.

Figure 4: (Left) Transferse momentum of vector boson-tagged jet, used for aTGC limit extraction at 8
TeV [13]. (Right) Diboson mass, used for limit extraction in 13 TeV analysis [14].

Limits on charged aTGC parameters, using the e↵ective Lagrangian formalism of [15], are calculated
using 19.6 fb�1 of 8 TeV data [13] and 2.3 fb�1 of 13 TeV data collected in 2015 [14]. The analyses selects a
high pT lepton and large missing transverse momentum associated with the leptonically decaying W boson.
An anti-kT (Cambridge-Aachen) “fat jet” is selected at 13 (8) TeV with pT > 200 GeV and tagged as a
vector boson candidate using subtructure techniques including prunning [16] and N-subjettiness [17]. Events
with additional b-tagged jets are rejected to reduce tt background contributions. The analysis uses event
categorisations based on the jet mass to tag events as WZ-like or WW-like, but cannot fully distinguish the
two states.

Limits are extracted via a fit to the WV invariant mass (transverse momentum of the vector boson-tagged
jet) distribution at 13 (8) TeV. These distributions are shown in Fig. 4. The 95% CL limits from the 8 TeV
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•In case new physics is heavy: expect small 
deviations in tails of distributions

 → good control on theory necessary!



SM physics at Run-III/HL/HE-LHC
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Precision EW Precision top

Rare processes

VV MW (multi)differential top-pair MT

VBS 4-top

V+jets

….

Higgs

precision couplings high-pT HH

[see Talk by Andrea Banfi]
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Precision at the LHC
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Precision at the LHC
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PDFs 
‣ DGLAP fitting

Hard (perturbative) scattering process  
‣ N(N)LO QCD + EW 

p1 = x1P1

p2 = x2P2

h2

h1

X

F (Q)
i

j

d� =
X

ij

Z
dx1dx2f

(P1)
1 (x1)f

(P2)
2 (x2)d�̂ij(x1x2s)

Key: QCD factorization:
Short distance non-
perturbative effects (PDFs) 
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QCD Bremsstrahlung  
‣ parton shower 
‣ matched to NLO matrix elements 

QED Bremsstrahlung  
‣ parton shower 
‣ matched to NLO matrix elements

Hard (perturbative) scattering process  
‣ N(N)LO QCD + EW 

PDFs 
‣ DGLAP fitting

p1 = x1P1

p2 = x2P2

h2

h1

X

F (Q)
i

j

d� =
X

ij

Z
dx1dx2f

(P1)
1 (x1)f

(P2)
2 (x2)d�̂ij(x1x2s)

Key: QCD factorization:
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Short distance non-
perturbative effects (PDFs) 

Precision at the LHC



QCD Bremsstrahlung  
‣ parton shower 
‣ matched to NLO matrix elements 

QED Bremsstrahlung  
‣ parton shower 
‣ matched to NLO matrix elements

Hadronization/fragmentation/decay 
‣ pheno models 

Multi Particle Interactions (MPI) 
‣ pheno model 

Hard (perturbative) scattering process  
‣ N(N)LO QCD + EW 

PDFs 
‣ DGLAP fitting

p1 = x1P1

p2 = x2P2
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h1

X

F (Q)
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j
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Z
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Key: QCD factorization:
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Short distance non-
perturbative effects (PDFs) 

Precision at the LHC
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Theoretical Predictions for the LHC

Hard (perturbative) scattering process:

 11

d� = d�LO + ↵S d�NLO + ↵EW d�NLOEW

+↵2

S d�NNLO + ↵2

EW
d�NNLOEW + ↵S↵EW d�NNLOQCDxEW
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Theoretical Predictions for the LHC

Hard (perturbative) scattering process:
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d� = d�LO + ↵S d�NLO + ↵EW d�NLOEW

+↵2

S d�NNLO + ↵2

EW
d�NNLOEW + ↵S↵EW d�NNLOQCDxEW

d�̂NLO =
1

2s

Z
d�n

⇥
|MLO|2 + 2Re{MLOM⇤

NLO,V}
⇤
+

1

2s

Z
d�n+1|MNLO,R|2

NLO = B + V +R

Perturbation theory

We need the amplitude squared:

At leading order (LO) only Born amplitudes contribute:
⎛

⎝
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At next-to-leading order (NLO): One-loop amplitudes and Born amplitudes with an
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virtual one-loop matrix element

real tree-level matrix element
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•UV renormalisation ⇒ reduction of μR dependence

•soft/collinear cancellations+PDF renormalisation ⇒ reduction of μF dependence 

d�NLO
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Theoretical Predictions for the LHC

Hard (perturbative) scattering process:
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d� = d�LO + ↵S d�NLO + ↵EW d�NLOEW

+↵2
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EW
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  Numerically                             NLO EW ~ NNLO QCD  

1. Possible large (negative) enhancement due to soft/collinear logs from virtual EW gauge bosons: 
                           
 
 
 
 
 
 

[Ciafaloni, Comelli,’98; 
Lipatov, Fadin, Martin, Melles, '99; 
Kuehen, Penin, Smirnov, ’99;  
Denner, Pozzorini, '00]
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Figure 5: Transverse-momentum distribution for W -boson production at the LHC.
(a) LO distribution for pp→W+j and pp→W−j. (b) Relative NLO (dotted), NLL
(thin solid), NNLL (squares) and NNLO (thick solid) electroweak correction wrt. the
LO distribution for pp→W+j. (c) Relative NLO (dotted), NLL (thin solid), NNLL
(squares) and NNLO (thick solid) electroweak correction wrt. the LO distribution
for pp→W−j.
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Figure 5: Transverse-momentum distribution for W -boson production at the LHC.
(a) LO distribution for pp→W+j and pp→W−j. (b) Relative NLO (dotted), NLL
(thin solid), NNLL (squares) and NNLO (thick solid) electroweak correction wrt. the
LO distribution for pp→W+j. (c) Relative NLO (dotted), NLL (thin solid), NNLL
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pp → W++j

[Kühn et. al.; 2007]

co
rr

.

O(↵) ⇠ O(↵2
s) )

EW Sudakov logarithms at Q ⇠ TeV � MW

Soft/collinear logarithms from virtual EW bosons [Bauer, Becher, Ciafaloni,

Comelli, Denner, Fadin, Kühn, Lipatov, Manohar Martin, Melles, Penin, S.P., Smirnov, . . . ]

Z, W
± bosons ⇠ light particles at ŝ � M

2

W,Z

) large logarithms of IR type

�,Z, W±

Universality and factorisation [Denner,S.P. ’01]
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W ) ⇠ 25% � ↵S in any TeV scale observable

size depends on external EW charges: not very large for gg ! tt̄

) EW corrections important for SM tests and BSM searches at TeV scale
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a(k)I ā(l) ln2 ŝkl
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➜ overall large effect in the tails of distributions: pT, minv, HT,… (relevant for BSM searches!) 

Relevance of EW higher-order corrections I

Universality and factorisation: [Denner, Pozzorini; ’01] 
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m2

f

Q2

!

➜ important for various precision observables, e.g. for determination of MW in DY

Relevance of EW higher-order corrections II
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Figure 1: Lepton-transverse-momentum distribution in LO and corresponding relative
corrections δ at the LHC in the SM.
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Figure 2: W-transverse-mass distribution in LO and corresponding relative corrections
δ at the LHC in the SM.
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[Brensing, Dittmaier, Krämer, Mück; ’08]
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Fig. IV.1: Comparison of the O(–) (left) and O(–s–) (right) corrections to the invariant-mass
distribution of the lepton pair m¸¸ between Ref. [155] and Sherpa. The absolute distributions
and the relative corrections at the respective order are shown in the top and bottom panels,
respectively. Collinear lepton–photon configurations are treated both inclusively with a recom-
bination procedure resulting in the “e dressed” setup (blue) or exclusively in the case of muons
labelled as “µ bare” (red).

Fig. IV.2: Comparison of the O(–) (left) and O(–s–) (right) corrections to the transverse-
momentum distribution of the positively charged lepton p¸+

T between Ref. [155] and Sherpa.
The absolute distributions and the relative corrections at the respective order are shown in
the top and bottom panels, respectively. Collinear lepton–photon configurations are treated
both inclusively with a recombination procedure resulting in the “e dressed” setup (blue) or
exclusively in the case of muons labelled as “µ bare” (red).

59

[LH ’15]

Mll

MT

2.   Possible large enhancement due to soft/collinear logs from photon radiation ~                              

in sufficiently exclusive observables.

�15
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Diboson production

Electroweak di-boson production

V

V′

V

V′

Stefan Dittmaier, Standard Model Theory EPS Conference on HEP, Venice, July 5–12, 2017 – 21
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Diboson production

Complementarity in WW / WZ / ZZ production 

WW

WZ

ZZ

Electroweak di-boson production

V

V′

V

V′

Stefan Dittmaier, Standard Model Theory EPS Conference on HEP, Venice, July 5–12, 2017 – 21

Complementarity in WW / WZ / ZZ production
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ZZ production:
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Sensitivity to different PDF combinations:

• qq̄ in WW/ZZ
• ud̄/dū in W+Z/W−Z
• γγ in WW

Stefan Dittmaier, Standard Model Theory EPS Conference on HEP, Venice, July 5–12, 2017 – 22

Complementarity in WW / WZ / ZZ production

WW production:

γ/Z
W

W

W

W

g

g

W

W

γ

γ

W

W

W

WZ production:

W
Z

W

Z

W

ZZ production:
Z

Z

g

g

Z

Z

Sensitivity to different PDF combinations:

• qq̄ in WW/ZZ
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•qq ̅in WW/ZZ
•ud/̅du ̅in WZ
•γγ in WW
•gg in WW/ZZ

Sensitivity to different PDF combinations: 
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Diboson production

Complementarity in WW / WZ / ZZ production 

WW

WZ

ZZ

Electroweak di-boson production

V

V′

V

V′

Stefan Dittmaier, Standard Model Theory EPS Conference on HEP, Venice, July 5–12, 2017 – 21•overlay of γWW/ZWW in WW 
•onlyZWW inWZ
•γZZ/ZZZ  in ZZ 

Sensitivity to different aTGCs: 

Complementarity in WW / WZ / ZZ production
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[see Talk by Francesco Riva]
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Diboson production

Complementarity in WW / WZ / ZZ production 
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Electroweak di-boson production
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WW & ZZ are background in H→VV:

Complementarity in WW / WZ / ZZ production
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• overlay of γWW/ZWW in WW
• only ZWW in WZ
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Complementarity in WW / WZ / ZZ production

WW production:

γ/Z
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WZ production:
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ZZ production:
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g
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Background to Higgs production
in channel H → WW∗/ZZ∗ → 4f

↪→ off-shell calculation
particularly important for WW/ZZ !

W/Z

H

W/Z

Stefan Dittmaier, Standard Model Theory EPS Conference on HEP, Venice, July 5–12, 2017 – 22

(off-shell calculations mandatory)
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Diboson production

Theoretical status: NNLO QCD + NLO EW

Electroweak di-boson production

V

V′

V

V′

Stefan Dittmaier, Standard Model Theory EPS Conference on HEP, Venice, July 5–12, 2017 – 21

•WW [Gehrmann et. al ’14, Grazzini et. al. ’16]
•WZ [Grazzini et. al. ’16+’17]
•ZZ [Cascioli et.al. ’14, Grazzini et. al. ’15, Kallweit ’18]
•Zγ/Wγ [Grazzini et. al. ’15] 

•gg→WW/ZZ [Caola et. al. ’15+’16]
•NNLO+PS for WW [Re et. al. ’18]

•stable VV [Bierweiler, Kasprzik, Kühn ’13, Baglio, Ninh, Weber ’13]
•DPA [Biloni et. al. ’13]
•off-shell ZZ (4l) [Biedermann et. al. ’16]
•off-shell WW (2l2v) [Biedermann et. al. ’16, Kallweit et.al ’17]
•off-shell WZ (3lv) [Biedermann et. al. ’17]
•off-shell Zγ/Wγ [Denner et. al. ‘14+’15]

Tool: MATRIX [Grazzini et. al ’17] Tools: - Sherpa+OpenLoops/Recola/GoSam 
           - MadGraph_aMC@NLO



Diboson production at NNLO QCD

�21

M. Wiesemann   (CERN) WZ production at NNLO March 30, 2017 16

Inclusive WZ results: NNLO vs data

14 7 Results
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Figure 4: The WZ total cross section as a function of the proton-proton centre-of-mass energy.
Results from the CMS and ATLAS experiments are compared to the predictions of MCFM and
MATRIX. The data uncertainties are statistical (inner bars) and statistical plus systematic added
in quadrature (outer bars). The band around the theoretical predictions reflects uncertainties
generated by varying the factorization and renormalization scales up and down by a factor
of two and also the (PDF+aS) uncertainty of NNPDF3.0 for NLO predictions. The theoretical
predictions and the CMS 13 TeV cross section are calculated for the Z boson mass window 60–
120 GeV. The CMS 7 and 8 TeV cross sections presented in this paper are calculated for the Z
boson mass window 71–111 GeV (estimated correction factor 2%), while all ATLAS measure-
ments are performed with the Z boson mass window 66–116 GeV (1%).

7.3 Anomalous triple gauge couplings limits

Triple gauge boson couplings are a consequence of the non-Abelian nature of the SM elec-
troweak sector. Several extensions of the SM predict additional processes with multiple bosons
in the final state so any observed deviation of diboson production cross sections from their SM
predictions could be an early sign of new physics. The most general Lorentz invariant effective
Lagrangian that describes WWV couplings, where V = g or Z, has 14 independent parame-
ters [47, 48], seven for V = g and seven for V = Z. Assuming charge conjugation (C) and
parity (P) conservation, only six independent parameters remain. The effective Lagrangian,
normalized by the electroweak coupling, is given by:

LTGC

gWWV
= igV

1 (W
�
µnW+µVn � W�

µ VnW+µn) + ikVW�
µ W+

n Vµn +
ilV

M2
W

W�
dµW+µ

n Vnd, (4)

where W±
µn = ∂µW±

n � ∂nW±
µ , Vµn = ∂µVn � ∂nVµ, and couplings gWWg = �e and gWWZ =

�e cot qW, with qW being the weak mixing angle. Assuming electromagnetic gauge invariance,
i.e. gg

1 = 1, the remaining parameters that describe the WWV coupling are gZ
1 , kZ, kg, lZ and

lg. In the SM lZ = lg = 0 and gZ
1 = kZ = kg = 1. The couplings are further reduced to three

independent parameters if one requires the Lagrangian to be SU (2)L ⇥ U (1)Y invariant (“LEP

[ATLAS '16]

[CMS '16]

[Grazzini, Kallweit, Rathlev, MW '16]

NNLO predictions for pp ! W
+
W

�
[Gehrmann et al. ’14]

Unexpectedly large QCD corrections

+58% NLO and +12% NNLO at 14TeV

well beyond expected size from scale

uncertainties and gg ! W
+
W

�
(+4%)

Residual scale uncertainty

3% NNLO scale variation

consistent with 2% higher-order

correction to gg ! W
+
W

� [Melnikov et

al., 1511.08617]
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Comparison with ATLAS and CMS data

NNLO reduces significance of excess in 8TeV ATLAS measurement and

agrees well with published 8TeV result by CMS

S. Pozzorini (Zurich University) Precision simulations DESY15 17 / 35

WW WZ

•Quite large QCD corrections well beyond expected size 
from scale uncertainties and gg → W +W − (+4%): 
+58% NLO & +12% NNLO at 14 TeV

•Residual scale uncertainty: 3% at NNLO

➡ NNLO mandatory to describe the data!



Diboson production at NNLO QCD (+ PS)
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Figure 6: Distribution in the transverse momentum of the harder reconstructed W boson. No
acceptance cuts are applied. Absolute predictions and relative corrections as in Figure 4.

(a) (b)

Figure 7: Distribution in the transverse momentum of the softer reconstructed W boson. No
acceptance cuts are applied. Absolute predictions and relative corrections as in Figure 4.

15

2l2v-DF [Grazzini et. al. ’16]

•NNLO corrections quite strongly observable dependent
•scale uncertainties reduced to few percent level

•NNLO+PS via reweighting of WW+1jet @ NLO-MiNLO
•NNLO+PS cures perturbative instabilities at phase-space 
boundaries
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Figure 10. Same as Fig. 7, but for various distributions in the fiducial phase space measured in the
8 TeV analysis by ATLAS [6]: (a) transverse momentum of the leading lepton pT,`1 (b) transverse
momentum pT,``, (c) invariant mass m`�`+ and (d) rapidity of the dilepton pair, (d) azimuthal
lepton separation ��``, and (e) |cos(✓?)| defined in Eq. (3.5).

dip appears in the ratio to the showered NNLOPS prediction. The reason for this dip is

the following: emissions from the parton shower can modify pT,`` because of recoil e↵ects.

Accordingly events can migrate to a di↵erent bin. The largest impact of this migration

will be right after the point of inflection, which for pT,`` is at around 100 GeV.

Also for the ��`` distribution in Fig. 10 (e) the parton shower induces some prominent

shape di↵erences in the NNLOPS result. The NNLO and NNLOPS result at LHE level are

very similar shape-wise: their curves relative to the NNLOPS one increase slightly with

��`` up to ��`` ⇠ 2.5, after which they drop o↵ significantly towards configurations where

the two leptons are back-to-back. This behaviour is caused by the fiducial lepton cuts and

is absent in the fully inclusive case. In particular the cut on pmiss

T
> 20 GeV suppresses

the region where the two leptons are back to back in the azimuthal plane. Accordingly, the

cross section drops sharply just before ��`` = ⇡. Because the cross section drops very fast,

a small change in ��`` due to the parton shower will have a large e↵ect in the ratio plot.

– 27 –

2l2v-DF [Re et. al. ’18]



(off-shell) Diboson production at NLO QCD+EW
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pT of hardest lepton  

‣ +40 % QCD corrections in the tail (Note: slight jet veto applied) 

‣  LARGE negative EW corrections due to  
   Sudakov behaviour: -40% @ 1 TeV  

‣ Combination of QCD and EW corrections: 
 
 
 
 
 
 
 |QCD+EW - QCDxEW | ~ δQCDxδEW ~ NNLO QCDxEW 
 ~ 10-20% in the tail!

Note: exact NNLO QCDxEW extremely hard!

2l2v-SF [Kallweit, JML, Pozzorini, Schönherr ; ’17] 
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Here j1 denotes the first jet, while the total transverse energy H

tot
T is defined in terms of the jet

and W -boson transverse momenta12 as

H
tot
T = pT,W +

X

k

pT,jk , (6.3)

where all jets that satisfy (6.1) are included.
Our default NLO results are obtained by combining QCD and EW predictions,

�
NLO
QCD = �

LO
+ ��

NLO
QCD, �

NLO
EW = �

LO
+ ��

NLO
EW , (6.4)

with a standard additive prescription

�
NLO
QCD+EW = �

LO
+ ��

NLO
QCD + ��

NLO
EW , (6.5)

where ��
NLO
QCD and ��

NLO
EW correspond to pp ! W + n-jet contributions of O(↵

n+1
S ↵) and O(↵

n
S↵

2
),

respectively. As LO contributions, in Sections 6.1–6.3 only the leading-QCD terms of O(↵
n
S↵) will

be included, while LO EW–QCD mixed and photon-induced terms of O(↵
n�1
S ↵

2
) will be discussed

in Section 6.4. In order to identify potentially large effects due to the interplay of EW and QCD
corrections beyond NLO, we will also consider the following factorised combination of EW and
QCD corrections,

�
NLO
QCD⇥EW = �

NLO
QCD

✓
1 +

��
NLO
EW

�LO

◆
= �

NLO
EW

 
1 +

��
NLO
QCD

�LO

!
. (6.6)

If this approach can be justified by a clear separation of scales—such as in situations where QCD
corrections are dominated by soft interactions well below the EW scale—the factorised formula
(6.6) can be regarded as an improved prediction. Otherwise, the difference between (6.5) and (6.6)
should be considered as an estimate of unknown higher-order corrections.

In the following sections, we will present QCD+EW and QCD⇥EW NLO corrections relative
to �

NLO
QCD, which corresponds to the ratios

�
NLO
QCD+EW

�
NLO
QCD

=

 
1 +

��
NLO
EW

�
NLO
QCD

!
, (6.7)

�
NLO
QCD⇥EW

�
NLO
QCD

=

✓
1 +

��
NLO
EW

�LO

◆
. (6.8)

Note that the QCD⇥EW ratio (6.8) corresponds to the usual NLO EW correction relative to LO,
which is free from NLO QCD effects, while the QCD+EW ratio (6.7) depends on �

NLO
QCD. In particu-

lar, for observables that receive large NLO QCD corrections, the relative QCD+EW correction can
be drastically suppressed as compared to the QCD⇥EW one. This feature is typically encountered
in observables that receive huge QCD corrections of real-emission type. In such situations, NLO
QCD+EW predictions for pp ! W +n jets are dominated by tree-level contributions with one extra
jet, and the inclusion of NLO QCD+EW corrections for pp ! W +(n+1) jets becomes mandatory.

6.1 W+
+ 1 jet

Among the various W+(multi)jet production processes, the inclusive production of a W boson
in association with (at least) one jet is the one that features the strongest sensitivity to NLO
QCD radiation. This is clearly illustrated by the results shown in Figures 13–14 and Table 2. In
particular, large NLO QCD effects arise in the tails of the inclusive distributions in the W -boson and

12Note that at variance with the definition (5.3) of ĤT, here we use transverse momenta and not transverse energies.
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Here j1 denotes the first jet, while the total transverse energy H
tot
T is defined in terms of the jet
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which is free from NLO QCD effects, while the QCD+EW ratio (6.7) depends on �
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QCD. In particu-

lar, for observables that receive large NLO QCD corrections, the relative QCD+EW correction can
be drastically suppressed as compared to the QCD⇥EW one. This feature is typically encountered
in observables that receive huge QCD corrections of real-emission type. In such situations, NLO
QCD+EW predictions for pp ! W +n jets are dominated by tree-level contributions with one extra
jet, and the inclusion of NLO QCD+EW corrections for pp ! W +(n+1) jets becomes mandatory.

6.1 W+
+ 1 jet

Among the various W+(multi)jet production processes, the inclusive production of a W boson
in association with (at least) one jet is the one that features the strongest sensitivity to NLO
QCD radiation. This is clearly illustrated by the results shown in Figures 13–14 and Table 2. In
particular, large NLO QCD effects arise in the tails of the inclusive distributions in the W -boson and

12Note that at variance with the definition (5.3) of ĤT, here we use transverse momenta and not transverse energies.
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Additive combination 

Multiplicative combination 

(no               contributions) O(↵↵s)



(off-shell) Diboson production at NLO QCD+EW
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MET
‣ at large MET>MW:   
 W’s are forced off-shell  

‣ jump in QCD corrections   
(extra jet unlocks back-to-back configuration) 

‣ very large EW corrections: up to 50% (WW/ZZ dependent!) 

‣ WW-ZZ interference very suppressed (as expected from LO)  

‣ Combination of QCD and EW corrections: 
 |QCD+EW - QCDxEW | ~ δQCDxδEW ~ NNLO QCDxEW 
 ~ 10-20% in the ETmiss tail

2l2v-SF [Kallweit, JML, Pozzorini, Schönherr ; ’17] 
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(off-shell) Diboson production at NLO QCD+EW
[Kallweit, JML, Pozzorini, Schönherr ; ’17] off-shell vector-boson pair production at NLO QCD+EW
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Naive NLO EW+PS matching in Sherpa+OpenLoops

Virtual EW corrections + QED parton shower

CSS dipole shower (not resonaonce aware) ) significant mismodelling

YFS resummation (resonaonce aware) ) better approximation

) applicable at particle level
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S. Pozzorini (Zurich University) QCD+EW for multibosons LHCP 2017 20 / 23

Naive NLO EW+PS matching in Sherpa+OpenLoops (applicable at particle level) 
•CSS dipole shower (not resonaonce aware) ⇒ significant mismodelling 

•YFS resummation (resonaonce aware) ⇒ valid approximation 

[Kallweit, JML, Pozzorini, Schönherr; ’17]
2l2v-DF 2l2v-DF

•Fully consistent PS matching at NLO EW under development
•Naive NLO EW+PS matching available in Sherpa+OpenLoops (applicable at particle level) 

➡CSS dipole shower (not resonaonce aware) ⇒ significant mismodelling 
➡YFS resummation (resonaonce aware) ⇒ valid approximation 



Combining QCD and EW corrections,

MC reweighting, error assessment, ... → talk by A.Vicini

Example:

W/Z/γ + jet background predictions for Dark Matter searches
→ talk by A.Huss

W/Z/γ
W/Z/γ

Stefan Dittmaier, Standard Model Theory EPS Conference on HEP, Venice, July 5–12, 2017 – 29

V+jets



V+jets

L = 3000 fb−1

Z(νν̄)+ jet
Z(ℓ+ℓ−)+ jet
W(ℓν)+ jet
γ+ jet
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NLO QCD for V+jet @ 13 TeV
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‣statistical uncertainty at the 1% level 
for pT,V ≳ 1-1.5 TeV

‣statistical uncertainty at the 10% level 
for pT,V ≳ 2 TeV 

➡need to consider state of the art 
  higher-order corrections:  
  NNLO QCD + NNLO EW

V+jets is crucial background
‣ Important/dominant background for various BSM 

searches  
(lepton(s) + jets + missing ET)

‣ Dominant background in many DM searches: MET+X

‣ Dominant background for top physics (W+jets)

‣ Important background for Higgs physics, e.g. VH

Combining QCD and EW corrections,

MC reweighting, error assessment, ... → talk by A.Vicini

Example:

W/Z/γ + jet background predictions for Dark Matter searches
→ talk by A.Huss

W/Z/γ
W/Z/γ

Stefan Dittmaier, Standard Model Theory EPS Conference on HEP, Venice, July 5–12, 2017 – 29

HL:



Determine V+jets backgrounds: the DM case

 global fit of Z(→ll)̅+jets, W(→lν)̅+jets and ɣ+jets 
measurements 

•to determine Z(→νν̅)+jet 

•and the visible channels at high-pT

• hardly any systematics (just QED dressing)
• very precise at low pT
• but: limited statistics at large pT

• fairly large data samples at large pT
• systematics from transfer factors: ratios of V+jets processes

pTV

Z(→ll)̅+jets

ɣ+jets

Z(→νν̅)+jet

W(→lν)̅+jets
dσ

/d
pT

V

1 TeV

�28



However, in order to fulfill (5), the Sudakov region (p(V )
T ⌧ MV ) should be105

excluded from the reweighting procedure. Moreover, in order to simultaneously106

fulfill conditions (5) and (6), any aspect of the reconstructed vector-boson pT107

that is better described at MC level should be excluded from the definition of108

x and included in ~y. This applies, as discussed in Sect. 6, to multiple photon109

emissions off leptons, and to possible isolation prescriptions for the soft QCD110

radiation that surrounds leptons or photons. In general, purely non-perturbative111

aspects of MC simulations, i.e. MPI, UE, hadronisation and hadron decays,112

should be systematically excluded form the definition of the reweighting variable113

x. Thus, impact and uncertainties related to this non-perturbative modelling114

will remain as in the unweighted MC samples.115

It should be stressed that the above considerations are meant for dark-matter116

searches based on the inclusive MET distribution, while more exclusive searches117

that exploit additional informations on hard jets may involve additional sub-118

tleties. In particular, for analyses that are sensitive to multi-jet emissions, using119

the inclusive vector-boson pT as reweighting variable would still fulfill (5), but120

the lack of QCD and EW corrections to V +2jet production in MC simulations121

could lead to a violation of (6). In analyses that are sensitive to the tails of122

inclusive jet-pT and HT distributions this issue is very serious, and QCD+EW123

corrections should be directly implemented at MC level using multi-jet merg-124

ing [4]. At the same time such an approach allows for a natural investigation of125

shape uncertainties.126

In general, as a sanity check of the reweighting procedure, we recommend to127

verify that, for reasonable choices of input parameters and QCD scales, (N)NLO128

QCD calculations and (N)LO merged MC predictions for vector-boson pT dis-129

tributions are in reasonably good agreement within the respective uncertainties.130

In this way one could exclude sources of MC mismodelling that could affect also131

the ratio ( d
dx

d
d~y�

(V )
MC)/(

d
dx�

(V )
MC) in (1). In addition, it is crucial to check that132

state-of-the art predictions for absolute d�/dpT distributions agree with data133

for the various visible final states.134

3 Combination of QCD and EW corrections135

A strict fixed-order implementation of QCD and EW corrections corresponds to136

d

dx
�
(V )
TH =

d

dx
�
(V )
QCD +

d

dx
�
(V )
EW +

d

dx
�
(V )
��ind., (7)137

where the QCD contribution should contain at least the LO QCD part of O(↵↵S)138

and the NLO QCD part of O(↵↵2
S), and where available also the NNLO QCD139

part of O(↵↵3
S),2140

d

dx
�
(V )
QCD =

d

dx
�
(V )
LOQCD +

d

dx
�
(V )
NLOQCD +

d

dx
�
(V )
NNLOQCD. (8)141

[3] NNLO QCD discussion still missing. See a few first comments and
considerations in see Section 8.3.

142

2In this power counting we do not include the extra factor ↵ associated with vector-boson
decays.
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this is a ‘good’ scale for V+jets  
• at large pTV: HT’/2 ≈ pTV  
• modest higher-order corrections 
• sufficient convergence

scale uncertainties due to 7-pt variations: 
 
    O(20%) uncertainties at LO   
    O(10%) uncertainties at NLO  
    O(5%) uncertainties at NNLO
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How to correlate these 
uncertainties across processes?

NNLO: [Gehrmann-De Ridder, Gehrmann, Glover, Huss, Morgan]

NNLO: [Boughezal, Petriello]

NNLO: [Campbell, Williams]
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Pure EW uncertainties

�30

EW corrections become sizeable  
at large pT,V: -30% @ 1 TeV

Origin: virtual EW Sudakov logarithms

How to estimate corresponding pure EW uncertainties  
of relative           ?  

[7] TODO (): We should test the degree of correlation of QCD cor-
rections/uncertainties (and resulting cancellation in ratios) by means of
NLO studies. Afterwards, if possible, also through NNLO K-factors.

223

4.2 Pure EW uncertainties of relative O(↵2)224

First of all, note that for each process the corresponding QCD predictions and225

EW corrections should be computed in the same EW input scheme, otherwise226

NLO EW accuracy could be spoiled (here one should be especially careful if227

(N)NLO QCD and NLO EW corrections are computed with different tools).228

As a conservative estimate of missing higher-order EW effects we propose to229

take 10% of the NLO EW correction plus 50% of the 2-loop NLL Sudakov logs,230

i.e.231

d

dx
�
(V )
EW(~"EW, ~"QCD) = (1� 0.1 "EW,1)

d

dx
�
(V )
NLOEW(~"QCD)232

+ (1 + 0.5 "EW,2)
d

dx
�
(V )
NNLOEW(~"QCD), (15)233

with nuisance parameters "EW,i 2 [�1, 1]. The first term (0.1 "EW,1) is supposed234

to describe uncertainties of order ↵ times the NLO EW correction, which are235

not included in the NLL Sudakov approximation. The second term (0.5 "EW,2)236

mimics further uncertainties of the NLL two-loop approximation as well as the237

lack of Sudakov resummation. For instance, in the extreme scenario of an NLO238

EW correction �NLO = �50%, the expected NNLO EW Sudakov correction239

(based on exponentiation) amounts (assuming "EW,1 = "EW,2) to �NNLO =240

��
2
NLO

/2 = 12.5%, and our uncertainty estimate to �0.1�NLO + 0.5�NNLO =241

5% + 6.25% ' 11%, while the unknown N3NLO EW terms are expected to be242

as small as �NNNLO = �
3
NLO

/6 = �NLO�NNLO/3 ' 2%.243

[8] The above prescription is still under discussion: see Sect.8.1

244

Given the universal nature of Sudakov EW corrections and the fact that245

pp ! V j involves only very few independent EW coupling structures, it is nat-246

ural to assume that the known NLO+NNLO EW corrections and the unknown247

higher-order effects depend on the process (V = W
±
, Z, �) in a very similar248

way. Thus we recommend to vary the nuisance parameters ~"EW in eq. (15) in a249

correlated way across processes.250
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Precise predictions for V+jet DM backgrounds

• Combination of state-of-the-art predictions: (N)NLO QCD+(N)NLO EW in order 
to match (future) experimental sensitivities (1-10% accuracy in the few hundred 
GeV-TeV range)  

[1] TODO (later): extend introduction:

• review of NLO EW literature: [1–4]

• review of NNLO QCD literature: [5–8]

• Add

39

2 Reweighting of Monte Carlo samples40

The reweighting of MC samples is a natural way of combining (N)LO MC sim-41

ulations with (N)NLO QCD+EW perturbative calculations and to account for42

the respective uncertainties in a systematic way. The following formula de-43

scribes the one-dimensional reweighting of MC samples for V+ jet production44

(V = �, Z,W
±) in a generic variable x,45

d

dx

d

d~y
�
(V )(~"MC, ~"TH) :=

d

dx

d

d~y
�
(V )
MC(~"MC)

"
d
dx�

(V )
TH (~"TH)

d
dx�

(V )
MC(~"MC)

#
. (1)46

In the case at hand, i.e. V+ jet production, the one-dimensional parameter x47

should be understood as the vector-boson transverse momentum, x = p
(V )
T ,48

while ~y generically denotes the fully differential kinematic dependence of the49

accompanying QCD activity, and includes also extra photon radiation, as well50

as leptons and neutrinos from hadron decays. It is implicitly understood that51
d
dx

d
d~y� depends on x and ~y, while in d

dx� the variables ~y are integrated out.52

The labels MC and TH in (1) refer to Monte Carlo and higher-order theo-53

retical predictions, respectively, and the related uncertainties are parametrised54

through nuisance parameters ~"TH, ~"MC. Our recommendations for theory un-55

certainties in Sect. 4 are formulated in terms of intervals for the related nuisance56

parameters,57

"min,k < "k < "max,k, (2)58

which should be understood as 1� Gaussian uncertainties.59

[2] DISC (JL+SP): 1� or 2� Gaussian uncertainties?
========== DISCUSSED AT CERN =============
We adopt 1� but we should define the relation between nuisance
parameter and scale variation more precisely.

60

Monte Carlo uncertainties, described by ~"MC, must be correlated in the numer-61

ator and denominator on the r.h.s of (1), while they can be kept uncorrelated62

across different processes (apart from Z(⌫⌫̄) + jet and Z(`+`�) + jet).63

We note that, as opposed to an approach based only on ratios of pT distribu-64

tions, where theory is used for extrapolations across different processes at fixed65

pT, MC reweighting is more powerful as it supports all possible extrapolations66

2

one-dimensional reweighting of MC samples in 

[1] TODO (later): extend introduction:

• review of NLO EW literature: [1–4]

• review of NNLO QCD literature: [5–8]

• Add

39

2 Reweighting of Monte Carlo samples40

The reweighting of MC samples is a natural way of combining (N)LO MC sim-41

ulations with (N)NLO QCD+EW perturbative calculations and to account for42

the respective uncertainties in a systematic way. The following formula de-43

scribes the one-dimensional reweighting of MC samples for V+ jet production44

(V = �, Z,W
±) in a generic variable x,45

d

dx

d

d~y
�
(V )(~"MC, ~"TH) :=

d

dx

d

d~y
�
(V )
MC(~"MC)

"
d
dx�

(V )
TH (~"TH)

d
dx�

(V )
MC(~"MC)

#
. (1)46

In the case at hand, i.e. V+ jet production, the one-dimensional parameter x47

should be understood as the vector-boson transverse momentum, x = p
(V )
T ,48

while ~y generically denotes the fully differential kinematic dependence of the49

accompanying QCD activity, and includes also extra photon radiation, as well50

as leptons and neutrinos from hadron decays. It is implicitly understood that51
d
dx

d
d~y� depends on x and ~y, while in d

dx� the variables ~y are integrated out.52

The labels MC and TH in (1) refer to Monte Carlo and higher-order theo-53

retical predictions, respectively, and the related uncertainties are parametrised54

through nuisance parameters ~"TH, ~"MC. Our recommendations for theory un-55

certainties in Sect. 4 are formulated in terms of intervals for the related nuisance56

parameters,57

"min,k < "k < "max,k, (2)58

which should be understood as 1� Gaussian uncertainties.59

[2] DISC (JL+SP): 1� or 2� Gaussian uncertainties?
========== DISCUSSED AT CERN =============
We adopt 1� but we should define the relation between nuisance
parameter and scale variation more precisely.

60

Monte Carlo uncertainties, described by ~"MC, must be correlated in the numer-61

ator and denominator on the r.h.s of (1), while they can be kept uncorrelated62

across different processes (apart from Z(⌫⌫̄) + jet and Z(`+`�) + jet).63

We note that, as opposed to an approach based only on ratios of pT distribu-64

tions, where theory is used for extrapolations across different processes at fixed65

pT, MC reweighting is more powerful as it supports all possible extrapolations66

2

• Robust uncertainty estimates including 
1.Pure QCD uncertainties 

2.Pure EW uncertainties

3.Mixed QCD-EW uncertainties

4.PDF, ɣ-induced uncertainties ….

• Prescription for correlation of these uncertainties
‣ within a process (between low-pT and high-pT) 
‣ across processes

be directly compared to the corresponding result directly calculated from �
(V )
TH .2158

Finally, it is crucial to check that state-of-the art predictions for absolute159

d�/dpT distributions agree with data for the various visible final states.160

3 Higher-order QCD and EW predictions161

Precise theory predictions for V+ jet production require QCD and EW high-162

order corrections, mixed QCD–EW contributions, as well as photon-induced163

contributions,164

d

dx
�
(V )
TH =

d

dx
�
(V )
QCD +

d

dx
�
(V )
mix +

d

dx
��

(V )
EW +

d

dx
�
(V )
��ind.. (7)165

State-of-the art QCD and EW predictions are discussed in Sects. 3.1 and 3.2,166

while Sect. 3.3 is devoted to photon-induced channels. Mixed contributions are167

addressed in Sect. 3.5 by means of a factorised combination of QCD and EW168

corrections.169

Besides the general theoretical framework, in this section we present various170

plots that illustrate the effect of higher-order corrections and uncertainties for171

pp ! V+ jet at a centre-of-mass energy of 13 TeV. The input parameters, as well172

as the relevant selection criteria for observables involving leptons and photons,173

are specified in Section 4. As is well known, photon isolation plays a critical174

role for the behaviour of QCD corrections in �+ jet production, and for the175

correlation of QCD uncertainties between �+ jet and Z/W+ jet production.176

The issue of photon isolation is discussed in detail in Section 4.1, where we177

propose a dynamic cone isolation prescription that renders the QCD dynamics178

of pp ! �+ jet and pp ! Z/W+ jet very similar at large transverse momenta.179

This feature provides a very convenient basis for a systematic modelling of180

the correlation of QCD uncertainties between the various V+ jet production181

processes as discussed in Sects. 3.1 and 4.1.182

For the sake of a complete documentation, we present the spectra of gauge183

bosons in the range of transverse momenta above 30 GeV. We stress, however,184

that in the region of pT <
⇠ 100 GeV there are potential sources of systematics185

that we are not discussing, as they would require a separate study. These arise186

from the resummation of QCD Sudakov logarithms or from non-perturbative187

effects (e.g. an order ⇤QCD average shift of the vector boson pT associated with188

the asymmetry of colour flow in the final state). Furthermore, as shown later, a189

reliable correlation between the W/Z spectra and the photon spectrum requires190

pT to be large enough so that vector boson mass effects become negligible.191

We also expect that in the pT regions up to few hundred GeV the statistics is192

sufficient to guarantee that experimental analyses of missing-ET backgrounds193

can entirely rely on the direct measurement of the Z spectrum measured via194

Z ! `
+
`
�. As a result, we believe that our conclusions on the systematics195

uncertainties are most reliable, and useful for experimental applications, in the196

region of pT larger than 100–200 GeV.197

2This procedure should be restricted to variables x0 that can be described with decent
accuracy both in perturbative calculations and in the MC simulations.

5

with

work in collaboration with:  
R. Boughezal, J.M. Campell, A. Denner, S. Dittmaier, A. Huss, A. Gehrmann-De Ridder,  T. Gehrmann, N. Glover, S. Kallweit,  

M. L. Mangano, P. Maierhöfer, T.A. Morgan, A. Mück, M. Schönherr, F. Petriello, S. Pozzorini, G. P. Salam, C.Williams
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7

and naive exponentiation of the NLO EW (0.1–2.0%). The variations due to the effect of un-
known Sudakov logs is correlated across the Z + jets, W + jets, g + jets processes and also
correlated across the bins of hadronic recoil pT. The nuisance parameters related to the missing
NNLO effects and to the difference between the NLL Sudakov approximation and the naive
exponentiation are treated as uncorrelated across Z + jets, W + jets, g + jets processes, and an
independent nuisance parameter was used for each process.

EW and QCD corrections are combined with a multiplicative approach. To account for the
uncertainty due to nonfactorized mixed EW-QCD effects, ten percent of the difference between
the corrections done in the multiplicative description and the additive approach is used as a
separate nuisance parameter (0.01%-0.02%). This parameter is treated as correlated across the
process and across the pT bins.

Experimental uncertainties including the reconstruction efficiency (1% per muon or electron),
and selection efficiencies of leptons (1% per muon and 2% per electron), photons (2%), and
hadronically decaying t leptons (1–3%) are also incorporated. Uncertainties in the purity of
photons in the g + jets control sample (2%), and in the efficiency of the electron (2%), photon
(2%), and E

miss
T (1–4%) triggers, are included and are fully correlated across all the bins of

hadronic recoil pT.

An important cross-check of the application of pT-dependent NLO QCD and EW K-factors
is the pre-fit ratio in data and simulation for the Z + jets events to both g + jets events and
W + jets events in the control regions as a function of hadronic recoil. Figure 3 shows the
ratio between Z(``) + jets, and g + jets and the ratio of Z(``) + jets and W(`n) + jets events
as a function of the recoil for the monojet category. While we do not explicitly use a W(`n) +
jets /g + jets constraint in the analysis, the two cross sections are connected through the Z +
jets /g + jets and Z + jets /W + jets constraints. Therefore, it is instructive to examine the
data-MC comparison of the W(`n) + jets /g + jets ratio. This is shown in the same figure.
Good agreement is observed between data and simulation after the application of the NLO
corrections.
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Figure 3: Comparison between data and Monte Carlo simulation of the Z(``) /g + jets,
Z(``)/W(`n), and W(`n) /g + jets ratio as a function of the hadronic recoil in the monojet cat-
egory. The gray bands include both the (pre-fit) systematic uncertainties and the statistical
uncertainty in the simulation.

Figures 4–8 show the results of the combined fit in all control samples. Data in the control sam-
ples are compared to the pre-fit predictions from simulation and the post-fit estimates obtained
after performing the fit. The control samples with larger yields dominate the fit results.

16 5 Results and interpretation
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Figure 10: Observed E
miss
T distribution in the monojet (left) and mono-V (right) signal regions

compared with the post-fit background expectations for various SM processes. The last bin in-
cludes all events with E

miss
T > 1250(750) GeV for the monojet (mono-V) category. The expected

background distributions are evaluated after performing a combined fit to the data in all the
control samples, as well as the signal region. The fit is performed assuming the absence of
any signal. Expected signal distributions from the 125 GeV Higgs boson decaying exclusively
to invisible particles, and a 2 TeV axial-vector mediator decaying to 1 GeV DM particles, are
overlaid. Ratios of data with the pre-fit background prediction (red points) and post-fit back-
ground prediction (blue points) are shown for both the monojet and mono-V signal regions.
The gray bands in these ratio plots indicate the post-fit uncertainty in the background pre-
diction. Finally, the distribution of the pulls, defined as the difference between data and the
post-fit background prediction relative to the quadrature sum of the post-fit uncertainty in the
prediction, and statistical uncertainty in the data are also shown in the lower panel.

sensitivity is also compared to earlier results from CMS. The exclusion is shown in Fig. 16, and
vary between 10 TeV for n = 2 to 5.5 TeV for n = 6. In addition, upper limit on the signal
strength µ = s/sth is presented for the ADD graviton production for n = 2 extra dimensions
as a function of MD.

5.4 Fermion portal dark matter interpretation

Results of the search are further interpreted in the context of FP DM model. Limits are obtained
as a function of the mediator mass mfu and the DM mass mc. Figure 17 shows the exclusion
contours in the mfu �mc plane for the coupling choice of lu = 1 for a scalar mediator. Mediator
masses up to 1.4 TeV, and DM masses up to 600 GeV are excluded.

5.5 Nonthermal dark matter interpretation

Results of the search are also interpreted in the context of nonthermal DM model. Limits are
obtained as a function of coupling strength parameters l1 and l2 for benchmark mediator

[CMS PAS EXO-16-048] 

12 4 Background estimation
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Figure 8: Comparison between data and Monte Carlo simulation in the single-lepton control
samples before and after performing the simultaneous fit across all the control samples and the
signal region assuming the absence of any signal. Plots correspond to the monojet and mono-V
categories, respectively, in the single-electron control sample. The hadronic recoil pT in single-
lepton events is used as a proxy for E

miss
T in the signal region. The last bin includes all events

with hadronic recoil pT larger than 1250 (750) GeV in the monojet (mono-V) category. The
gray histogram indicates the multijet background. Ratios of data with the pre-fit background
prediction (red points) and post-fit background prediction (blue points) are shown for both
the monojet and mono-V signal regions. The gray band in the ratio panel indicates the post-
fit uncertainty after combining all the systematic uncertainties. Finally, the distribution of the
pulls, defined as the difference between data and the post-fit background prediction relative to
the quadrature sum of the post-fit uncertainty in the prediction, and statistical uncertainty in
the data are also shown in the lower panel.

Unprecedented limits on 
monojet DM production!

Combined uncertainties on V+jets ratios
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Fig. 17: Predictions at NLO QCD⌦ nNLO EW and NNLO QCD⌦ nNLO EW for V+ jet spectra (left) and
ratios (right) at 13TeV. The lower frames show the relative impact of NNLO corrections and theory uncertainties
normalised to NLO QCD⌦ nNLO EW. The green and red bands correspond to the combination (in quadrature)
of the perturbative QCD, EW and mixed QCD-EW uncertainties, according to Eq. (76) at NLO QCD⌦ nNLO
EW and NNLO QCD⌦ nNLO EW respectively. PDF uncertainties based on LUXqed_plus_PDF4LHC15_nnlo
are shown at NLO QCD as separate hashed orange bands.

cuts, non-perturbative effects on lepton isolation, etc.,
can then be deduced from the Monte Carlo samples.
The additional uncertainties associated with the Monte
Carlo simulation are expected to be relatively small, in-
sofar as the vector-boson pT distribution that we cal-
culate is closely connected to the main experimental
observables used in MET+jets searches.

Some caution is needed in implementing the results
of this paper: for example the uncertainty prescriptions
are tied to the use of the central values that we provide.

If an experiment relies on central values that differ, e.g.
through the use of MC samples that are not reweighted
to our nominal predictions, then the uncertainty scheme
that we provide may no longer be directly applicable.
Furthermore, for searches that rely on features of the
event other than missing transverse momentum, one
should be aware that our approach might need to be
extended. This would be the case notably for any ob-
servable that relies directly on jet observables, whether
related to the recoiling jet or vetoes on additional jets.

CR SR

Z/γ

Z/W

• δZ/W =1-3% for pT < 1 TeV 
• δZ/γ = 3-5% for pT < 1 TeV

�32
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MW measurements (precision DY)
• Motivation: precise measurement of MW → stringent test of SM! 

mt-MW plane with and without TH uncertainties:

170 172 174 176 178
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M
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MH = 125.09 ± 0.48 GeVSM

Mh = 125.09 ± 3.1 GeV

MSSM
SM, MSSM

Heinemeyer, Hollik, Stockinger, Weiglein, Zeune ’17

experimental errors 68% CL

LEP2/Tevatron/LHC: today
FCC-ee w/o TH unc.
FCC-ee with TH unc.

Sven Heinemeyer – FCC week 2017, Berlin, 30.05.2017 21
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MW measurements (precision DY)

MW determination at hadron colliders: observables and techniques

Alessandro Vicini - University of Milano                                                                                                                                                                  Amsterdam, May 3rd 2017                                                                                                   
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a distortion at the few per mil level of the distributions 
yields a shift of O(10 MeV) of the MW value
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MW is extracted from the shape of the distribution 
   → large global K-factor are not relevant
   → radiative effects that distort the shapes are crucial

pT,l

• Motivation: precise measurement of MW → stringent test of SM! 
• Method: template fits of sensitive CC DY distributions (                         )

MW = 80.385± 0.015 GeV

pT,l, MT , Emiss

• Need to control shape effects at the sub-1% level!
• Normalization not relevant
• Dominant effects: QCD ISR and QED FSR 
•
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• Need to control W-pT spectrum at the sub-% level! 
• Idea: use measurement of Z-pT to control W-pT
• Problem: precision in transfer-factor has to match 
experimental precision
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Figure 10. Comparison of the normalised transverse momentum distribution for Drell-Yan pair production
at NNLO (green), NNLL+NLO (blue) and N3LL+NNLO (red) at

p
s = 8 TeV in the central lepton-pair

invariant-mass window (66 GeV < M`` < 116 GeV) for six different lepton-pair rapidity slices. For reference,
the ATLAS data is also shown, and the lower panel shows the ratio of each prediction to data.
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[Bizon et. al. ’18]
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MW measurements (precision DY)

MW determination at hadron colliders: observables and techniques
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[Calame, Chiesa, Martinez, Montagna, Nicrosini, Piccinini, Vicini;’16]

• new (resonance aware) POWHEG generators:  
 NLO+PS QCDxEW for CC/NC DY 

• simultaneously QED and QCD radiation thanks  
 to multiplicative matching in POWHEG 
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Figure 8. Upper plots: lepton-pair transverse mass (left plots) and lepton transverse momentum
(right plots) distributions, for the decay W

+
! µ

+
⌫ at the LHC 14 TeV, with acceptance cuts as

in table 11, according to three di↵erent approximations: Powheg-v2 with only QCD corrections,
Powheg-v2 with only QCD corrections interfaced to Photos and Powheg-v2 two-rad with
NLO (QCD + EW) corrections matched to Photos. Lower plots: relative contribution of QED
FSR + mixed QCD-QED e↵ects of the QCDNLOPS⇥QEDPS approximation and of QED FSR +
mixed QCD-EW corrections of the QCDNLOPS⇥EWNLOPS approximation, both normalized to the
Powheg-v2 with only QCD corrections results.

subleading terms of O(↵), which do not cancel in the ratio. The di↵erences instead become

negligible when Photos and Pythia are matched with Powheg-v2 two-rad with NLO

(QCD+EW) accuracy. This better agreement is expected, because the first photon emis-

sion is now described with the exact matrix elements in both cases and di↵erences start

at O(↵2) and are subleading, i.e. without a LQED logarithmic enhancement. The same

pattern as for the lepton-pair invariant mass can be observed in figure 10 for the lepton-pair

transverse mass and lepton transverse momentum, but all the e↵ects are smaller in size.

– 24 –

mixed QCDxEW  
seems to be under 
good control!
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Rare EW processes
Rare electroweak processes
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VBS Triboson

•direct access to quartic EW gauge couplings 
•VBS: longitudinal gauge bosons at high energies 
•window to electroweak symmetry breaking via off-shell Higgs exchange 
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VBS: W+W++2jets @ full NLO 

Set-up of Ref. [9] Present work DHK [9]

σLO [fb] 1.2230(4) 1.2218(2)

σNLO [fb] 1.2975(15) 1.2917(8)

Table 6: Comparison of fiducial cross sections at LO [order O
(

α6
)

] and NLO [order O
(

αsα4
)

]

for the process pp → µ+νµe+νejj against the literature in the set-up of Ref. [9]. DHK denotes

the results of Ref. [9]. The cross sections are expressed in femtobarn and the statistical

uncertainty from the Monte Carlo integration on the last digit is given in parenthesis.
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Figure 5: Transverse-momentum distributions at a centre-of-mass energy
√
s = 13TeV at

the LHC for pp → µ+νµe+νejj: (a) for the anti-muon (left) and (b) the hardest jet (right).

The upper panels show the three LO contributions as well as the sum of all NLO predictions.

The two lower panels show the relative NLO corrections with respect to the full LO, defined

as δi = δσi/
∑

σLO, where i = O
(

α7
)

,O
(

αsα6
)

,O
(

α2
sα

5
)

,O
(

α3
sα

4
)

. In addition, the NLO

photon-induced contributions of order O
(

α7
)

computed with LUXqed is provided separately.

butions are presented along with the NLO photon-induced contributions of order O
(

α7
)

. The

latter are computed for the LUXqed PDF and are thus normalised to the Born contributions

obtained with the corresponding PDF. Remember that these photon-induced contributions

are not included in our definition of the NLO corrections of order O
(

α7
)

.

In Fig. 5, two transverse-momentum distributions are displayed. Starting with the distri-

bution in the transverse momentum of the anti-muon, the upper panel in Fig. 5a shows that

the EW-induced contribution is dominant over the whole phase space. Concerning the relative

NLO corrections in the lower panel, the largest contribution is the one of order O
(

α7
)

. It

ranges from −10% at 20GeV (the cut on the transverse momentum of the charged lepton) to

−40% at 800GeV. The large corrections for high transverse momenta are due to logarithms of
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SM predictions for VBS
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Order O
(

α7
)

O
(

αsα6
)

O
(

α2
sα

5
)

O
(

α3
sα

4
)

Sum

δσNLO [fb] −0.2169(3) −0.0568(5) −0.00032(13) −0.0063(4) −0.2804(7)

δσNLO/σLO [%] −13.2 −3.5 0.0 −0.4 −17.1

Table 3: NLO corrections for the process pp → µ+νµe+νejj at the orders O
(

α7
)

, O
(

αsα6
)

,

O
(

α2
sα

5
)

, and O
(

α3
sα

4
)

and for the sum of all NLO corrections. The contribution δσNLO

corresponds to the absolute correction for the central scale choice while δσNLO/σLO gives the

relative correction normalised to the sum of all LO contributions at the central scale. The

absolute contributions are expressed in femtobarn while the relative ones are expressed in per

cent. The statistical uncertainty from the Monte Carlo integration on the last digit is given

in parenthesis.

at the fiducial cross-section level. The hierarchy of the NLO corrections follows roughly the

pattern observed at LO: at the integrated cross-section level, each NLO correction is roughly

one order of magnitude smaller than the corresponding LO contribution. Thus, one expects

that the bulk of the O
(

αsα6
)

corrections stems from the QCD corrections to the EW-induced

process, while only a small contribution results from the EW corrections to the interference.

We emphasise, however, again that QCD corrections to the EW-induced process and EW

corrections to the LO interference cannot be defined independently. Indeed, using the full

matrix element, they both contribute at the order O
(

αsα6
)

as discussed in Sect. 2.2. The

contributions at the order O
(

α2
sα

5
)

are small because the corresponding LO contributions are

already suppressed and moreover the EW corrections to the QCD-induced LO contribution

and the QCD corrections to the LO interference cancel to a large extent. Upon calculating

the NLO cross section with the different scales of Eq. (3.11), we find

σNLO = 1.3577(7)+1.2(1)%
−2.7(1)% fb, (3.13)

i.e. a reduction of the LO scale dependence by a factor five.

We have also calculated the photon-induced NLO contributions as shown in Table 4. Since

the photon PDF from the NNPDF-3.0 QED set is known to give rather sizeable contributions

with a large error, we have also calculated these contributions using the PDF of the recent

LUXqed_plus_PDF4LHC15_nnlo_100 set [51]. For LUXqed we use the MS factorisation

scheme throughout, while we have verified that the effect of the factorisation scheme is irrel-

evant at the level of accuracy of the results given. The photon-induced NLO contributions

are dominated by those of order O
(

α7
)

and amount to 2.7% based on NNPDF-3.0 QED and

1.5% based on LUXqed. The photon-induced contributions of orders O
(

αsα6
)

and O
(

α2
sα

5
)

are negligible. Hence in the following, only the photon-induced contributions of order O
(

α7
)

are displayed in the distributions. Note that in our definition of the NLO corrections at order

O
(

α7
)

, the photon-induced contributions are not included but are shown separately. This

means that for the combined distributions (Fig. 7), the NLO predictions do not include the

photon-induced contributions.

– 12 –
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Cumulative in Mtt

✓ All at NLO QCD.  
✓ Shown is: cumulative times max luminosity 

✓ For tops: to add EW (and possibly NNLO?) 
✓ Decay: if feasible, may add some NNLO 

corrections 
✓ Assess the advantage of calorimeter upgrade 

(extended lepton tracking/b-tagging)

14TeV

14TeV

27TeV

Slide by Alex Mitov
!6

Cumulative in PT

✓ For tops: to add EW (and possibly NNLO?) 
✓ Decay: if feasible, may add some NNLO corrections
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Slide by Alex Mitov
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FONLL predictions by Matteo Cacciari

FONLL reduces the cross-section 
by 30% in the largest-M(tt) bins

1000 events 1000 events

•1-10% precision for Mtt=5000-6000 GeV •1-10% precision for pTtop=2000-2500 GeV

[M. Zaro, HL/HE LHC workshop, June 2018]
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Figure 5. Results for the absolute (left) and normalized (right) top-pair invariant mass distribu-
tion at the LHC with

p
s = 13 TeV as a ratio to the NNLO result evaluated using µf = HT /4. The

uncertainty bands are obtained through scale variations as described at the beginning of section 5
and in eqs. (5.1) and (5.2).

A remarkable feature of figure 4 is that the NNLO+NNLL0 and NNLO results are in

close agreement when µf = HT /4 is chosen. To add context to this result, we compare

in figure 5 the ratio of the NNLO and NNLO+NNLL0 results with µf = Mtt̄/2 to the

NNLO result with µf = HT /4, using the same set of matching scales and method of

estimating perturbative uncertainties as in figure 4. These two figures deliver a couple of

important messages. Firstly, the NNLO+NNLL0 result is rather stable against switching

the factorization scale between HT -based and Mtt̄-based schemes. This implies that the

even higher order corrections to the NNLO+NNLL0 result are not so important. On the

other hand, the NNLO result changes drastically when switching the schemes. In particular,

higher order contributions beyond NNLO encoded in the resummation produce a very large

e↵ect for the choice µf = Mtt̄/2, as already forseen in [31]. Given these observations, the

close compatibility between the NNLO+NNLL0 result (with either scale choice) and the

NNLO result with µf = HT /4 is a highly non-trivial fact. This provides an important

confirmation of the result of [24], which favors the choice µf = HT /4 for the fixed-order

calculation of the Mtt̄ distribution. The overall picture emerging from the above analysis is

that the perturbative description of the top-quark pair invariant mass distribution is under

good control.

Results for the absolute (normalized) average top/anti-top (pT,avt) distribution at

NNLO and NNLO+NNLL0 are shown in the left (right) panel of figure 6. The NNLO

checked that the uncertainties estimated this way di↵er little from those obtained by varying µf and µr

with the 7-point method. The NNLO+NNLL0 calculation varies four resummation scales and also µf = µr

independently and adds the uncertainties in quadrature, so a direct numerical comparison with the 7-point

method is not straightforward. However, we have experimented with a 7-point scan over µf and µh, and

found that the uncertainty estimates change only marginally compared to the quadrature method.

– 28 –

[Czakon et. al., ‘18]NNLO+NNLL′ for top-pair production

•1-10% precision for Mtt=5000-6000 GeV •1-10% precision for pTtop=2000-2500 GeV

•most relevant hard scale is not Mtt itself but rather HT

•remaining scale uncertainties at the level of 5%
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Figure 4. Results for the absolute (left) and normalized (right) top-pair invariant mass distribu-
tion at the LHC with

p
s = 13 TeV. In all cases the ratio is to the NNLO result with µf = HT /4.

The uncertainty bands are obtained through scale variations as described at the beginning of sec-
tion 5 and in eqs. (5.1) and (5.2).

eq. (2.5). All pieces of that equation must be evaluated at a common µf , which is also cho-

sen as µf = HT /4 by default. In addition, we draw on the analysis of the previous section

and use µh = HT /2 and µs = HT /N̄ by default, as well as µdh = mt and µds = mt/N̄ . In

both the NNLO and the NNLO+NNLL0 results, the bands in figure 4 represent perturba-

tive uncertainties estimated through scale variations. For the NNLO calculation, we obtain

the bands by keeping the factorization and renormalization scales equal and varying them

up and down by a factor of two. For the NNLO+NNLL0 calculation, both the factorization

scales and the resummation scales are independently varied in the interval [µi,0/2, 2µi,0],

where i 2 {f, h, s, dh, ds} and the subscript “0” denotes the default value of that scale as

previously specified. To determine the upper and lower uncertainties �O+ and �O� for

the cross section O in a given bin, one first evaluates

�O+
i = max{O(i = 1/2, i = 1, i = 2)} � Ō ,

�O�
i = min{O(i = 1/2, i = 1, i = 2)} � Ō , (5.1)

for each scale i, where i = µi/µi,0 and Ō denotes the value of the cross section as given by

eq. (2.5) in that bin using the default scale choices. For example, O(f = 2) means each

term in eq. (2.5) is evaluated at µf = 2µf,0, with all other scales set to their default value.

The upper (lower) uncertainty bands are then given by Ō +�O+ (Ō � �O�), where

�O± =

sX

i

�
�O±

i

�2
, (5.2)

so that this method amounts to adding the uncertainties from independent scale variations

in quadrature.5

5While we have used correlated µr = µf variations in the NNLO piece of the calculation, we have
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Figure 6. Results for the absolute (left) and normalized (right) pT,avt distributions at the LHC
with

p
s = 13 TeV. In all cases the ratio is to the NNLO result with µf = mT /2. Uncertainty

bands are obtained in complete analogy to those in figure 4.

results (with which resummation is matched) have been calculated using the definition

d�

dpT,avt
=

1

2

✓
d�

dpT,t
+

d�

dpT,t̄

◆
, (5.3)

where pT,t (pT,t̄) denotes the transverse momentum of the top (anti-top) quark, and we

have labeled the distributions in figure 6 accordingly. The pT distribution is calculated

using the scale choice µf = mT /2 (where mT refers to the transverse mass of either the

top or anti-top quark depending on the distribution under consideration), which is favored

by the study [24]. The resummed results use µh = mT and µs = 2mT /N̄ by default, as

justified in the previous section. The bands refer to perturbative uncertainties estimated

through scale variations using the same procedure as for the Mtt̄ distribution above. We

see that the NNLO+NNLL0 result is consistent with the NNLO one. On the other hand,

we show in appendix A that upgrading matching with fixed-order from NLO+NNLL0 to

NNLO+NNLL0 is an important e↵ect for the pT distributions, especially in reducing the

scale uncertainties in the high pT region. This is an important fact to keep in mind when

using NLO-based Monte Carlo event generators to model pT distributions.

Finally, in figure 7 we show results for the total cross section, obtained in several

di↵erent ways. The NNLO and NNLO+NNLL0 results with µf = HT /4 are obtained by

integrating the top-pair invariant mass distribution in figure 4, while those with µf = mT /2

are obtained by integrating the pT distribution in figure 6. In these results with dynam-

ical scales, perturbative uncertainties are estimated through the same procedure of scale

variations used for the distributions, and are displayed as error bars in figure 7. These are

compared to the “standard” results for the total cross section, which are calculated using

fixed scales with µf = µr = mt by default. We obtain them from the Top++ program [74],

which implements both the NNLO results from [28] as well as a soft-gluon resummation

in the absolute threshold production limit �t ! 0 [75]. In these fixed scale results, pertur-

– 29 –

•remaining scale uncertainties in the tail at the level of 5-10%
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•1-10% precision for Mtt=5000-6000 GeV •1-10% precision for pTtop=2000-2500 GeV
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Top-mass

mtop = 172.82 ± 0.19 (stat) ± 1.22 (syst) GeV

reconstruction using analytical distributions  
derived from simulated samples

[1509.04044]

•kinematic measurements strongly rely on MC modelling!
•these are based on on-shell tt production @ NLO + LO decays
•what about NLO in decay and off-shell effects?

•precise value of top mass crucial for stability  
of EW vacuum

[Degrassi et. al. ’12] 



Reconstructed top-quark mass at NLO+PS
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• significant shape distortions around resonance with respect to on-shell     calculation
• very relevant for top mass determination
★ average           roughly 500 MeV smaller in on-shell    (in ±30 GeV around mtop)

• very good agreement (mostly <5%) level between         and
✦ average           roughly 100 MeV smaller in tt⊗decay (in ±30 GeV around mtop)  

mWjB

bb̄4` tt̄⌦ decay

tt̄

mWjB

tt̄

Different level of precision in top decays:

. [Frixione, Nason, Ridolfi; ’07]

. [Campbell, Ellis, Nason, Re; ’15] 

 [Ježo, JML, Nason, Oleari, Pozzorini; ’16]



Interplay between top-pair and Wt single-top production

5FS

same finale state!

LO NLO

2

to be completely dominated by the on-shell tt̄ contribution.
In phase-space regions with unresolved b-quarks, the impor-
tance of off-shell and single-top contributions is expected to
increase quite substantially. However, due to the presence
of collinear singularities, such regions are not accessible in
the massless b-quark approximation of [4–6]. To fill this
gap, in this paper we present a complete NLO W+W�bb̄
calculation including off-shell W-boson decays and massive
b-quarks in the 4F scheme. A similar calculation has been
presented very recently in [7]. These simulations provide
NLO accurate W+W�bb̄ predictions in the full phase space
and allow one to investigate, for the first time, top-pair and
single-top production in presence of jet vetoes or jet bins,
such as in the case of the H ! W+W� analysis. An im-
portant advantage of NLO W+W�bb̄ predictions in the 4F
scheme is that they provide a fully differential NLO descrip-
tion of both final-state b-jets and a correspondingly accurate
modelling of jet vetoes, while in the 5F scheme a similar
level of accuracy for spectator b-quarks in Wt production
would require an NNLO calculation.

2 Technical tools and ingredients of the calculation

We will focus on NLO predictions for pp ! nee+µ�n̄µ bb̄,
which comprises tt̄ production and decay in the opposite-
flavour di-lepton channel. For brevity we will denote this re-
action as W+W�bb̄ production, keeping in mind that all off-
shell and interference effects related to the nee+µ�n̄µ final
state are consistently handled in the complex-mass
scheme [3], where finite-width effects are systematically ab-
sorbed in the imaginary part of the renormalised pole mass.
The complex-mass scheme is used also for the off-shell con-
tinuation of top-quark resonances [5]. Examples of tree di-
agrams involving two, one and no top-quark resonances are
illustrated in Figures 1 and 2. The second diagram in Fig. 1
is the 4F-scheme analogon of t-channel gb ! tW� produc-
tion in the 5F scheme, and the initial-state g ! bb̄ split-
ting is related to the b-quark parton distribution in 5F PDFs.
At NLO we include the full set of tree, one-loop and real-
emission diagrams that contribute to nee+µ�n̄µ bb̄ produc-
tion without applying any approximation. In particular non-
resonant Z/g ! nee+µ�n̄µ sub-topologies like in the sec-
ond diagram of Fig. 2 are included also in the virtual and real
corrections. The bottom- and top-quark masses are renor-
malised in the on-shell scheme, and their contributions are
retained everywhere.

The entire calculation has been performed with highly
flexible and automated NLO programs, and the high com-
plexity resulting from the presence of multiple top- and W-
resonances, as well as from the wide spectrum of involved
scales, render pp ! W+W�bb̄ an excellent technical bench-
mark to test the performance of the employed tools. To eval-
uate tree, virtual, and real-emission amplitudes, we
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Fig. 1 Representative tt̄-like (left) and Wt-like (right) tree diagrams.
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Fig. 2 Representative tree topologies without top resonances and with
two (left) or only one (right) resonant W-boson.

employed OPENLOOPS [8], a new one-loop generator that
will become public in the next future. The OPENLOOPS
program is based on a novel numerical recursion, which is
formulated in terms of loop-momentum polynomials called
“open loops” and allows for a fast evaluation of scattering
amplitudes with many external particles. It uses the
COLLIER library [9] for the numerically stable evaluation
of tensor integrals [10, 11] and scalar integrals [12]. To-
gether with [13, 14], the present study is one of the very
first applications of OPENLOOPS. Phase-space integration
and infrared subtractions are performed with an in-house
NLO Monte-Carlo framework [15], which is interfaced with
OPENLOOPS and provides full automation along the entire
chain of operations that are required for NLO calculations.
This tool is applicable to any Standard-Model process at
NLO QCD. Infrared singularities are handled with dipole
subtraction [16, 17], and since collinear g ! bb̄ splittings
are regularised by the finite b-quark mass, corresponding
subtraction terms are not included. The phase-space integra-
tor is based on the adaptive multi-channel technique [18]
and implements dedicated channels for the dipole subtrac-
tion terms, which improve the convergence, especially for
multi-resonance processes. Multiple scale variations in a
single run are also supported. This tool has been validated
in several NLO processes and, in combination with OPEN-
LOOPS and COLLIER, it is also applicable to NNLO calcu-
lations [19]. The correctness of the results is supported by
various checks: OPENLOOPS has been validated against an
independent in-house generator for more than hundred par-
tonic processes, including W+W�bb̄ production with mass-
less b-quarks and various processes with massive heavy-
quarks. For the process at hand we checked the cancella-
tion of infrared and ultraviolet singularities. The correctness
of phase-space integration and dipole subtraction was tested
by means of a second calculation based on OPENLOOPS in
combination with SHERPA [20, 21] and AMEGIC++ [22].

2

to be completely dominated by the on-shell tt̄ contribution.
In phase-space regions with unresolved b-quarks, the impor-
tance of off-shell and single-top contributions is expected to
increase quite substantially. However, due to the presence
of collinear singularities, such regions are not accessible in
the massless b-quark approximation of [4–6]. To fill this
gap, in this paper we present a complete NLO W+W�bb̄
calculation including off-shell W-boson decays and massive
b-quarks in the 4F scheme. A similar calculation has been
presented very recently in [7]. These simulations provide
NLO accurate W+W�bb̄ predictions in the full phase space
and allow one to investigate, for the first time, top-pair and
single-top production in presence of jet vetoes or jet bins,
such as in the case of the H ! W+W� analysis. An im-
portant advantage of NLO W+W�bb̄ predictions in the 4F
scheme is that they provide a fully differential NLO descrip-
tion of both final-state b-jets and a correspondingly accurate
modelling of jet vetoes, while in the 5F scheme a similar
level of accuracy for spectator b-quarks in Wt production
would require an NNLO calculation.

2 Technical tools and ingredients of the calculation

We will focus on NLO predictions for pp ! nee+µ�n̄µ bb̄,
which comprises tt̄ production and decay in the opposite-
flavour di-lepton channel. For brevity we will denote this re-
action as W+W�bb̄ production, keeping in mind that all off-
shell and interference effects related to the nee+µ�n̄µ final
state are consistently handled in the complex-mass
scheme [3], where finite-width effects are systematically ab-
sorbed in the imaginary part of the renormalised pole mass.
The complex-mass scheme is used also for the off-shell con-
tinuation of top-quark resonances [5]. Examples of tree di-
agrams involving two, one and no top-quark resonances are
illustrated in Figures 1 and 2. The second diagram in Fig. 1
is the 4F-scheme analogon of t-channel gb ! tW� produc-
tion in the 5F scheme, and the initial-state g ! bb̄ split-
ting is related to the b-quark parton distribution in 5F PDFs.
At NLO we include the full set of tree, one-loop and real-
emission diagrams that contribute to nee+µ�n̄µ bb̄ produc-
tion without applying any approximation. In particular non-
resonant Z/g ! nee+µ�n̄µ sub-topologies like in the sec-
ond diagram of Fig. 2 are included also in the virtual and real
corrections. The bottom- and top-quark masses are renor-
malised in the on-shell scheme, and their contributions are
retained everywhere.

The entire calculation has been performed with highly
flexible and automated NLO programs, and the high com-
plexity resulting from the presence of multiple top- and W-
resonances, as well as from the wide spectrum of involved
scales, render pp ! W+W�bb̄ an excellent technical bench-
mark to test the performance of the employed tools. To eval-
uate tree, virtual, and real-emission amplitudes, we
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employed OPENLOOPS [8], a new one-loop generator that
will become public in the next future. The OPENLOOPS
program is based on a novel numerical recursion, which is
formulated in terms of loop-momentum polynomials called
“open loops” and allows for a fast evaluation of scattering
amplitudes with many external particles. It uses the
COLLIER library [9] for the numerically stable evaluation
of tensor integrals [10, 11] and scalar integrals [12]. To-
gether with [13, 14], the present study is one of the very
first applications of OPENLOOPS. Phase-space integration
and infrared subtractions are performed with an in-house
NLO Monte-Carlo framework [15], which is interfaced with
OPENLOOPS and provides full automation along the entire
chain of operations that are required for NLO calculations.
This tool is applicable to any Standard-Model process at
NLO QCD. Infrared singularities are handled with dipole
subtraction [16, 17], and since collinear g ! bb̄ splittings
are regularised by the finite b-quark mass, corresponding
subtraction terms are not included. The phase-space integra-
tor is based on the adaptive multi-channel technique [18]
and implements dedicated channels for the dipole subtrac-
tion terms, which improve the convergence, especially for
multi-resonance processes. Multiple scale variations in a
single run are also supported. This tool has been validated
in several NLO processes and, in combination with OPEN-
LOOPS and COLLIER, it is also applicable to NNLO calcu-
lations [19]. The correctness of the results is supported by
various checks: OPENLOOPS has been validated against an
independent in-house generator for more than hundred par-
tonic processes, including W+W�bb̄ production with mass-
less b-quarks and various processes with massive heavy-
quarks. For the process at hand we checked the cancella-
tion of infrared and ultraviolet singularities. The correctness
of phase-space integration and dipole subtraction was tested
by means of a second calculation based on OPENLOOPS in
combination with SHERPA [20, 21] and AMEGIC++ [22].
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to be completely dominated by the on-shell tt̄ contribution.
In phase-space regions with unresolved b-quarks, the impor-
tance of off-shell and single-top contributions is expected to
increase quite substantially. However, due to the presence
of collinear singularities, such regions are not accessible in
the massless b-quark approximation of [4–6]. To fill this
gap, in this paper we present a complete NLO W+W�bb̄
calculation including off-shell W-boson decays and massive
b-quarks in the 4F scheme. A similar calculation has been
presented very recently in [7]. These simulations provide
NLO accurate W+W�bb̄ predictions in the full phase space
and allow one to investigate, for the first time, top-pair and
single-top production in presence of jet vetoes or jet bins,
such as in the case of the H ! W+W� analysis. An im-
portant advantage of NLO W+W�bb̄ predictions in the 4F
scheme is that they provide a fully differential NLO descrip-
tion of both final-state b-jets and a correspondingly accurate
modelling of jet vetoes, while in the 5F scheme a similar
level of accuracy for spectator b-quarks in Wt production
would require an NNLO calculation.

2 Technical tools and ingredients of the calculation

We will focus on NLO predictions for pp ! nee+µ�n̄µ bb̄,
which comprises tt̄ production and decay in the opposite-
flavour di-lepton channel. For brevity we will denote this re-
action as W+W�bb̄ production, keeping in mind that all off-
shell and interference effects related to the nee+µ�n̄µ final
state are consistently handled in the complex-mass
scheme [3], where finite-width effects are systematically ab-
sorbed in the imaginary part of the renormalised pole mass.
The complex-mass scheme is used also for the off-shell con-
tinuation of top-quark resonances [5]. Examples of tree di-
agrams involving two, one and no top-quark resonances are
illustrated in Figures 1 and 2. The second diagram in Fig. 1
is the 4F-scheme analogon of t-channel gb ! tW� produc-
tion in the 5F scheme, and the initial-state g ! bb̄ split-
ting is related to the b-quark parton distribution in 5F PDFs.
At NLO we include the full set of tree, one-loop and real-
emission diagrams that contribute to nee+µ�n̄µ bb̄ produc-
tion without applying any approximation. In particular non-
resonant Z/g ! nee+µ�n̄µ sub-topologies like in the sec-
ond diagram of Fig. 2 are included also in the virtual and real
corrections. The bottom- and top-quark masses are renor-
malised in the on-shell scheme, and their contributions are
retained everywhere.

The entire calculation has been performed with highly
flexible and automated NLO programs, and the high com-
plexity resulting from the presence of multiple top- and W-
resonances, as well as from the wide spectrum of involved
scales, render pp ! W+W�bb̄ an excellent technical bench-
mark to test the performance of the employed tools. To eval-
uate tree, virtual, and real-emission amplitudes, we
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employed OPENLOOPS [8], a new one-loop generator that
will become public in the next future. The OPENLOOPS
program is based on a novel numerical recursion, which is
formulated in terms of loop-momentum polynomials called
“open loops” and allows for a fast evaluation of scattering
amplitudes with many external particles. It uses the
COLLIER library [9] for the numerically stable evaluation
of tensor integrals [10, 11] and scalar integrals [12]. To-
gether with [13, 14], the present study is one of the very
first applications of OPENLOOPS. Phase-space integration
and infrared subtractions are performed with an in-house
NLO Monte-Carlo framework [15], which is interfaced with
OPENLOOPS and provides full automation along the entire
chain of operations that are required for NLO calculations.
This tool is applicable to any Standard-Model process at
NLO QCD. Infrared singularities are handled with dipole
subtraction [16, 17], and since collinear g ! bb̄ splittings
are regularised by the finite b-quark mass, corresponding
subtraction terms are not included. The phase-space integra-
tor is based on the adaptive multi-channel technique [18]
and implements dedicated channels for the dipole subtrac-
tion terms, which improve the convergence, especially for
multi-resonance processes. Multiple scale variations in a
single run are also supported. This tool has been validated
in several NLO processes and, in combination with OPEN-
LOOPS and COLLIER, it is also applicable to NNLO calcu-
lations [19]. The correctness of the results is supported by
various checks: OPENLOOPS has been validated against an
independent in-house generator for more than hundred par-
tonic processes, including W+W�bb̄ production with mass-
less b-quarks and various processes with massive heavy-
quarks. For the process at hand we checked the cancella-
tion of infrared and ultraviolet singularities. The correctness
of phase-space integration and dipole subtraction was tested
by means of a second calculation based on OPENLOOPS in
combination with SHERPA [20, 21] and AMEGIC++ [22].

b

4FS

• unified treatment of top-pair and Wt including interference 
• Wt enhanced in phase-space regions where one b becomes unresolved/vetoed
• requires off-shell WWbb calculation (with massive b’s)

Wt

LO

2

to be completely dominated by the on-shell tt̄ contribution.
In phase-space regions with unresolved b-quarks, the impor-
tance of off-shell and single-top contributions is expected to
increase quite substantially. However, due to the presence
of collinear singularities, such regions are not accessible in
the massless b-quark approximation of [4–6]. To fill this
gap, in this paper we present a complete NLO W+W�bb̄
calculation including off-shell W-boson decays and massive
b-quarks in the 4F scheme. A similar calculation has been
presented very recently in [7]. These simulations provide
NLO accurate W+W�bb̄ predictions in the full phase space
and allow one to investigate, for the first time, top-pair and
single-top production in presence of jet vetoes or jet bins,
such as in the case of the H ! W+W� analysis. An im-
portant advantage of NLO W+W�bb̄ predictions in the 4F
scheme is that they provide a fully differential NLO descrip-
tion of both final-state b-jets and a correspondingly accurate
modelling of jet vetoes, while in the 5F scheme a similar
level of accuracy for spectator b-quarks in Wt production
would require an NNLO calculation.

2 Technical tools and ingredients of the calculation

We will focus on NLO predictions for pp ! nee+µ�n̄µ bb̄,
which comprises tt̄ production and decay in the opposite-
flavour di-lepton channel. For brevity we will denote this re-
action as W+W�bb̄ production, keeping in mind that all off-
shell and interference effects related to the nee+µ�n̄µ final
state are consistently handled in the complex-mass
scheme [3], where finite-width effects are systematically ab-
sorbed in the imaginary part of the renormalised pole mass.
The complex-mass scheme is used also for the off-shell con-
tinuation of top-quark resonances [5]. Examples of tree di-
agrams involving two, one and no top-quark resonances are
illustrated in Figures 1 and 2. The second diagram in Fig. 1
is the 4F-scheme analogon of t-channel gb ! tW� produc-
tion in the 5F scheme, and the initial-state g ! bb̄ split-
ting is related to the b-quark parton distribution in 5F PDFs.
At NLO we include the full set of tree, one-loop and real-
emission diagrams that contribute to nee+µ�n̄µ bb̄ produc-
tion without applying any approximation. In particular non-
resonant Z/g ! nee+µ�n̄µ sub-topologies like in the sec-
ond diagram of Fig. 2 are included also in the virtual and real
corrections. The bottom- and top-quark masses are renor-
malised in the on-shell scheme, and their contributions are
retained everywhere.

The entire calculation has been performed with highly
flexible and automated NLO programs, and the high com-
plexity resulting from the presence of multiple top- and W-
resonances, as well as from the wide spectrum of involved
scales, render pp ! W+W�bb̄ an excellent technical bench-
mark to test the performance of the employed tools. To eval-
uate tree, virtual, and real-emission amplitudes, we
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employed OPENLOOPS [8], a new one-loop generator that
will become public in the next future. The OPENLOOPS
program is based on a novel numerical recursion, which is
formulated in terms of loop-momentum polynomials called
“open loops” and allows for a fast evaluation of scattering
amplitudes with many external particles. It uses the
COLLIER library [9] for the numerically stable evaluation
of tensor integrals [10, 11] and scalar integrals [12]. To-
gether with [13, 14], the present study is one of the very
first applications of OPENLOOPS. Phase-space integration
and infrared subtractions are performed with an in-house
NLO Monte-Carlo framework [15], which is interfaced with
OPENLOOPS and provides full automation along the entire
chain of operations that are required for NLO calculations.
This tool is applicable to any Standard-Model process at
NLO QCD. Infrared singularities are handled with dipole
subtraction [16, 17], and since collinear g ! bb̄ splittings
are regularised by the finite b-quark mass, corresponding
subtraction terms are not included. The phase-space integra-
tor is based on the adaptive multi-channel technique [18]
and implements dedicated channels for the dipole subtrac-
tion terms, which improve the convergence, especially for
multi-resonance processes. Multiple scale variations in a
single run are also supported. This tool has been validated
in several NLO processes and, in combination with OPEN-
LOOPS and COLLIER, it is also applicable to NNLO calcu-
lations [19]. The correctness of the results is supported by
various checks: OPENLOOPS has been validated against an
independent in-house generator for more than hundred par-
tonic processes, including W+W�bb̄ production with mass-
less b-quarks and various processes with massive heavy-
quarks. For the process at hand we checked the cancella-
tion of infrared and ultraviolet singularities. The correctness
of phase-space integration and dipole subtraction was tested
by means of a second calculation based on OPENLOOPS in
combination with SHERPA [20, 21] and AMEGIC++ [22].

tt

2

to be completely dominated by the on-shell tt̄ contribution.
In phase-space regions with unresolved b-quarks, the impor-
tance of off-shell and single-top contributions is expected to
increase quite substantially. However, due to the presence
of collinear singularities, such regions are not accessible in
the massless b-quark approximation of [4–6]. To fill this
gap, in this paper we present a complete NLO W+W�bb̄
calculation including off-shell W-boson decays and massive
b-quarks in the 4F scheme. A similar calculation has been
presented very recently in [7]. These simulations provide
NLO accurate W+W�bb̄ predictions in the full phase space
and allow one to investigate, for the first time, top-pair and
single-top production in presence of jet vetoes or jet bins,
such as in the case of the H ! W+W� analysis. An im-
portant advantage of NLO W+W�bb̄ predictions in the 4F
scheme is that they provide a fully differential NLO descrip-
tion of both final-state b-jets and a correspondingly accurate
modelling of jet vetoes, while in the 5F scheme a similar
level of accuracy for spectator b-quarks in Wt production
would require an NNLO calculation.

2 Technical tools and ingredients of the calculation

We will focus on NLO predictions for pp ! nee+µ�n̄µ bb̄,
which comprises tt̄ production and decay in the opposite-
flavour di-lepton channel. For brevity we will denote this re-
action as W+W�bb̄ production, keeping in mind that all off-
shell and interference effects related to the nee+µ�n̄µ final
state are consistently handled in the complex-mass
scheme [3], where finite-width effects are systematically ab-
sorbed in the imaginary part of the renormalised pole mass.
The complex-mass scheme is used also for the off-shell con-
tinuation of top-quark resonances [5]. Examples of tree di-
agrams involving two, one and no top-quark resonances are
illustrated in Figures 1 and 2. The second diagram in Fig. 1
is the 4F-scheme analogon of t-channel gb ! tW� produc-
tion in the 5F scheme, and the initial-state g ! bb̄ split-
ting is related to the b-quark parton distribution in 5F PDFs.
At NLO we include the full set of tree, one-loop and real-
emission diagrams that contribute to nee+µ�n̄µ bb̄ produc-
tion without applying any approximation. In particular non-
resonant Z/g ! nee+µ�n̄µ sub-topologies like in the sec-
ond diagram of Fig. 2 are included also in the virtual and real
corrections. The bottom- and top-quark masses are renor-
malised in the on-shell scheme, and their contributions are
retained everywhere.

The entire calculation has been performed with highly
flexible and automated NLO programs, and the high com-
plexity resulting from the presence of multiple top- and W-
resonances, as well as from the wide spectrum of involved
scales, render pp ! W+W�bb̄ an excellent technical bench-
mark to test the performance of the employed tools. To eval-
uate tree, virtual, and real-emission amplitudes, we
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employed OPENLOOPS [8], a new one-loop generator that
will become public in the next future. The OPENLOOPS
program is based on a novel numerical recursion, which is
formulated in terms of loop-momentum polynomials called
“open loops” and allows for a fast evaluation of scattering
amplitudes with many external particles. It uses the
COLLIER library [9] for the numerically stable evaluation
of tensor integrals [10, 11] and scalar integrals [12]. To-
gether with [13, 14], the present study is one of the very
first applications of OPENLOOPS. Phase-space integration
and infrared subtractions are performed with an in-house
NLO Monte-Carlo framework [15], which is interfaced with
OPENLOOPS and provides full automation along the entire
chain of operations that are required for NLO calculations.
This tool is applicable to any Standard-Model process at
NLO QCD. Infrared singularities are handled with dipole
subtraction [16, 17], and since collinear g ! bb̄ splittings
are regularised by the finite b-quark mass, corresponding
subtraction terms are not included. The phase-space integra-
tor is based on the adaptive multi-channel technique [18]
and implements dedicated channels for the dipole subtrac-
tion terms, which improve the convergence, especially for
multi-resonance processes. Multiple scale variations in a
single run are also supported. This tool has been validated
in several NLO processes and, in combination with OPEN-
LOOPS and COLLIER, it is also applicable to NNLO calcu-
lations [19]. The correctness of the results is supported by
various checks: OPENLOOPS has been validated against an
independent in-house generator for more than hundred par-
tonic processes, including W+W�bb̄ production with mass-
less b-quarks and various processes with massive heavy-
quarks. For the process at hand we checked the cancella-
tion of infrared and ultraviolet singularities. The correctness
of phase-space integration and dipole subtraction was tested
by means of a second calculation based on OPENLOOPS in
combination with SHERPA [20, 21] and AMEGIC++ [22].
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Figure 5. pT and ⌘ distributions for the top quark and the W boson at NLO+PS accuracy in tW
production at the 13-TeV LHC. The lower panels provide information on the di↵erential K factors
with the scale uncertainties.

d
σ

/d
p

T
(j

b
,1

) 
  

[p
b

/b
in

]

LO

NLO DR1

NLO DR2

NLO DS1

NLO DS2

10
-1

10
0

10
1

10
2

tW   at the LHC13

5FS (N)LO+PYTHIA8 

No cuts

M
ad

G
ra

p
h

5
_

aM
C

@
N

L
O

pT(jb,1)   [GeV]

1.00

1.50

2.00

0 100 200 300 400

NLO+PY8 / LO+PY8   with µ unc. bands

d
σ

/d
p

T
(j

b
,2

) 
  

[p
b

/b
in

]

LO

NLO DR1

NLO DR2

NLO DS1

NLO DS2

10
-1

10
0

10
1

10
2

tW   at the LHC13

5FS (N)LO+PYTHIA8 

No cuts

M
ad

G
ra

p
h

5
_

aM
C

@
N

L
O

pT(jb,2)   [GeV]

0.50

1.00

1.50

2.00

0 100 200 300 400

NLO+PY8 / LO+PY8   with µ unc. bands

d
σ

/d
η

(j
b

,1
) 

  
[p

b
/b

in
]

LO

NLO DR1

NLO DR2

NLO DS1

NLO DS2

0

2

4

6

8

10

tW   at the LHC13

5FS (N)LO+PYTHIA8 

No cuts

M
ad

G
ra

p
h

5
_

aM
C

@
N

L
O

η(jb,1)

1.00

1.50

2.00

-4 -2 0 2 4

NLO+PY8 / LO+PY8   with µ unc. bands

d
σ

/d
η

(j
b

,2
) 

  
[p

b
/b

in
]

LO

NLO DR1

NLO DR2

NLO DS1

NLO DS2

0

2

4

6

8

10

tW   at the LHC13

5FS (N)LO+PYTHIA8 

No cuts

M
ad

G
ra

p
h

5
_

aM
C

@
N

L
O

η(jb,2)

1.00

1.50

2.00

-4 -2 0 2 4

NLO+PY8 / LO+PY8   with µ unc. bands

Figure 6. Same as fig. 5, but for the b-tagged jets. Note that the second-hardest b-jet is described
by the parton shower at LO, while by the matrix element at NLO.
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• NLO corrections to Wt swamped by LO tt+decay 
• requires ad-hoc subtraction prescription: DRI, DRII, DSI, DSII 
• NLO+PS for Wt available in MC@NLO [Frixione, et. al.; ’08],  

POWHEG [Re; ’11] and Madgraph_aMC@NLO [Demartin et. al.; ‘16]
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Figure 2: The unfolded normalized di�erential mminimax
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statistical and systematic sources, while uncertainties for each of the MC predictions correspond to variations of the
PDF set and renormalization and factorization scales. The rightmost bin of the distribution includes contributions
from events beyond the displayed axis limit.

region mminimax
b` & mt than the DS scheme. However, the DS scheme better models the mminimax

b` shape
over the same range of values. The DR and DS predictions generally bracket the data in the region of
large mminimax

b` , justifying the practice of applying their di�erence as a systematic uncertainty. The DR2
scheme describes the data well up to the top-quark mass, but significantly underpredicts the data at higher
masses. The full `+⌫`�⌫bb prediction5 obtained from P�����-B��-R�� models mminimax

b` well across
the full distribution, including the region beyond the top-quark mass where predictions using traditional
models of the interference diverge.

In summary, a measurement of a region sensitive to the interference between doubly and singly resonant
top-quark pair production is presented. This is an original constraint on this interesting region of phase
space that will be important for future model development and tuning. The results are presented as
a normalized fiducial di�erential cross-section, giving constraints on predictions for the full tt̄ + tWb
process.

5 Generated eµ events are reweighted to account for events with same-flavor leptons and fully leptonic tau decays.

6

Top-quark pair (tt̄) production is one of the most widely studied processes at the Large Hadron Collider
(LHC) and is a key background to many searches for physics beyond the Standard Model (BSM). The
di�erential cross-section for tt̄ has been measured [1–5] and calculated [6–8] across a wide kinematic
range with high accuracy. However, all of these results treat the decay of the top quark to a b-quark and W
boson in the narrow-width approximation, separating tt̄ production from production of a single top quark
in association with a W boson and a b-quark (tWb). Due to their identical WWbb final states, processes
with one or two timelike top-quark propagators (called singly and doubly resonant, respectively) interfere.
Standard ad hoc methods of modeling this interference [9–12] are a significant source of uncertainty
for many BSM searches [13–18]. Traditional measurements of production of a single top quark with
an associated W boson (tW) are designed to be insensitive to such e�ects [19–21]. Recent fixed-order
calculations of the full next-to-leading-order (NLO) pp ! `+⌫`�⌫̄bb̄ process [22–26] include proper
treatment of the interference and have set the stage for corresponding predictions matched to a parton
shower [27]. However, there are no measurements available to assess the modeling in a region sensitive
to interference e�ects.

This Letter presents a novel way to test di�erent models of the interference between tt̄ and tWb, using
36.1 fb�1 of proton–proton (pp) collision data at

p
s = 13 TeV collected with the ATLAS detector in 2015

and 2016. The measurement targets the dilepton final state, characterized by a pair of oppositely charged
leptons (ee, µµ, or eµ) originating from W-boson decays,1 associated with jets containing b-hadrons
(b-jets) and missing transverse momentum due to undetected neutrinos. The contributions from doubly
and singly resonant amplitudes (and hence also their interference) to the combined cross-section depend
on the invariant mass of the bW pairs in the event, mbW . In this analysis, the charged lepton is used as a
proxy for the W boson and a di�erential cross-section is measured as a function of the invariant mass of a
b-jet and a lepton. There is ambiguity in forming this mass, so

mminimax
b` ⌘ min{max(mb1`1,mb2`2),max(mb1`2,mb2`1)}

is used, where the bi and `i represent the two b-jets and leptons, respectively. At leading order, for
doubly-resonant events at parton level, mminimax

b` <
q

m2
t � m2

W , where mt and mW are the top-quark and
W-boson masses, respectively. Due to suppression of the doubly resonant contribution, the di�erential
cross-section above this kinematic endpoint has increased sensitivity to interference e�ects.

ATLAS is a multipurpose particle detector designed with nearly full 4⇡ coverage in solid angle [28].
Lepton and jet reconstruction and identification used in this paper are described in Ref. [29] and are
briefly summarized in the following. Electrons and muons are required to have transverse momentum
pT > 28 GeV, pseudorapidity2 ⌘ satisfying |⌘ | < 2.47 (2.5) for electrons (muons), and meet a series of
quality criteria [30, 31], denoted “tight” in Ref. [29]. Jets are clustered from topologically connected
calorimeter cells [32] using the anti-kt jet algorithm [33] with radius parameter R = 0.4 implemented
in FastJet [34] and calibrated to particle level [35]. Jets are identified as originating from b-quarks
with a multivariate classifier using observables sensitive to lifetimes, production mechanisms, and decay
properties of b-hadrons [36]. The tagging e�ciency is determined in simulated tt̄ events to be 60% (85%)
for the tight (loose) tagging criterion.

1 Events involving W ! ⌧⌫ decays with a subsequent decay of the ⌧-lepton to either e⌫e⌫⌧ or µ⌫µ⌫⌧ are included in the signal.
2 Pseudorapidity is defined in terms of the angle ✓ with respect to the beam line as ⌘ = � ln tan(✓/2).

2

•sizeable tt-Wt interference expected for large mblminimax 

•very good data vs. off-shell 4FS agreement 

•DR vs. DS yields conservative uncertainty estimate

[CERN-EP-2018-087] 
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Figure 10: Comparison of full calculation and DPAs for various distributions at a centre-

of-mass energy
√
s = 13TeV at the LHC: (a) transverse momentum for the positron (upper

left), (b) transverse momentum for the harder b jet (upper right), (c) transverse momen-

tum for the µ−e+ system (middle left) (d) transverse momentum for reconstructed top

quark (middle right), (e) invariant mass for the b̄µ− system (lower left), and (f) invariant

mass for the e+µ− system (lower right). In the upper panel the LO distributions for the

WW DPA are shown. The lower panel displays the relative deviation of the different DPAs

from the full calculation, δ = σDPA/σFull − 1, in per cent.
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Figure 10: Comparison of full calculation and DPAs for various distributions at a centre-

of-mass energy
√
s = 13TeV at the LHC: (a) transverse momentum for the positron (upper

left), (b) transverse momentum for the harder b jet (upper right), (c) transverse momen-

tum for the µ−e+ system (middle left) (d) transverse momentum for reconstructed top

quark (middle right), (e) invariant mass for the b̄µ− system (lower left), and (f) invariant

mass for the e+µ− system (lower right). In the upper panel the LO distributions for the

WW DPA are shown. The lower panel displays the relative deviation of the different DPAs

from the full calculation, δ = σDPA/σFull − 1, in per cent.
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Figure 8: Differential distributions at a centre-of-mass energy
√
s = 13TeV at the LHC:

(a) invariant mass of the reconstructed top quark (upper left), (b) invariant mass of the

e+b system (upper right), (c) invariant mass of the reconstructed tt̄ system (lower left),

and (d) invariant mass of the b-jet pair (lower right). The lower panel shows the relative

NLO EW correction δ = σNLO EW/σLO − 1 and the relative photon-induced contributions

δ = σγg/σLO in per cent.

its high-energy tail [44, 47]. The corresponding EW corrections are significant and vary

from 1% at 400GeV to −4% at 1300GeV. The invariant mass of the bb̄ system also

displays typical EW corrections, accounting for a 5% variation over the considered range,

accompanied by a relatively small photon-induced contribution below 2%.

The rapidity distributions of the harder bottom quark and the reconstructed top quark

are shown in Figures 9a and 9b, respectively. The rapidity distributions of the other final

states exhibit flat EW corrections similar to the ones displayed in Figure 9a. Over the whole

rapidity range, the EW corrections are small and do not show any special features, while

the photon-induced contributions are somewhat more important at high rapidities. This is

particularly true for the rapidity distribution of the reconstructed top quark. There, the
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Mt

Technical challenge:  full 2 →6 process, i.e.  pp → bb e+νeμ−νμ   @ NLO EW  (*)
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Figure 3: Representative one-loop Feynman diagrams squared. The diagram on the left-

hand side represents an EW correction to the QCD process. It can also be interpreted as a

QCD correction to the EW amplitude interfered with the QCD amplitude. The right-hand

side shows a QCD correction to the QCD amplitude interfered with the EW amplitude.

Only the top quarks are represented as the inclusion of their decay products does not alter

the discussion.
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Figure 4: Representative octagon and heptagon one-loop Feynman diagrams.

all contributions with resonant top quarks, but in addition also all contributions with one

resonant top quark.

Calculating the NLO corrections to a process with intermediate on-shell particles im-

plies to include the corrections to their production and decay. The on-shell approximation

does not include off-shell effects as well as virtual corrections that link the production

part and the decay parts or different decay parts. Such corrections should be of the order

O(Γi/Mi) [93–95] if the decay products are treated inclusively and the resonant contribu-

tions dominate. Here Γi and Mi are the width and the mass of the resonant particles,

respectively. Off-shell effects of the resonant particles can be taken into account by using

the pole approximation. In this case, the resonant propagators are fully included, while

– 6 –

[Denner, Pellen; ‘16]
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Figure 7: Transverse-momentum distributions at a centre-of-mass energy
√
s = 13TeV

at the LHC: (a) for the muon (upper left), (b) for missing momentum (upper right), (c)

for the harder b jet (middle left), (d) for the softer b jet (middle right), (e) for the b-jet

pair (lower left), and (f) for the reconstructed top quark (lower right). The lower panel shows

the relative NLO EW correction δ = σNLO EW/σLO − 1 and the relative photon-induced

contributions δ = σγg/σLO in per cent.
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• O(2-5%) around top resonance 
• possible relevance for top mass  

measurements

•  typical Sudakov behaviour 
O(10%) for pT,t = 800 GeV

•  non-resonant configurations 
 important in various observables! 

•  well described by WWbb  
 approximation

•  LO non-resonant:  
 5% for pT,t = 800 GeV 

(*) also: pp → bb e+νeμ−νμH   [Denner, Lang, Pellen, Uccirati;’16]                       
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Rare top processes

[Frederix, Pagani, Zaro; ’17]

Motivation: 
•Constraining top-quark flavour violation [1804.05598]
•Constraining qqtt operators [1708.05928
•Higgs width and top quark Yukawa coupling [1602.01934]
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Figure 4. Representative diagrams for the one-loop gg ! tt̄tt̄ amplitude. The left diagram is of
O(↵3

s), the central one is of O(↵2
s↵) and the right one is of O(↵s↵2). The interferences of these

diagrams with those shown in Fig. 3 lead to contributions to NLO1, NLO2, NLO3 and NLO4.

qq̄ ! tt̄tt̄ Born amplitude contains also O(↵2) diagrams. Thus the gg initial state con-
tributes to LOi with i  3 and the qq̄ initial states contribute to all the LOi. Also the
�g and �� initial states are available at the Born level; they contributes to LOi with re-
spectively i � 2 and i � 3. However, their contributions are suppressed by the size of the
photon parton distribution function (PDF). Representative gg ! tt̄tt̄ Born diagrams are
shown in Fig. 3. As already mentioned in the introduction, LO2 and LO3 are larger than
the values naively expected from ↵s and ↵ power counting, i.e., LO2 � (↵/↵s) ⇥ LOQCD

and LO3 � (↵/↵s)2⇥LOQCD. Thus, NLO2, NLO3 and also NLO4 are expected to be non-
negligible, especially NLO2, NLO3 because they involve “QCD corrections”2 to LO2 and
LO3 contributions, respectively. As discussed in ref. [38], the tt̄tt̄ production cross-section
is mainly given by the gg initial state, for this reason we expect LO4, (N)LO

5
and NLO6 to

be negligible. Representative gg ! tt̄tt̄ one-loop diagrams are shown in Fig. 4. Although
suppressed by the photon luminosity, also the �g and �� initial states contribute to NLOi

with i � 2 and i � 3 respectively,
Note that, for both the pp ! tt̄W± and pp ! tt̄tt̄ processes, we do not include the

(finite) contributions from the real-emission of heavy particles (W±, Z and H bosons and

2As discussed in ref. [17], this classification of terms entering at a given order is not well defined;
some diagrams can be viewed both as a “QCD correction” and an “EW correction” to different tree-level
diagrams. Nevertheless, this intuitive classification is useful for understanding the underlying structure of
such calculations. For this reason we use these expressions within quotation marks.
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Note that, for both the pp ! tt̄W± and pp ! tt̄tt̄ processes, we do not include the

(finite) contributions from the real-emission of heavy particles (W±, Z and H bosons and

2As discussed in ref. [17], this classification of terms entering at a given order is not well defined;
some diagrams can be viewed both as a “QCD correction” and an “EW correction” to different tree-level
diagrams. Nevertheless, this intuitive classification is useful for understanding the underlying structure of
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Figure 9. The m(tt̄tt̄) distribution in tt̄tt̄ production. Left: 13 TeV. Right: 100 TeV. Upper
plots: scale uncertainty bands (same layout as the plots in Figs. 5 and 6). Central plots: individual
(N)LOi contributions normalised to LO1 ⌘ LOQCD. Lower plots: same as central plots but only
with NLO2, NLO3, and their sum, at different values of the scale µ. These lower plots do not show
scale uncertainties. Note that NLO1 ⌘ NLOQCD and NLO2 ⌘ NLOEW.

– 31 –

•Sizeable (accidental) cancellation between different LO and NLO orders
•calculation of only part of the complete-NLO results would be misleading
•cancellation could be spiked by BSM effects 

much larger than the values expected from a naive ↵s and ↵ power counting. On the other
hand, even larger cancellations are present among NLO terms, although not over the whole
phase space.

The structure of the paper is the following. In sec. 2 we describe the calculations and
we introduce a more suitable notation for referring to the various O(↵i

s↵
j) contributions. In

sec. 3 we provide numerical results at the inclusive and differential levels for complete-NLO
predictions for proton–proton collisions at 13 and 100 TeV. We discuss in detail the impact
of the individual O(↵i

s↵
j) contributions. The common input parameters are described

in sec. 3.1, while pp ! tt̄W± and pp ! tt̄tt̄ results are described in secs. 3.2 and 3.3,
respectively. Conclusions are given in sec. 4.

2 Calculation framework for tt̄W±
and tt̄tt̄ production at complete-NLO

Performing an expansion in powers of ↵s and ↵, a generic observable for the processes
pp ! tt̄W±(+X) and pp ! tt̄tt̄(+X) can be expressed as

⌃tt̄W
±
(↵s,↵) =

X

m+n�2

↵m

s ↵n+1⌃tt̄W
±

m+n+1,n , (2.1)

⌃tt̄tt̄(↵s,↵) =
X

m+n�4

↵m

s ↵n⌃tt̄tt̄

m+n,n , (2.2)

respectively, where m and n are positive integer numbers and we have used the notation
introduced in refs. [11, 17]. For tt̄W± production, LO contributions consist of ⌃tt̄W

±
m+n+1,n

terms with m + n = 2 and are induced by tree-level diagrams only. NLO corrections are
given by the terms with m + n = 3 and are induced by the interference of diagrams from
the all the possible Born-level and one-loop amplitudes as well all the possible interferences
among tree-level diagrams involving one additional quark, gluon or photon emission. Anal-
ogously, for tt̄tt̄ production, LO contributions consist of ⌃tt̄tt̄

m+n,n terms with m + n = 4

and NLO corrections are given by the terms with m + n = 5. In this work we calculate
all the perturbative orders entering at the complete-NLO accuracy, i.e., m + n = 2, 3 for
⌃tt̄W

±
(↵s,↵) and m+ n = 4, 5 for ⌃tt̄tt̄(↵s,↵).

Similarly to ref. [19], we introduce a more user-friendly notation for referring to the
different ⌃tt̄W

±
m+n+1,n

and ⌃tt̄tt̄
m+n,n quantities. At LO accuracy, we can denote the tt̄W± and

tt̄tt̄ observables as ⌃tt̄W
±

LO
and ⌃tt̄tt̄

LO
and further redefine the perturbative orders entering

these two quantities as

⌃tt̄W
±

LO (↵s,↵) = ↵2

s↵⌃
tt̄W

±
3,0 + ↵s↵⌃

tt̄W
±

3,1 + ↵2⌃tt̄W
±

3,2

⌘ ⌃LO1
+ ⌃LO2

+ ⌃LO3
, (2.3)

⌃tt̄tt̄

LO(↵s,↵) = ↵4

s⌃
tt̄tt̄

4,0 + ↵3

s↵⌃
tt̄tt̄

4,1 + ↵2

s↵
2⌃tt̄tt̄

4,2 + ↵3

s↵⌃
tt̄tt̄

4,3 + ↵4⌃tt̄tt̄

4,4

⌘ ⌃LO1
+ ⌃LO2

+ ⌃LO3
+ ⌃LO4

+ ⌃LO5
. (2.4)
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Figure 1. Representative diagrams for the Born q̄q0 ! tt̄W± amplitude. The left diagram is of
O(↵s↵1/2), the right one is of O(↵3/2).
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Figure 2. Representative diagrams for the q̄g ! tt̄W±q̄0 real-emission amplitudes. The left
diagram is of O(↵3/2

s ↵1/2) and leads to log2(p2T (tt̄)/m
2

W ) terms in the NLO1 contribution. The
right one is of O(↵1/2

s ↵3/2), involves the tW ! tW scattering and contributes to the NLO3.

In a similar fashion the NLO corrections and their single perturbative orders can be defined
as

⌃tt̄W
±

NLO (↵s,↵) = ↵3

s↵⌃
tt̄W

±
4,0 + ↵2

s↵
2⌃tt̄W

±
4,1 + ↵s↵

3⌃tt̄W
±

4,2 + ↵4⌃tt̄W
±

4,3

⌘ ⌃NLO1
+ ⌃NLO2

+ ⌃NLO3
+ ⌃NLO4

, (2.5)

⌃tt̄tt̄

NLO(↵s,↵) = ↵5

s⌃
tt̄tt̄

5,0 + ↵4

s↵
1⌃tt̄tt̄

5,1 + ↵3

s↵
2⌃tt̄tt̄

5,2 + ↵2

s↵
3⌃tt̄tt̄

5,3 + ↵1

s↵
4⌃tt̄tt̄

5,4 + ↵5⌃tt̄tt̄

5,5

⌘ ⌃NLO1
+ ⌃NLO2

+ ⌃NLO3
+ ⌃NLO4

+ ⌃NLO5
+ ⌃NLO6

. (2.6)

In the following we will use the symbols ⌃(N)LOi
or interchangeably their shortened

aliases (N)LO
i
for referring to the different perturbative orders. Clearly the ⌃(N)LOi

terms
in tt̄W± production, eqs. (2.3) and (2.5), and in tt̄tt̄ production, eqs. (2.4) and (2.6), are
different quantities. One should bear in mind that, usually, with the term “LO” one refers
only to LO1, which here we will also denote as LOQCD, while an observable at NLO QCD
accuracy is ⌃LO1

+⌃NLO1
, which we will also denote as LOQCD +NLOQCD. The so-called

NLO EW corrections which are of O(↵) w.r.t. the LO1, are the ⌃NLO2
terms, so we will also

denote it as NLOEW. Since in this article we will use the (N)LO
i
notation, the term “LO”

will refer to the sum of all the LOi contributions rather than LO1 alone. The prediction
at complete-NLO accuracy, which is the sum of all the LOi and NLOi terms, will be also
denoted as “LO +NLO”.

We now turn to the description of the structures underlying the calculation of tt̄W±

and tt̄tt̄ predictions at complete-NLO accuracy. We start with tt̄W± production, which is
in turn composed by tt̄W+ and tt̄W� production, and then we move to tt̄tt̄ production.

– 5 –
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Conclusions

• SM is in excellent shape
• High-precision (Theo + Exp) allows to push limits to unprecedented levels (LHC completes LEP)
• NNLO QCD + NLO EW is the new standard: VV, V+jets, dijets, tt, HV, VBF
• Explore the unknown: tail, tails, tails!!

 Possible technical developments towards HL/HE-LHC
• NNLO QCD + PS 
• PS matching and multi-jet merging @ NLO QCD+EW
• NNLO QCD for 2→3(4)
• NNLO QCDxEW & NNLO EW
• N3LO QCD for 2→2

?New theoretical, mathematical, and 
computational concepts 

precision for HL/HE-LHC
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inclusive V: MEPS@NLO QCD+EWvirt
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experimental collaborations 
 

‣ pT, V : MEPS@NLO QCD+EW  
in agreement with  
QCDxEW (fixed-order)
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• merging ensures stable results  

(dijet topology at LO)
• compensation between 

negative Sudakov and LO mix
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EW corrections

Very large EW corrections to pp ! Z/W + 1 jet

NLO (electro)weak [Maina, Ross, Moretti ’04;Kühn,

Kulesza, S.P.,Schulze ’04–’07]

EW Sudakov logs beyond NLO [Kühn, Kulesza,

S.P.,Schulze ’04–’07; Becher, Garcia i Tormo ’13]

NLO QCD+EW with o↵-shell Z/W decays
[Denner,Dittmaier,Kasprzik,Muck ’09–’11]
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for BSM searches
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overlap with EW processes (VBF,V V
0,tj, tW , tt̄) and

interference with QCD

soft W/Z
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S. Pozzorini (Zurich University) V +multijets EW SM@LHC2015 10 / 28



How to correlate QCD uncertainties across processes?

Z+jet/W+jet LO (uncorrelated errors)
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O(40%) uncertainties
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How to correlate QCD uncertainties across processes?

consider Z+jet / W+jet pT,V-ratio @ LO

uncorrelated treatment yields  
O(40%) uncertainties
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How to correlate QCD uncertainties across processes?

consider Z+jet / W+jet pT,V-ratio @ LO

uncorrelated treatment yields  
O(40%) uncertainties

correlated treatment yields tiny  
O(<~ 1%) uncertainties
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check against NLO QCD!

NLO QCD corrections remarkably flat 
in Z+jet / W+jet ratio!
→ supports correlated treatment of 
uncertainties!
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How to correlate QCD uncertainties across processes?

consider Z+jet / W+jet pT,V-ratio @ LO

uncorrelated treatment yields  
O(40%) uncertainties

correlated treatment yields tiny  
O(<~ 1%) uncertainties

check against NLO QCD!

NLO QCD corrections remarkably flat 
in Z+jet / W+jet ratio!
→ supports correlated treatment of 
uncertainties!
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Also holds for higher jet-multiplicities
→ indication of correlation also in 
higher-order corrections beyond NLO!
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How to correlate these uncertainties across processes?

• take scale uncertainties as fully correlated:  
NLO QCD uncertainties cancel at the <~ 1 % level

Z/W Z/ɣ

QCD uncertainties: ratios
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How to correlate these uncertainties across processes?

δ < 2 % δ < 3-4 %

QCD uncertainties: ratios

→effectively degrades precision of last calculated order 

• take scale uncertainties as fully correlated:  
NLO QCD uncertainties cancel at the <~ 1 % level

• introduce process correlation uncertainty based on K-factor difference: 
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How to correlate these uncertainties across processes?

QCD uncertainties: ratios

→effectively degrades precision of last calculated order 

• take scale uncertainties as fully correlated:  
NLO QCD uncertainties cancel at the <~ 1 % level

• introduce process correlation uncertainty based on K-factor difference: 
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check against NNLO QCD!
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How to correlate these uncertainties across processes?

QCD uncertainties: ratios

→effectively degrades precision of last calculated order 

• take scale uncertainties as fully correlated:  
NLO QCD uncertainties cancel at the <~ 1 % level

• introduce process correlation uncertainty based on K-factor difference: 

Z/W Z/ɣ

Uncertainty estimates at NNLO QCD
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κEW ± δ(1)κEW
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Uncertainty estimate of (N)NLO EW from naive 
exponentiation x 2:

↵(L2 + L1)

check against two-loop Sudakov logs 
[Kühn, Kulesza, Pozzorini, Schulze; 05-07]

↵2(L4 + L3)

where �, � and ⇠ are anomalous dimensions depending on the EW quantum394

numbers of the scattering particles. The hard cross section has the form395
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where M = MW ⇠ MZ , Q2
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In this work we will employ the explicit NLL Sudakov results of [12–16],410

which have been implemented, in addition to exact NLO QCD+NLO EW am-411

plitudes, in the OpenLoops matrix-element generator [4, 17]. Let us recall412

that the results of [12–16] are based on the high-energy limit of virtual one- and413

two-loop corrections regularised with a fictitious photon mass of order MW .414

This generates logarithms of the form ↵
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W ) that correspond to the415

combination of virtual one- and two-loop EW corrections plus corresponding416

photon radiation contributions up to an effective cut-off scale of order MW . In417

the case of V+ jet production, for physical observables that are inclusive with418

respect to photon radiation, this approximation is accurate at the one-percent419

level [13, 16, 18].420

In this work we will employ full EW results at NLO and NLL Sudakov loga-421

rithms at NNLO. In the notation of eq. (24)-(26), for fully-differential partonic422
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Transverse-momentum distributions including exact NLO EW corrections and426

Sudakov logarithms at NLO and NNLO are shown in Fig. 4, which confirms427

that the accuracy of the Sudakov approximation at NLO is very high, thereby428

supporting the usage of EW Sudakov logarithms at NNLO.429

9At NLO, EW corrections are known exactly and also NNLL asymptotic expansions [12–16]
are available.
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Mixed QCD-EW uncertainties

Here j1 denotes the first jet, while the total transverse energy H
tot
T is defined in terms of the jet

and W -boson transverse momenta12 as

H
tot
T = pT,W +

X
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pT,jk , (6.3)

where all jets that satisfy (6.1) are included.
Our default NLO results are obtained by combining QCD and EW predictions,
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S↵) will

be included, while LO EW–QCD mixed and photon-induced terms of O(↵
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S ↵
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) will be discussed

in Section 6.4. In order to identify potentially large effects due to the interplay of EW and QCD
corrections beyond NLO, we will also consider the following factorised combination of EW and
QCD corrections,
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If this approach can be justified by a clear separation of scales—such as in situations where QCD
corrections are dominated by soft interactions well below the EW scale—the factorised formula
(6.6) can be regarded as an improved prediction. Otherwise, the difference between (6.5) and (6.6)
should be considered as an estimate of unknown higher-order corrections.

In the following sections, we will present QCD+EW and QCD⇥EW NLO corrections relative
to �

NLO
QCD, which corresponds to the ratios
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Note that the QCD⇥EW ratio (6.8) corresponds to the usual NLO EW correction relative to LO,
which is free from NLO QCD effects, while the QCD+EW ratio (6.7) depends on �

NLO
QCD. In particu-

lar, for observables that receive large NLO QCD corrections, the relative QCD+EW correction can
be drastically suppressed as compared to the QCD⇥EW one. This feature is typically encountered
in observables that receive huge QCD corrections of real-emission type. In such situations, NLO
QCD+EW predictions for pp ! W +n jets are dominated by tree-level contributions with one extra
jet, and the inclusion of NLO QCD+EW corrections for pp ! W +(n+1) jets becomes mandatory.

6.1 W+
+ 1 jet

Among the various W+(multi)jet production processes, the inclusive production of a W boson
in association with (at least) one jet is the one that features the strongest sensitivity to NLO
QCD radiation. This is clearly illustrated by the results shown in Figures 13–14 and Table 2. In
particular, large NLO QCD effects arise in the tails of the inclusive distributions in the W -boson and

12Note that at variance with the definition (5.3) of ĤT, here we use transverse momenta and not transverse energies.
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Difference between these two approaches indicates 
size of missing mixed EW-QCD corrections.
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Figure 8: NLO EW predictions for the production of Z(! `
+
`
�
)+jets (left) and

W
±
(! `⌫)+jets (right) at 13TeV. The NLO EW corrections for vector boson

production in association with one jet (blue) are compared with corresponding
corrections for the production in association with two jets (green). In the V +2j
predictions we require, besides the inclusive event selection detailed in section 4,
at least two anti-kT jets with R = 0.4 and pT,j1,2 > 30 GeV (without any ⌘ cuts).
The lower ratio plot shows the difference in the EW corrections between the
one- and two-jet processes, �NLOEW = 

V jj
NLOEW � 

V j
NLOEW for the full NLO

EW corrections (red) and excluding the finite mixed QCD-EW Bremsstrahlung
interference contributions from the V +1j production (magenta).

where the mixed EW–QCD uncertainty reads633

�K
(V )
mix(x) = 0.1

h
K

(V )
TH,�(x, ~µ0)�K

(V )
TH,⌦(x, ~µ0)

i
, (46)634

and the related nuisance parameter should be Gaussian distributed with one635

standard deviation corresponding to the range "mix 2 [�1,+1]. This rather636

small value of the factor 0.1 in eq. (46) reflects the high degree of EW–QCD637

factorisation observed in Fig. 8. Variations of "mix should be correlated across638

different processes.639

In Fig. 9 the difference between the additive and the multiplicative combina-640

tion of QCD and EW corrections together with the corresponding uncertainty641

estimate (46) is shown for the various V +jet processes.642

4 Setup for numerical predictions643

In this section we define physics objects (Section 4.1), acceptance cuts and ob-644

servables (Section 4.2), and input parameters (Section 4.3) to be used in the645

theoretical calculations for pp ! W
±
/Z/�+ jet.646
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tuned to cover above di↵erence of EW K-factors
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strong support for 
• factorization 
• multiplicative QCD x EW combination

Estimate of non-factorising contributions 

(tuned to cover above difference of EW K-factors )

Z(ℓ+ℓ−)+ jet
Z(ℓ+ℓ−) + 2 jets

full NLO EW
without QCD-EW interference in V+j
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Top-free W+W- definitionsTheoretical definition(s) of top-free W
+
W

� production

Huge Wt and tt̄ contamination from

+40% NLOz }| {
W

+
W

�
b and

+400% NNLOz }| {
W

+
W

�
bb̄

intimately connected with W
+
W

� through g ! bb̄ singularities

top subtraction tricky and not unique ) theoretical ambiguity in �
(N)NLO
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Definition A: veto b-quark emissions in 4F scheme (mb > 0)

) ln(mb/MW ) terms might jeopardize NNLO accuracy!

Definition B: top-resonance fit in 5F-scheme (mb = 0)

lim
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�
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h
�
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tt̄ + ⇠t �
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2

t �
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i

) for inclusive �
NNLO

WW only 1–2% ambiguity (A vs B)
�t/�
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Relevant issue for percent-precision tests of W+
W

� physics! . . . Relation to �
EXP

WW ?
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