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Outline

• Axion-like particles

• Galaxy Clusters and ALP conversion

• Search for spectral distortions
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Axion-Like Particles

• Has shift-symmetry

• This is expected to be broken at some level (“no 
global continuous symmetries in Quantum Gravity”)

• Generically arise in string compactifications (often 
even              or more)

• Explore the light and weakly interacting frontier!
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a � a + const

L = 1
2�µa�µa

O(100)

[Banks, Seiberg ‘10]
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with parameters      (decay constant) and scale

Axion-Like Particles
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Breaking to discrete symmetry can be described by

L = 1
2�µa�µa + �4(1 � cos a

fa
)

fa �

Also possible: Explicit breaking e.g. via

L = 1
2�µa�µa + 1

2m2a2
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Axion-Like Particles

•      naturally              to              , higher and 
lower hard but possible(?)

•       anything really, since                                    
for example                                                      
and                                            gives

• also various couplings to SM
 5

Consider remaining discrete symmetry (ALPs):

What are possible values for      and                 ?fa ma = �2

fa

fa O(MP )O(MS)

ma

�S = 1011 GeV, fa = 1017 GeV
�4 � M2

P �2
Se�Sinst

Sinst = 2�/�G, �G = 0.04
ma � 10�15 eV

[Svrcek, Witten ’06]
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Axion-Like Particles
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• Strong CP problem (axions)

• Viable dark matter candidate

• Inflation

• Collider constraints

• “Direct detection” constraints: Madmax, 
Abracadabra, … SuperCDMS, Lux,…

[Peccei, Quinn ’77]

               [Freese, Friedman, Olinto ’90, 
Silverstein, Westphal ’06…]

                                                   [Abbott,Sikivie ‘83; Turner ’83;
Arias, Cadamuro, Goodsell, Jaeckel, Redondo, Ringwald ’12,…]

                                   [Alekhin et al ’15, 
Jaeckel, Spannowsky ’15; Bauer, Neubert, Thamm ’17,…]

                                                                 [Agnese et al ’13, 
Kahn et al ’16, Caldwell et al ’17,  Akerib et al ’17]
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Axion-Like Particles
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Rich phenomenology:
D
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Axion-Like Particles
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We will explore the phenomenology arising from the 
coupling to Electromagnetism:

1
4ga�� a Fµ� F̃µ�

with ga�� = ca�/fa

Don’t have to assume any cosmological 
abundance, just that they exist!

[Sikivie ’83; Raffelt, Stodolsky ‘88]
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Axion-Like Particles

• Coupling to EM:

• For general ALPs         and       are unspecified and 
unrelated (unlike for the QCD axion)

•                                         Supernova 1987A Bound
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ma

L = 1
2�µa�µa + 1

4Fµ�Fµ� + 1
4ga��aFµ� F̃µ� � 1

2m2
aa2

ga��

ga�� � 5 � 10�12 GeV�1

ga�� a E · B

�B

�

a

x

[Brockway, Carlson, Raffelt ’96; Grifols, Massó, Toldrà ’96, 
Payez, Evoli, Fischer, Giannotti, Mirizzi ’15]
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How could we see ALPs?
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a
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�B

L

�B
a
�

a

L
a

��

�B �B

L L e.g. ALPS II e.g. CAST, IAXO

e.g. spectral distortions

central AGN – a dataset of extraordinary quality for searching for spectral irregularities.
Furthermore, there are also 180 ks of observation time with XMM-Newton taken in 2001 and
2006. This dataset is not as rich as the Chandra dataset, but allows us to cross check our
analysis with a di↵erent instrument. In this paper, we use these datasets to search for, and
constrain, axion-like particles.

The paper is organised as follows. Section 2 provides further details on the physics of
ALPs and the attractiveness of bright quasars or AGNs for searching for ALPs. Section 3
describes the Chandra and XMM-Newton observations that we have used and their proper-
ties. Section 4 describes the Chandra analysis, the e↵ects of pile-up and strategies taken to
mitigate pile-up. Section 5 describes the analysis of XMM-Newton data. In Section 6 we
describe bounds on the ALP-photon coupling and in Section 7 we conclude. In Section A
we discuss irregularities in the data at the 10% level and possible ALP, astrophysical or
instrumental origins.

2 AGNs and ALP physics

If axion-like particles exist, they interconvert with photons in a background magnetic field
hBi 6= 0 [12, 13, 22]. This occurs because the magnetic field generates, via equation (1.1),
a 2-particle interaction between the ALP a and the photon �, resulting in a mixing of the
mass eigenstates. In a mathematically identical fashion to neutrino oscillations, photons and
ALPs then have a finite probability of inter-conversion as they pass through the magnetic
field. This is a quantum-mechanical e↵ect, and results in an evolution of the quantum state

| initi = |�(E)i �! | finali = ↵|�(E)i+ �|a(E)i ,

where |↵|2+|�|2 = 1, and �(E) [a(E)] denotes a photon [ALP] with energy E. The conversion
probability |�|2 depends on the free electron density (which sets the e↵ective photon mass),
the magnetic field (which sets the strength of the mixing) and the magnetic field coherence
length (which determines the region over which mixing applies).

The calculational details of this are standard. Following the original papers [12, 13, 22],
the physics of axion-like particles passing through magnetic fields has been described in
many works. An incomplete list of articles studying aspects of photon-ALP interconversion
in astrophysical magnetic fields includes [11, 14–18, 23–33].

In this respect, galaxy clusters at X-ray energies sit at a sweet spot for photon-ALP
physics. This is due to two key results. First, galaxy clusters are particularly e�cient
environments for photon-ALP interconversion. The electron densities are relatively low.
Clusters have magnetic fields that are not significantly smaller than in galaxies, but in which
the B-field extends over megaparsec scales, far greater than the tens of kiloparsecs applicable
for galactic magnetic fields. The magnetic field coherence lengths in clusters are also larger
than in galaxies, comfortably reaching tens of kiloparsecs. For massless ALPs, this feature
singles out galaxy clusters as providing the most suitable environment in the universe for
ALP-photon interconversion.2

For convenience we will restrict to massless ALPs in this paper. As the e�ciency
of ALP-photon conversion depends on |m2

a � !2
pl
|
�2, where !pl is the plasma frequency in

2Although they appear appealing, magnetars and related objects do not provide e�cient environments for
ALP-photon conversion [13].

– 3 –

P��a � |�|2

x�B

�

a
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ALP to photon conversion

• Can be expressed as linearized Schrödinger 
equation

• similar to neutrino oscillations for two generations
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5.2 we discuss both particular and generic features of the generated photon flux, and we compare our
results for axion-photon conversion of the CAB to the observed soft excess luminosities in Coma [6].

5.1 Numerical simulation

The simulation of axion-photon conversion in the Coma cluster can be divided into three steps: first,
a stochastic magnetic field of the type consistent with observations of Faraday rotation measures is
generated on a large lattice; second, an initial axion state of a particular energy is quantum mechan-
ically propagated through this lattice; and finally, by normalising the initial axion distribution to the
CAB spectrum derived in [8], the resulting photon luminosities and spectrum are obtained.

5.1.1 Magnetic field generation

Following the detailed prescription reviewed in section 4.2, we have generated a numerical model
of the Coma magnetic field, on a 20003 grid with an s = 0.5 kpc unit cell size, using C++. This
way the Nyquist criterion that the sampling rate of a dataset must be greater (ideally much greater)
than twice the frequency of the dataset is satisfied for fields with structure only on scales larger than
⇤min > 2s = 1kpc. We note that such a small unit cell size places a limit on the size of the field we
can generate, making it impractical to go beyond ⇡ 1Mpc3.

As outlined in section 4.2, the values of the Fourier coe�cients of the vector potential are gener-
ated randomly for all modes in the range of equation (4.11). After computing the momentum space
magnetic field, the real space representation is obtained by performing a discrete Fourier transform
using FFTW 3.3.3 routines [105].

The real-space magnetic field is modulated as in equation (4.13) so as to exhibit attenuation over
cluster scales. The normalisation constant C is chosen so that the average magnitude of the magnetic
field within the core radius, rc, of the cluster is equal to the parameter B0. In detail, this gives

C =
Nr<rcP

r<rc
Bgen.(

ne
n0

)⌘
, (5.1)

where Nr<rc denotes the number of lattice points at radii less than the cluster radius.

As discussed in section 4.2, the observation of rotation measures from Faraday rotation does
not completely determine the parameters of the stochastic model, but rather restricts their values to
certain degeneracy classes. In this paper we consider three sets of magnetic field parameters, which
are listed in table 1 on page 22.

5.1.2 Axion-photon propagation I: Homogeneous solution

In this section we outline the theory of axion-photon conversions in an external magnetic field. In the
presence of an external magnetic field, axions and photons mix via the term

L �
1

8M
aFµ⌫ F̃

µ⌫
⌘

1

M
a ~E · ~B ⌘ ga��a

~E · ~B . (5.2)

From the wave equation for particles propagating in the z-direction, the corresponding linearised
equation of motion for the axion-photon system is [106]

0

@! +

0

@
�� �F ��ax

�F �� ��ay

��ax ��ay �a

1

A� i@z

1

A

0

@
|�xi

|�yi

|ai

1

A = 0 . (5.3)

Here ! denotes the energy of the photon and axion modes and �F denotes the Faraday rotation of
photon polarisation states due to the cluster magnetic field. Since this mixing is between photons
only, in the limit of small axion-photon mixing this e↵ect is negligible and we will henceforth set it to

– 19 –

zero. The refractive index for photons in the plasma is given by �� = �!
2
pl/2!, where !pl =

q
4⇡↵ne
me

denotes the plasma frequency of the ICM. The axion-photon mixing is induced by the matrix element
��ai = Bi/2M . The mass of the axion determines the final diagonal matrix element: �a = �m

2
a
/!.

Formally, we may write the general solution to equation (5.3) as
0

@
|�xi

|�yi

|ai

1

A (L) = Tz

"
exp

 
�i!LI � i

Z
L

0
M(z)dz

!#0

@
|�xi

|�yi

|ai

1

A (0) , (5.4)

with

M(z) =

0

@
��(z) 0 ��ax(z)

0 ��(z) ��ay(z)
��ax(z) ��ay(z) �a(z)

1

A . (5.5)

In direct analogy with the standard treatment of the Schrödinger equation in quantum mechanics, we
have here introduced the ‘z-ordering’ operator Tz in (5.4).

In section 5.2 we will describe the results of numerically integrating equation (5.3) for the inho-
mogeneous magnetic field discussed in section 5.1.1. However, it is illuminating to first consider the
simpler case of a homogeneous electron density and magnetic field in some domain of size L (along
the z-direction). In this case, the homogeneity makes the ‘z-ordering’ and the integral over dz trivial.
Furthermore, since only photons with polarisation parallel to the magnetic field couple to axions, a
simple rotation in the x-y plane reduces the non-trivial part of the problem to that of a 2-body system
of
���k
↵
and |ai. The non-trivial part of the z-evolution generator M can then be diagonalised by an

orthogonal rotation by an angle ✓ satisfying

tan (2✓) =
2�a�

�a ���

, (5.6)

where now �a� = B/2M . The eigenvalues of M are given by �± = �̄± ��, with �̄ = �a+��

2 and

�� =
1

2

q
(�a ���)2 + 4�2

a�
. (5.7)

The z-propagation is now trivial and, expressed in the original basis, results in the oscillation of an
initially pure axion state, |ii = (0, 0, 1)T , into the final state

0

@
|�?i���k
↵

|ai

1

A (L) =

0

@
0

e
�i(#+⇡

2 ) sin(2✓) sin(L��)
e
�i#

�
cos(L��) + i sin(L��)

�
1� 2 sin2 ✓

��

1

A , (5.8)

where # is a phase that will be unimportant for our discussion. Thus, in a single domain with a
homogeneous magnetic field, the probability that an axion converts into a photon is given by

P (a ! �) = sin2(2✓) sin2 (L��) = sin2(2✓) sin2
✓

�

cos 2✓

◆
, (5.9)

where tan 2✓ = 2B?!

Mm
2
eff
, � = m

2
effL

4! and m
2
e↵ = m

2
a
� !

2
pl.

For a single domain with a coherent magnetic field, the axion-photon conversion probability is
completely determined by the angles ✓ and �. For the values of electron density and magnetic field
relevant for galaxy clusters, and for the values of ! and M that we will consider, the ✓ angle is always
in the small-angle approximation,

✓ ⇡
B?!

Mm
2
e↵

= 8.1⇥ 10�5

✓
n0

ne

◆✓
B?
1µG

◆⇣
!

200 eV

⌘✓1013 GeV

M

◆
. (5.10)

Here, as in (4.12), n0 denotes the central electron density in the Coma cluster, n0 = 3.44⇥10�3 cm�3.
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Here, as in (4.12), n0 denotes the central electron density in the Coma cluster, n0 = 3.44⇥10�3 cm�3.
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Here, as in (4.12), n0 denotes the central electron density in the Coma cluster, n0 = 3.44⇥10�3 cm�3.
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[Raffelt, Stodolsky ‘88]

��a i = ga��Bi/2
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ALP to photon conversion

• BIG magnetic fields      and/or

• LONG coherence length

• Suppressed by weak couplings

 12

General scaling of conversion probability in coherent 
magnetic fields: 

Needs

B2

L2

g2
a��

P (� � a) � g2
a�� B2 L2



ALPs and the X-ray Universe Markus Rummel / 47

Outline

• Axion-like particles

• Galaxy Clusters and ALP conversion

• Search for spectral distortions
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Why Clusters are good for 
seeing ALPs

• Astrophysical parameters at X-ray energies:

• Terrestrial parameters at X-ray energies

 14

Much longer coherence length beats stronger 
magnetic field

�
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ALP photon conversion
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Why X-rays?
• Axion-photon interconversion (for ma<10-12eV, effectively 

massless) in galaxy clusters: 

• Sweet spot at X-ray energies:
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The X-ray universe
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ALP-photon conversion

 17

� Look at Galaxy Clusters in X-ray!
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Magnetic Fields in Galaxy Clusters
• Electron density via X-ray 

brightness profile

• Magnetic field via Faraday 
rotation

 18

of magnitude in extreme cases.
Under the assumption that the soft excess is explained by a photon spectrum (2.3)

originating from a CAB, the fitting procedure can be used to bound ECAB - or equivalently
the mean CAB energy - from above. Raising ECAB corresponds to shifting the CAB peak
in Figure 2 to higher energies, and above a certain Emax

CAB
there will be significant energy

deposition in the R7 band. This is undesirable since the R7 emission can be solely explained
by thermal ICM emission. We find that the quality of the overall fit to the R2 and R7
spectrum worsens significantly for hECABi > hECABi

max
' 0.37 keV in all five regions that

the cluster outskirts have been divided into.

3 Predicted Excess from ALP conversion

Our aim is to see whether the excess soft X-ray halo around the Coma cluster can be explained
by the conversion of ALPs into photons. ALPs convert to photons in homogeneous magnetic
fields, with a mixing that is set by the di↵erence between the ALP mass and the e↵ective
photon mass (the plasma frequency). The computation of ALP-photon mixing therefore
requires knowledge of both the magnetic field and the electron density. We first describe
our model for the electron density in the Coma outskirts (Section 3.1) and then describe
our model for the magnetic field (Section 3.2). In Section 3.3 we perform some consistency
checks to show that our numbers are reasonable, before finally describing in Section 3.4 how
we compute the probability of ALP to photon conversion for a given astrophysical model.

3.1 Density profile of hot gas in Coma

The Coma cluster has a complex structure when examined in detail [51]. However, the broad
X-ray picture of the cluster is simpler. It consists of a roughly spherical central region,
with the merging NGC4839 group located about 0.6� south-west from the centre and some
emission in between (e.g., see Figure 1 of [47]). This suggests the use of a simple analytical
model to describe the cluster, consisting of the sum of two �-models.

X-rays emitted from clusters come chiefly from the intracluster medium (ICM), a hot
plasma, via thermal bremsstrahlung. Good fits for the electron density are obtained from
the �-model [46]:

ne(r) = n0

✓
1 +

r2

r2c

◆� 3
2�

. (3.1)

The expression is inspired by considering an isothermal cluster in hydrostatic equilibrium.
The parameters rc and � of the �-model are empirical, allowing for the accurate determination
of the gas density even when the isothermal-hydrostatic assumption is not valid [52].

Using ROSAT to fit the surface brightness, best fit parameters were found by [47] to be
� = 0.75± 0.03, rc = 291± 17 kpc and n0 = 3.44± 0.04 · 10�3 cm�3. This fit was performed
up to a distance of about 100 arcmin (1.67� or 2.8Mpc from the centre). The central density
n0 is a derived quantity from the best-fit central surface brightness [47].

Another study of the Coma X-ray surface brightness (with XMM-Newton) [53] focused
on the core region (central 1000 arcsec ⇠ 0.3� ) of the cluster. They found the parameters
for the �-model to be � = 0.6 and rc = 245 kpc. Within the central region the ROSAT
and XMM-Newton fits, assuming the same central density, are consistent with each other
(less than 5% di↵erence). An older fit to the Coma cluster using the Einstein Observatory
within the central 0.2 degrees [52], once corrected for cosmology, results in � = 0.67 and
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Figure 1. Colours: X-ray emission from the Coma cluster and the NGC4839 group from the Rosat All Sky Survey (Briel et al. 1992). Contours: Radio emission
fromWSRT at 325 MHz (Venturi et al. 1990). Contours level are at 0.3, 1 and 3 mJy/beam. The beam is ∼ 50”×125”. Crosses mark the position of the sources
in the Coma cluster (green and red) and in the NGC4839 group (white crosses), analysed in this work.

2 kpc at the cluster’s redshift. Having a high resolution is crucial to
determine small-scale RM fluctuations. At the same time, we also
need good sensitivity to the extended emission, in order to image
RM variations on the largest scales. The largest angular scale
(LAS) visible in the 20-cm band with the B array is 120′′ . From
NVSS the sources 5C4.20 and 5C4.43 have a larger angular extent,
hence we also observed them with C array configuration. Details
of the observations are given in Table 1. Since observations were
taken in the VLA-EVLA transition period, baseline calibration was
performed, using the source 1310+323 as calibrator. The source
3C286 was used as both primary flux density calibrator1 and as
absolute reference for the electric vector polarisation angle. The
source 1310+323 was observed as both a phase and parallactic
angle calibrator.
We performed standard calibration and imaging using the NRAO
Astronomical Imaging Processing Systems (AIPS). Cycles of
phase self-calibration were performed to refine antenna phase
solutions on target sources, followed by a final amplitude and
gain self-calibration cycle in order to remove minor residual gain
variations. Total intensity, I, and Stokes parameter Q and U images
have been obtained for each frequency separately. The final images
were then convolved with a Gaussian beam having FWHM =
5′′×5′′ (∼ 2.3×2.3 kpc). Polarization intensity P =

√

U2 + Q2,
polarization angle Ψ = 1

2 atan(U,Q) and fractional polarization
FPOL = P

I images were obtained from the I, Q and U images.
Polarization intensity images have been corrected for a positive
bias. The calibration errors on the measured fluxes are estimated to
be ∼ 5%.

1 we refer to the flux density scale by (Baars et al. 1977)

2.2 Radio properties of the observed sources

In this section the radio properties of the observed sources are
briefly presented. Further details are given in Table 2.
Redshift information is available for three out of the seven radio
sources. Although the redshift is not known for the other four radio
sources, they have not been associated with any cluster galaxy
down to very faint optical magnitudes: Mr ! -15 (see Miller et al.
2009). This indicates that they are background radio sources, seen
in projection through the radio relic. In the following, the radio
emission arising from the selected sample of sources is described
together with their main polarisation properties.

5C4.20 - NGC 4789
The radio emission of NGC 4789 is associated with an elliptical
galaxy with an apparent optical diameter of ∼ 1′.7 located at
redshift z∼0.028 (De Vacoulers et al. 1976). It lies at ∼ 1.5◦ from
the cluster centre, South-West of the Coma relic. The radio source
is characterised by a Narrow Angle Tail (NAT) structure. In our
high-resolution images the source shows two symmetric and colli-
mated jets that propagate linearly from the centre for ∼ 35′′ in the
SE- NW direction (see Fig. 2). Then, the jets start bending toward
North-East up to a linear distance of ∼ 130′′ from the galaxy. The
brightness decreases from the centre of the jets towards the lobes
that appear more extended in the 20-cm band images. On average
the source is polarised at the 20% level at 1.485 GHz and at the
24% level at 4.935 GHz. Lower resolution images by Venturi et al.
(1989) show that the total extent of the source is ∼ 6′, from the
core to the outermost low-brightness features. Venturi et al. (1989)
also note that no extended lobes are present at the edges of the jets,
and the morphology of the low brightness regions keeps following
the jets’ direction without transverse expansion.
5C4.16

c⃝ 0000 RAS, MNRAS 000, 000–000

[Bonafede,Vazza,Bruggen,Murgia,
Govoni,Feretti,Giovannini,Ogrean’13]

rc = 0.31Mpc. This density profile is again broadly consistent with the ROSAT and XMM-
Newton studies and the more recent Suzaku observations of the Coma cluster [49].

To model the electron density in the outskirts up to distances of around 4 degrees or
6.8Mpc, we use the �-model evaluated at these radii. This gives an estimate for the electron
density there as ne(6Mpc) ⇠ 6 · 10�6 cm�3. This region is part of the Coma supercluster,
and these electron densities are typical of those expected from supercluster regions, and is
an order of magnitude above the mean density of hydrogen nuclei in the universe n̄H =
⌦b

⇢crit

mH

(1 � Y )(1 + z)3 ⇡ 2 · 10�7 cm�3.3 This suggests that the model for the electron
density is meaningful at such large radii and does not produce results which are physically
implausible.

As the �-model is extended beyond the infalling NGC4839 group, the contribution of
this group to ne and consequently to the magnetic field needs to be included. Little is known
about the plasma distribution in the group. The mass of NGC4839 is ⇠ 0.1 of the Coma
cluster [54]. It was modeled by [55] as another �-model localised at the position of NGC4839
scaled in a self-similar way from the model for the central part of the cluster with NGC4839
�-model parameters of n0 = 3.44 ⇥ 10�3 cm�3, � = 0.75 and rc = 134 kpc. Away from the
group the double-� model (Coma+NGC4839) quickly converges to the single-� model fitted
by excluding the group. It also agrees well with the gas density profile obtained by Suzaku
observations in the direction of NGC4839 (see Figure 14 in [55]). For this paper we use the
double-� model.

3.2 Magnetic field model in the outskirts of Coma

As we discuss below in Section 3.4, the magnitude of ALP-photon conversion depends on
the square of the magnetic field. The first evidence for the magnetic field in the Coma
cluster came from the di↵use radio halo [56] associated with synchrotron radiation that
extends beyond the central 1Mpc of the cluster. The magnitude of synchrotron emission
is degenerate between the density of the relativistic electron population and the strength
of the magnetic field. The equipartition assumption can be used to break this degeneracy,
leading to an estimate of B ⇠ 0.7�1.9µG [57], averaged over the central 1Mpc3. A potential
observational method to break the degeneracy is by directly observing the relativistic electron
population via a hard X-ray signal from inverse Compton scattering of CMB photons o↵ the
relativistic electrons. The lack of such non-thermal hard X-ray emission from Coma then
places a lower bound on the average magnetic field of B > 0.2µG [58, 59].

A di↵erent method for determining the magnetic field comes from Faraday rotation
of linearly polarised light. The ICM plasma and the magnetic field induce di↵erent phase
velocities for right-handed and left-handed circularly polarised light. This causes a wave-
length dependent rotation of the plane of polarisation for linearly polarised light coming
from localised radio sources.

 obs(�) =  0 + �2 RM, (3.2)

where  is the angle of polarisation, � the frequency of light and

RM =
e3

2⇡m2
e

Z

l.o.s

ne(l)Bk(l)dl , (3.3)

is the rotation measure. The Faraday rotation method probes the component of the mag-
netic field parallel to the line of sight multiplied by the electron density. To constrain the

3
⌦b is the baryon fraction in the universe, ⇢crit the critical density of the universe and Y is the Helium

abundance.
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magnitude, simulated magnetic fields with a given spectrum are used to produce mock RM
images which are then compared with the measured ones [60]. This in turn provides the
perpendicular component of the field which is relevant for ALP conversion (Section 3.4).

Radio halo observations and magneto-hydrodynamics simulations suggest the magni-
tude of the magnetic field is attenuated with distance from the cluster centre [60]. Therefore
the radial dependence of the absolute value of the magnetic field is modelled as a scaling of
the electron density,

B(r) = C ·B0

✓
ne(r)

n0

◆
⌘

, (3.4)

where the constant C is chosen such that B0 corresponds to the average magnetic field in
the core of the cluster. The ⌘ parameter is determined empirically (e.g., through fitting
Faraday rotation measures [33, 55, 60]). Theoretically motivated values come from either the

isothermal result, B(r) / ne(r)
1
2 or the case where the magnetic field is ‘frozen’ into matter

B(r) / ne(r)
2
3 .

The actual magnetic field is turbulent and multi-scale. It can be modelled as a Gaussian
field with a power spectrum h|B̃(k)|2i / |k|�n+2 over a range of scales between kmin =
2⇡/⇤max and kmax = 2⇡/⇤min. The magnetic field then has structure between the two
scales ⇤max and ⇤min.

In [33], Faraday rotations measures within 1.5 Mpc from the Coma cluster centre were
used to constrain models of the magnetic field. The best fit values for the central magnetic
field and the ⌘ parameter were B0 = 4.7µG and ⌘ = 0.5, with a 1� range between (B0 =
3.9µG; ⌘ = 0.4) and (B0 = 5.4µG; ⌘ = 0.7). There is a degeneracy between the power-law
index n and the maximum coherence scale ⇤max. The data can be fitted by a Kolmogorov
spectrum (n = 17/3) with scales between ⇤min = 2kpc and ⇤max = 34 kpc, but equally well
by a flat spectrum (n = 4) with coherence lengths between ⇤min = 2kpc and ⇤max = 100 kpc,
and (B0 = 5.4µG; ⌘ = 0.7). These two models are summarised in Table 1.

Our description of the magnetic field will be based on these models, with the radial
parameter taken to the outskirts region. On general grounds, the coherence length is expected
to grow as one moves to the outskirts and the electron density decreases. We will analyse
this by considering two extreme cases. For equilibrium cool-core clusters the characteristic
turbulence length scale has been argued to grow as L / n�1

e [61]. The best fit for the
magnetic field profile from Faraday rotation measures coincides with the isothermal scaling
(⌘ = 0.5) and the spectrum that well describes the data is Kolmogorov. Hence this scaling
of the characteristic length (L / n�1

e ) is adopted as an extremal case that could apply to the
Coma cluster. The other case is where the coherence lengths stay the same all the way to the
outskirts of the cluster, with the most adequate description being somewhere between the
two extremes. In the case where the characteristic length scale grows with radius its value is
fixed by specifying the average coherence lengths within the cluster core.

3.3 Consistency checks in outskirts

We find typical magnetic fields in the outskirts region at about 4 Mpc from the Coma centre
to be B ⇠ 0.35µG for Model A and B ⇠ 0.15µG for Model B.

Let us check that these values are reasonable. There have been a limited number of
observational studies of magnetic fields in the outskirts of clusters/ on supercluster scales.
A value of B ⇠ 0.5µG was found by [62] in the study of the bridge region of the Coma
cluster, at a distance of around 1.5Mpc from the Coma centre. [63] also finds evidence for
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� (via simulation vs RM)

� turbulent B � O(µG) with L � O(10kpc)

[Ryu, Schleicher, Treumann, Tsagas, Widrow ’11]
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Figure 1. Left—The photon survival probability along a line of sight modelled on that from NGC1275
to us, for a randomly generated magnetic field. A central magnetic field of B0 = 15µG was assumed,
with a radial scaling of hB(r)i ⇠ ne(r)0.7. There were 100 domains, with lengths drawn randomly
between 3.5 and 10 kpc, and the total propagation length being 620 kpc. The ALP-photon coupling
is ga�� = 1.5 ⇥ 10�12GeV�1 (roughly a factor of three beyond the current upper limit ga�� < 5 ⇥

10�12GeV�1 from SN1987A). One should not take too seriously the particular details of the magnetic
field model used, as there is no observational data to constrain the precise range of magnetic field
coherence lengths in the Perseus cluster, but the quasi-sinusoidal structure arises generically. Right—
The photon survival probability for the same magnetic field convolved with a Gaussian with FWHM
of 150eV.

with a quasi-sinusoidal oscillatory structure at X-ray energies. This provides distinctive
spectral features to search for. We illustrate this in Figure 1, where we plot a typical photon
survival probability as a function of energy, along a single line of sight modelled on that from
NGC1275 to us.

The precise form of the survival probability is not predictable. It depends on the actual
magnetic field structure along the line of sight, and so di↵ers for each line of sight. Faraday
rotation measures can give statistical information about the strength and extent of magnetic
fields, as for the Coma cluster in [34], but the actual magnetic field along any one line of
sight is unknown. However the form shown in Figure 1 – a quasi-sinusoidal structure with a
period that increases with energy – is generic, and arises for any reasonable choice of central
magnetic field value or range of coherence lengths. The ine�ciency of conversion at energies
E . 0.2keV is also generic, implying that e↵ects of photon-ALP conversion are not visible
in the optical (and below) range.

Figure 1 (right) also shows the same survival probability convolved with a Gaussian
with full width at half maximum (FWHM) of 150eV, representing the approximate energy
resolution of the CCD detectors present on Chandra and XMM-Newton satellites (the precise
figure of 150eV is taken from the in-orbit performance of the ACIS-I detectors on Chandra,
see table 6.4 of the Chandra proposer’s guide3). While at lowest energies the oscillations
are too rapid to be resolved by CCD detectors, and would require micro-calorimeters such as
those that were present on Hitomi4, in general it is fortuitous that the scales of the oscillations
match those of the X-ray telescopes extensively used to observe galaxy clusters.

If ALPs exist, then for photons arriving from a single location, this conversion imprints

3http://cxc.harvard.edu/proposer/POG/html/chap6.html
4The energy resolution from Hitomi is expected to be ⇠ 5 eV.
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ga�� = 1.5 · 10�12 GeV�1, B0 = 15µG, �B(r)� � ne(r)0.7,

3.5 kpc < L < 10 kpc over 100 domains

along line of sight

Simulation:

[Berg, Conlon, Day, Jennings, Krippendorf, Powell, MR ‘16]
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Modulations

• Finite energy resolution of the telescope
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Effects that can wash out modulations:
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Figure 1. Left—The photon survival probability along a line of sight modelled on that from NGC1275
to us, for a randomly generated magnetic field. A central magnetic field of B0 = 15µG was assumed,
with a radial scaling of hB(r)i ⇠ ne(r)0.7. There were 100 domains, with lengths drawn randomly
between 3.5 and 10 kpc, and the total propagation length being 620 kpc. The ALP-photon coupling
is ga�� = 1.5 ⇥ 10�12GeV�1 (roughly a factor of three beyond the current upper limit ga�� < 5 ⇥

10�12GeV�1 from SN1987A). One should not take too seriously the particular details of the magnetic
field model used, as there is no observational data to constrain the precise range of magnetic field
coherence lengths in the Perseus cluster, but the quasi-sinusoidal structure arises generically. Right—
The photon survival probability for the same magnetic field convolved with a Gaussian with FWHM
of 150eV.

with a quasi-sinusoidal oscillatory structure at X-ray energies. This provides distinctive
spectral features to search for. We illustrate this in Figure 1, where we plot a typical photon
survival probability as a function of energy, along a single line of sight modelled on that from
NGC1275 to us.

The precise form of the survival probability is not predictable. It depends on the actual
magnetic field structure along the line of sight, and so di↵ers for each line of sight. Faraday
rotation measures can give statistical information about the strength and extent of magnetic
fields, as for the Coma cluster in [34], but the actual magnetic field along any one line of
sight is unknown. However the form shown in Figure 1 – a quasi-sinusoidal structure with a
period that increases with energy – is generic, and arises for any reasonable choice of central
magnetic field value or range of coherence lengths. The ine�ciency of conversion at energies
E . 0.2keV is also generic, implying that e↵ects of photon-ALP conversion are not visible
in the optical (and below) range.

Figure 1 (right) also shows the same survival probability convolved with a Gaussian
with full width at half maximum (FWHM) of 150eV, representing the approximate energy
resolution of the CCD detectors present on Chandra and XMM-Newton satellites (the precise
figure of 150eV is taken from the in-orbit performance of the ACIS-I detectors on Chandra,
see table 6.4 of the Chandra proposer’s guide3). While at lowest energies the oscillations
are too rapid to be resolved by CCD detectors, and would require micro-calorimeters such as
those that were present on Hitomi4, in general it is fortuitous that the scales of the oscillations
match those of the X-ray telescopes extensively used to observe galaxy clusters.

If ALPs exist, then for photons arriving from a single location, this conversion imprints

3http://cxc.harvard.edu/proposer/POG/html/chap6.html
4The energy resolution from Hitomi is expected to be ⇠ 5 eV.
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Modulations

• Finite energy resolution of the telescope

• Destructive interference from different lines of 
sight whenever 

• Insufficient statistics: Oscillations                 are 
indistinguishable from Poisson Errors 
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Effects that can wash out modulations:
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Similar analyses

• [Wouters & Brun ’13] searched for spectral 
modulations in AGN in Hydra A                          
(only 1% of the data used here)

• [Fermi-LAT ’16] looked at NGC1275 in GeV    
where                  can be resonantly large                    
if                                                                   
(different region in ALP parameter space)

• see also [H.E.S.S. ’13] analysis of PKS 2155-304
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P (� � a)
ma � 10�10 � 10�8 eV
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Which telescope?
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Suzaku Chandra

Hitomi

�E = 5 eV, �� = 60��

XMM-Newton

�E = 100 eV,
�� = 5��

�E = 100 eV,
�� = 60�� �� = 0.5��

�E = 100 eV,

Wishlist:
• Many counts

• Avoid Pileup

• Good Signal / Background
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Figure 2. NGC1275 in three types of observation, from left to right: centre of the chip in 2004
(Chandra ObsID 4952), midway between the edge and centre of the chip in 2009 (ObsID 11714), and
the edge of the chip in 2009 (ObsID 11713). The colour coding is adjusted to account for the di↵erent
observation times such that each colour corresponds to the same count-rate across images.

3 The Observations

3.1 Chandra

The deep Chandra observations involving NGC1275 can be divided into three main groups.
The first involves 200ks of ACIS-S observations taken in 2002 together with 800ks of ACIS-S
observations taken in 2004.6 In these observations NGC1275 is close to the aimpoint. The
second group involves 300ks of ACIS-I observations carried out in 2009, where NGC1275 is
approximately midway between the edge of the chips and the aimpoint. The third group
involves 200ks of ACIS-I observations also taken in 2009, in which NGC1275 is close to the
edge of one of the chips, around 8 arcminutes from the aimpoint. Finally, there are also some
brief pre-2002 observations that we do not include.

The relevance of this classification is that the point spread function of the telescope
grows o↵-axis. In the first group, the photons from the AGN su↵er little dispersion and are
highly concentrated on a few pixels. In the third group, the arriving photons are scattered
over many pixels, whereas the second group is intermediate.

The consequence of this is that, despite having the shortest observation time, it is the
third group (the 200ks in which NGC1275 is at the edge of the detector) that provides the
cleanest data set. In the first case, the superb optics of Chandra work against it; almost all
photons are concentrated onto a few pixels, and these central pixels are highly contaminated
by pile-up. In this case a clean spectrum can only be obtained by extracting from the wings
of the point spread function – which however reduces the photon count. In the last case
however, being highly o↵-axis causes su�cient degradation of the optics that the arriving
photons are scattered over many pixels, resulting in greatly reduced pile-up. The second
grouping is intermediary in quality between these two. This is illustrated in Figure 2, which
shows images of NGC1275 for each of the di↵erent observation types.

Another relevant factor is that the brightness of the AGN varies substantially with
time. As described in [4], the NGC1275 AGN was brightest from 1970 to 1990, before

6Note for particle theorists: the ACIS instrument has two main modes, ACIS-S and ACIS-I. One ACIS-S
chip leads to an 8 arcminute by 8 arcminute field of view, while ACIS-I will result in a 16 arcminute by 16
arcminute field of view.
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ACIS-IACIS-S ACIS-I
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X-ray data: XMM-Newton

• Angular resolution: 8.5” vs 0.5” Chandra                        
Worse Signal/Background contrast for XMM

• Effective Area: 1000 cm2 vs 340 cm2 Chandra

• Pileup is an issue here too
 28
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X-ray data: Hitomi

• Angular resolution: 60” vs 0.5” Chandra                        
AGN cannot be resolved

• 20 times better Energy resolution

• Died just after a few weeks in operation
 29

275 ks of data

�

[Hitomi Collaboration ‘16]
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Outline

• Axion-like particles

• Galaxy Clusters and ALP conversion

• Search for spectral distortions
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Spectral Analysis
• The spectral shape of an AGN is modelled by

• where    is the powerlaw index and      is the hydrogen 
column density,     the photoelectric cross-section

• Pileup can be dealt with in two ways:

1. Exclude central piled up pixels

2. Model the effects of pileup (jdpileup)
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Figure 3. The complete stacked spectrum of the ACIS-I edge observations, involving 229000 counts
after background subtraction. The fit is to an absorbed power law, and results in nH = 2.1⇥1021cm�2

and a spectral index of � = 1.77. � refers to the standard deviation from the model expectation for
a Poissonian count rate.

counts a bin,10 and fitted between 0.8 and 5 keV with an absorbed power law xswabs ⇥

powlaw1d,
AE��

⇥ e�nH�(E) . (4.1)

Here A denotes the normalisation of the power-law, � the power-law index, and nH the
e↵ective Hydrogen column density.

The resulting fit is shown in Figure 3, together with the fractional ratio of data to model.
The best-fit value of nH is 2.1 ⇥ 1021cm�2 and the power-law index is � = 1.82. While the
absorbed power-law is a reasonable characterisation of the data, there are two large localised
residuals: one positive between 2–2.2 keV and one negative around 3.4–3.6 keV. There is
an upward trend at 5 keV. As the e↵ective area of Chandra begins to fall o↵ rapidly here,
and there are also intrinsically fewer photons expected, pile-up plays a proportionately more
important role. This rising trend continues beyond 5 keV and we attribute this to the e↵ects
of pile-up.

We next plot the complete spectra for the ACIS-I observations in which NGC1275 is
midway on the chip (11714, 11715, 11716, 12037). As for each observation NGC1275 is in
di↵erent locations relative to the aimpoint, the optical distortions di↵er for each case and
customised extraction regions were used. For 11714, this was a circle of radius 3.5 arcseconds.
For 11715, this was an ellipse of radii 4.6 and 6.4 arcseconds. For 11716, an ellipse of radii
4.4 and 5.7 arcseconds was used, while for 12037 an ellipse of radii 4.1 and 6.4 arcseconds

10In general we bin so that there are approximately one hundred bins in total. If there are too few counts
per bin, then the fit is insensitive to localised modulations as can be produced by ALPs, as the goodness-of-fit
is insensitive to the sign of the residuals.
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Figure 3. The complete stacked spectrum of the ACIS-I edge observations, involving 229000 counts
after background subtraction. The fit is to an absorbed power law, and results in nH = 2.1⇥1021cm�2

and a spectral index of � = 1.77. � refers to the standard deviation from the model expectation for
a Poissonian count rate.

counts a bin,10 and fitted between 0.8 and 5 keV with an absorbed power law xswabs ⇥

powlaw1d,
AE��

⇥ e�nH�(E) . (4.1)

Here A denotes the normalisation of the power-law, � the power-law index, and nH the
e↵ective Hydrogen column density.

The resulting fit is shown in Figure 3, together with the fractional ratio of data to model.
The best-fit value of nH is 2.1 ⇥ 1021cm�2 and the power-law index is � = 1.82. While the
absorbed power-law is a reasonable characterisation of the data, there are two large localised
residuals: one positive between 2–2.2 keV and one negative around 3.4–3.6 keV. There is
an upward trend at 5 keV. As the e↵ective area of Chandra begins to fall o↵ rapidly here,
and there are also intrinsically fewer photons expected, pile-up plays a proportionately more
important role. This rising trend continues beyond 5 keV and we attribute this to the e↵ects
of pile-up.

We next plot the complete spectra for the ACIS-I observations in which NGC1275 is
midway on the chip (11714, 11715, 11716, 12037). As for each observation NGC1275 is in
di↵erent locations relative to the aimpoint, the optical distortions di↵er for each case and
customised extraction regions were used. For 11714, this was a circle of radius 3.5 arcseconds.
For 11715, this was an ellipse of radii 4.6 and 6.4 arcseconds. For 11716, an ellipse of radii
4.4 and 5.7 arcseconds was used, while for 12037 an ellipse of radii 4.1 and 6.4 arcseconds

10In general we bin so that there are approximately one hundred bins in total. If there are too few counts
per bin, then the fit is insensitive to localised modulations as can be produced by ALPs, as the goodness-of-fit
is insensitive to the sign of the residuals.

– 11 –

229000 counts, � = 1.77, nH = 2.1 · 1021cm�2, AGN/Cluster = 6.5/1
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Figure 13. MOS 2006 spectral fit. The best fit parameters are listed in Table 3.

5.2 Pile-up in XMM-Newton

We describe more precisely here why, in terms of spectral features around 2–2.2 keV, the
e↵ects of pile-up are much more severe for XMM-Newton than for Chandra. The key plot for
this is Figure 14, which shows the relative behaviour of pile-up for Chandra ACIS-I and XMM-
Newton MOS cameras. This plot shows, for both instruments, the expected distribution
of pile-up events compared to the distribution of single-photon events for observations of
NGC1275. The basic assumptions underlying this plot are that pile-up is dominated by two-
photon events and that the overall spectrum provides a relatively accurate picture of single-
photon events. The pile-up distribution then comes, essentially, from adding the spectrum
to itself.

We suppose that a fixed overall pile-up fraction (for definiteness 10%) applies in both
cases. What will be the impact around 2 keV?

For Chandra, the peak in the pile-up spectrum is around 3 keV. Figure 14 implies
that the proportion of piled-up photons around 2–2.2 keV is lower than the proportion of
good photons around 2–2.2 keV. This means that the fractional contribution of pile-up to
the spectrum in the 2–2.2 keV region is less than the overall pile-up fraction. In contrast,
for XMM-Newton, the peak in the pile-up spectrum is around 2.4 keV. Above 2 keV, the
fractional contribution of pile-up is larger than the overall pile-up fraction. The proportion of
piled-up photons in this region is then higher than the overall pile-up fraction. This becomes

– 23 –
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63000 counts, � = 1.65, nH = 1.3 · 1021cm�2, AGN/Cluster = 1/3
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HITOMI CONSTRAINTS ON THE 3.5 KEV LINE IN PERSEUS 3

Fig. 1.— SXS spectrum from the whole field of view, combining 3 pointings. Energy is in the observer frame; bins are 4 eV for clarity (2 eV bins were used for
fitting). Vertical error bars are 1σ Poisson uncertainties in each bin, horizontal error bars denote the bins. Red curve is a best-fit bapec model with kT = 3.5 keV,
abundances of 0.54 solar (same for all elements), l.o.s. velocity dispersion of 180 km/s, and a power-law component as required by a fit in a broader band (see
text). Prominent atomic lines seen in the model (identified using AtomDB) are marked, along with the interesting Ar xvii satellite line (B14) that’s too faint to be
seen in the model. Brackets show 90% confidence intervals on the unidentified 3.5 keV line energy for the most-restrictive XMM MOS stacked-clusters sample
in B14 (red) and for the XMM MOS Perseus spectrum from the region covered by the SXS (blue).

The SXS broad-band effective area calibration is not yet good
enough for fitting multiple continuum components reliably.
Therefore, to derive a spectral shape for the AGN component,
we extracted the AGN spectrum from the off-center Chan-
dra Perseus observations (those where the point-like AGN
is not affected by pileup) and obtained a power-law photon
slope α = −1.8 (defined as S X ∝ Eα) and an absorption
column (Galactic plus intrinsic) of 3.3 × 1021 cm−2. We in-
cluded a component of this shape along with the thermal
model and fit the SXS spectrum in the 3–7 keV band, ob-
taining a normalization for the AGN component of 9.0× 10−3
phot cm−2 s−1 keV−1 at E = 1 keV. We fix it in the subsequent
fits and leave further discussion of the AGN spectrum for fu-
ture work. Its contribution to the 3–4 keV flux is 15% and it
does not affect our results.
The 2.85–4.1 keV spectrumwith the best-fit model is shown

in Fig. 1. This energy interval is chosen to include all the in-
teresting lines but avoid the effective area uncertainty sharply
increasing at lower energies. The bapec model parameters for
a fit in this band are kT = 3.48 ± 0.07 keV, an abundance of
0.54±0.03 Solar, and the line-of-sight (l.o.s.) velocity disper-
sion of 179±16 km/s (which becomes 197±16 km s−1 without
the pixel energy alignment). The fit is formally good with C-
statistic of 603 (χ2 = 611) for 619 d.o.f. If the power-law
component is omitted, the temperature changes to 3.70± 0.07
keV and abundance to 0.48 ± 0.02.

The parameters obtained from a fit in this narrow inter-
val are qualitatively similar to those from a broader 3–7 keV
band with the power-law slope fixed at −1.8, which gives
kT = 3.84 ± 0.02 keV (though with a considerably higher
abundance, 0.68 ± 0.01, now dominated by Fe lines). The
closeness of the best-fit temperatures, even though they are
statistically inconsistent, suggests that the shape of the effec-
tive area curve over the 3–7 keV band is reasonably correct.
As a further check, we also compared the best-fit normaliza-
tion of our bapec model to that from Chandra for the same
region of the cluster, excluding the AGN. Our normalization
is ∼10% below Chandra’s, which is a good agreement, given
the preliminary calibration and the simplified accounting for
the PSF.
As seen in Fig. 1, lines from all elements are fit surprisingly

well with a simple single-temperature, single-abundance
model. Some possible faint lines (K xviii Heα, Ar xviiHeβ, K
xix Lyα) may show problems with line energies, but none of
these lines is a significant detection. Line identifications and
individual abundances will be addressed in a future work.

4.2. Constraint on the previously reported 3.5 keV line
The red and blue brackets in Fig. 1 show 90% confidence

intervals for the 3.5 keV line energy for the most sensitive
measurement of B14, that of the XMM MOS stacked-cluster
sample, and for the XMM MOS spectrum of the Perseus re-

[Hitomi Collaboration ‘16]

AGN only ~15%      No constraints on modulations�
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Modulations 

• To get more detailed bounds we need to put in a 
magnetic field model

•              (conservative)
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most severe around 2.4 keV for XMM-Newton, where the pile-up spectrum peaks. Here, a
10% overall pile-up fraction would result in a local additional contribution of ⇠ 30% due to
pile-up.

This is where the structure of the MOS e↵ective area (cf. [41]) is also crucial. The MOS
e↵ective area has edges around 1.8 and 2.3 keV, with the 2–2.2 keV region as a local plateau
above these. To leading order, the distribution of single photon counts in this region should
respect these dips and plateau in the e↵ective area – and this is the behaviour that a fitting
program will attempt to enforce. However pile-up events do not respect the e↵ective area
structure at the energy at which they are registered. When a significant number of pile-up
events arrives across this region, it distorts the resulting fits. In particular, it generates
artificial excesses in regions of low e↵ective area and artificial deficits in regions of high
e↵ective area.

As for XMM-Newton all observations of NGC1275 are on-axis, pile-up is always a sig-
nificant contaminant for the central regions where a significant contrast can be achieved
against the cluster emission. Fits to this central region produce deficits in the 2 - 2.2 keV
and excesses above that. This behaviour is clearest in the 2006 pn observations, which has
the largest degree of pile-up, but it is also visible for the MOS cameras.13 Consistent with a
pile-up origin, this e↵ect reduces with cleaner data samples.

We also note that for XMM-Newton observations of NGC1275, pile-up is in general
harder to deal with than for Chandra and there are no really clean data samples. For central
extraction regions, pile-up is a significant contaminant. For annular extraction regions, the
large point spread function of XMM-Newton makes it hard to obtain a strong contrast of
the AGN emission compared to the cluster. Furthermore, even for annular extraction regions
pile-up is not eliminated as a contaminant due to the intrinsic brightness of the central region
of the Perseus cluster, and the larger pixel sizes on XMM-Newton,

6 Bounds

Before considering the potential signals in the data, we want to use the above results to
constrain ALPs and the ALP-photon mixing parameter.

It is clear from the spectra in the previous sections that an absorbed power-law is a good
fit to the Perseus data up to residuals of around 10%. Using this, we can say that on passing
from NGC1275 through the Perseus cluster and towards us, hP (� ! a)i . 20%. It follows
that ALP-photon couplings large enough to generate the saturated limit of hP (� ! a)i = 1/3
are excluded, as these would produce larger residuals in the data than are actually observed.

To obtain approximate bounds on ga�� , we compare two models for the flux F (E)
observed from NGC1275:

• Model 0: An absorbed power law F0(E) = AE��
⇥ e�nH�(E), as described in Equa-

tion (4.1).

13This happens even when the actual data points shows a rising trend in counts in the 2 - 2.2 keV region. For
example, inspection of the data for pattern 0 photons for a central extraction for the 2006 MOS observations
shows a clear apparent excess at 2.1 - 2.2 keV, but the overall fit reports a deficit across this whole region.

– 24 –

vs AE�� � e�nH�(E) � P��a

O(10%)
� �P��a� � 20%

B � B0n�
e

� = 0.7

• Model 1: An absorbed power law multiplied by the photon survival probability as-
suming the existence of ALPs with coupling ga�� . In this case the predicted flux
also depends upon the magnetic field B along the line of sight. We have F1(E,B) =
AE��

⇥ e�nH�(E)
⇥ P�!�(E(1 + z),B, ga��).

Although we have (limited) empirical estimates of the strength of the magnetic field in
Perseus, the exact structure is unknown. In practice, we randomly generate many instances
of the field from a given power spectrum. The parameter most relevant to ALP-photon
conversion is the central magnetic field strength B0, estimated as 25µG in [35]. We assume
that B decreases with radius as B / n0.7

e . The electron density ne has the radial distribution
found in [1],

ne(r) =
3.9⇥ 10�2

[1 + ( r

80 kpc)
2]1.8

+
4.05⇥ 10�3

[1 + ( r

280 kpc)
2]0.87

cm�3 .

We simulate each field realisation with 100 domains. The length l of each domain is between
3.5 and 10 kpc, randomly drawn from a Pareto distribution with minimum length 3.5 kpc
and power 2.8. We therefore have:

P (l > x) =

8
><

>:

0 forx > 10 kpc ,

(3.5 kpc
x

)2.8 for 3.5 kpc < x < 10 kpc ,

1 forx < 3.5 kpc .

(6.1)

The coherence length and power spectrum of the magnetic field in the centre of Perseus
is not observationally determined. Instead, these parameters are motivated by those found
for the cool core cluster A2199 [42], taking a conservative value for the magnetic field radial
scaling. The magnetic field and electron density are constant in each domain, with B(r) and
ne(r) evaluated at the centre of the domain and the direction of B chosen at random.

We compute 95% confidence limits on ga�� by generating fake data from Model 1 and
assessing how well it is fit by Model 0 i.e. how well the oscillations due to ALP-photon
conversion can hide in the Poisson noise. We use the clean ACIS-I edge observations for
this analysis. We fit the spectrum between 1 and 4 keV (a region una↵ected by pile-up)
and bin such that there are 1000 counts in each energy bin. We use Sherpa’s Levenberg-
Marquardt fitting method with Poisson errors derived from the value of the data in each
bin. Our procedure to determine whether ALPs with coupling ga�� are excluded at the 95%
confidence level is as follows:

1. Fit Model 0 to the data and find the corresponding reduced �2, �2
data.

2. Randomly generate 50 di↵erent magnetic field realisations Bi for the line of sight to
NGC1275.

3. For each Bi, compute P�!�(E,Bi, ga��) by numerically propagating photons at di↵er-
ent energies through Bi, as described for example in [17]. We take 300 photon energies
equally spaced between 1 and 4 keV.

4. For each Bi, generate 10 fake data sets from Model 1, using Sherpa’s fake pha method.

– 25 –

[Churazov et al ’03]

[Berg, Conlon, Day, Jennings, Krippendorf, Powell, MR ‘16]
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Three cases:

B0 = 25µG, 3.5 kpc < L < 10 kpc
[Taylor et al ’06,
 Vacca et al ‘12]

� ga�� � 1.5 � 10�12 GeV�1 (95%)

B0 = 15µG, 0.7 kpc < L < 10 kpc (very conservative)

� ga�� � 3.8 � 10�12 GeV�1 (95%)

� ga�� � 5.9 � 10�12 GeV�1 (95%)

B0 = 10µG, 0.7 kpc < L < 10 kpc (ultra conservative)

Supernova bound: ga�� � 5 � 10�12 GeV�1 (95%)
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behind Galaxy clusters

 37

Source Cluster ne,0 rc � B0 Ltotal

(10�3cm�3) (kpc) µG (Mpc)
B1256+281 Coma 3.44 291 0.75 4.7 2

SDSS J130001.47+275120.6 Coma 3.44 291 0.75 4.7 2
NGC3862 A1367 1.15 308 0.52 3.25 1
IC4374 A3581 20 75 0.6 1.5 1
2E3140 A1795 50 146 0.631 20 1

CXOUJ134905.8+263752 A1795 50 146 0.631 20 2
UGC9799 A2052 35 32 0.42 11 1

Table 1. Parameters for the electron density and magnetic field models used for each of the clusters.
All sources use ⌘ = 0.7, Lmin = 1kpc and Lmax = 17kpc. For Coma the parameters are taken from
[32]. For A1367 the �-model parameters come from [36] and the magnetic field from the article by
M. Henriksen in [37]. For A1795 the central magnetic field is taken from [38], the �-model parameters
from [39] and the central electron density from [40]. For A2052 the parameters are taken from [41]
and [42] (correcting an error in the conversion of the core radius from arcseconds to kiloparsecs). For
the poor cluster A3581 the central electron density is taken from [43, 44]. We could not find beta
model parameters in the literature and have used illustrative values of rc = 75kpc and � = 0.6. For
the central magnetic field we used the value for the poor cluster A194 [34] of B0 = 1.5µG.

We model the magnetic field as a series of 1-dimensional domains. The lengths of the
domains are drawn from a power-law distribution, restricted to a minimal and maximal length
Lmin and Lmax.3 The number of domains is chosen to match the total extent of the path
through the cluster. For sources that are behind a cluster, we take the total propagation
length to be 2 Mpc, and for central AGNs we take a propagation length of 1 Mpc. For
sources embedded inside a cluster (where the 3-dimensional location is unknown) we also use
a propagation length of 1 Mpc.4 With these choices of lengths, we are e↵ectively treating the
linear size of the cluster as 2 Mpc. The exact boundary is somewhat arbitrary, but as the
magnetic field falls o↵ with the distance from the centre of the cluster (as B(r) / ne(r)⌘),
conversion is suppressed far away from the cluster centre.

We draw magnetic field domain lengths according to a probability distribution

Prob(L) / L
�1/3

.

This power spectrum involves a range of scales, with power predominantly at larger scales.
It is therefore sensitive to the maximal length scale Lmax used in the model. This index is
based on the Kolmogorov power spectrum Prob(|k|) / k

�5/3.

There are three important caveats to be placed on the magnetic fields used. The first
is the uncertainty in the statistical characterisation of the magnetic field. Existing radio
observations are only able to do this for a limited number of cases (for example Coma [32]).
While one expects broad similarity in the magnitudes and coherence lengths of the magnetic
field between clusters, this represents an uncertainty that will require future observations
with the Square Kilometre Array to reduce.

3
For the Coma field, we use Lmin = 0.5⇤min and Lmax = 0.5⇤max. This is because ⇤min and ⇤max, as

used in [32], are full 2⇡ periods, over which the magnetic field reverses orientation.
4
For a source towards the front (rear) of the a cluster, this will result in bounds that are overly strong

(weak).

– 6 –

[Conlon, Day, Jennings, Krippendorf, MR ‘17]
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Abstract. We extend previous searches for X-ray spectral modulations induced by ALP-
photon conversion to a variety of new sources, all consisting of quasars or AGNs located in
or behind galaxy clusters. We consider a total of seven new sources, with data drawn from
the Chandra archive. In all cases the spectrum is well fit by an absorbed power-law with
no evidence for spectral modulations, allowing constraints to be placed on the ALP-photon
coupling parameter ga�� . Two sources are particularly good: the Seyfert galaxy 2E3140 in
A1795 and the AGN NGC3862 within the cluster A1367, leading to 95% bounds for light
ALPs (ma . 10�12eV) of ga�� . 1.5⇥10�12GeV�1 and ga�� . 2.4⇥10�12GeV�1 respectively.
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Data Outlook

• i.e. spectrum that is not piled up

• AGN has increased it’s intensity in recent years

• XMM would have signal / background of 9 / 1 now

• XMM has “small window mode”       max count 
rate without pileup is 25 cts/s (10 cts/s expected)

• Hitomi/Athena can potentially resolve line width
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A clean, deep spectrum of NGC1275 doesn’t exist yet

�
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Athena (late 2020s)
• ~10 time effective area 

than XMM

• 2.5 eV Energy resolution

• 5’’ angular resolution

 40

Projected bounds on ALPs from ATHENA 3
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Figure 1: Above—A randomly generated photon survival probabil-
ity along the line of sight from NGC 1275 to us: unconvolved (blue),
convolved with a Gaussian with FWHM 150 eV (a typical energy res-
olution of Chandra’s ACIS-I detector (red)) and 2.5 eV for Athena’s
X-IFU detector (orange). A central magnetic field of B0 = 25µG was
used, with a radial scaling of B ⇠ n0.7

e , further details in Section 4.
The ALP-photon coupling is ga�� = 5 ⇥ 10�13GeV�1. Small, rapid
oscillations at low energies, and larger oscillations at high ener-
gies, are generic features of these survival probabilities. At energies
< 2 keV Chandra is unable to resolve oscillations while Athena per-
forms much better. Left—The same photon survival probabilities,
showing the sensitivity of X-IFU to oscillations at low energies.

has far more potential to detect ALP-induced oscillations than the
best current satellites. The aim of this paper is to make the first
quantitative estimate of the extent to which Athena will be able to
improve constraints on ga�� .

4 ESTIMATE OF PROJECTED BOUNDS

In terms of estimating bounds on ga�� we use the same method
as previously applied with Chandra data (Berg et al. 2017). This
allows for a direct comparison between the capabilities of Chandra
and Athena in terms of placing bounds.

We simulate Athena observations of NGC 1275, using two
models for the photon spectra of the AGN. The first is a standard
spectrum without ALPs, and the second is a model with the same
spectrum multiplied with the photon survival probability distribu-
tion as introduced in Section 2. Using simulations of the X-IFU
detector response, we fit spectra generated assuming ALP-photon
conversion with the model without ALPs (Model 0) and then we
compare this fit to the fit of the spectrum generated without ALPs to
the same model. To allow for the uncertainty in the magnetic field
configuration along the line of sight, we repeat this analysis using
many di�erent randomly generated magnetic fields.

The two photon spectra that we model are:

(i) Model 0: An absorbed power law plus thermal background:

F0(E) = (AE�� + BAPEC) ⇥ e�nH�(E,z), (5)

where A and � are the amplitude and index of the power law, E is
the energy, nH is the equivalent hydrogen column, �(E, z) is the
photo-electric cross-section at redshift z, and BAPEC is the standard
plasma thermal emission model.

(ii) Model 1: An absorbed power law plus thermal background,
multiplied by a table of survival probabilities for photons of di�erent
energies:

F1(E,B) = (AE��+BAPEC)⇥e�nH�(E,z)
⇥P�!�(E(1+z),B, ga��) .

(6)

The index of the power law was set based on the best fit value from
the cleanest Chandra observations of NGC 1275, and its normali-
sation was determined based on the Hitomi 230 ks observation of
Perseus in 2016 (Aharonian et al. 2017). As the AGN in 2016 was
roughly twice as bright as in 2009 and it has previously exhibited
large historical variation (Fabian et al. 2015), it may be again much
brighter (or dimmer) in 2028, which would a�ect both the con-
trast against the cluster background and also the observation time
required to achieve a certain constraint on ga�� .

The 2016 Hitomi observation also constrained the temperature,
abundances and velocity dispersion of the cluster thermal emission
to a high degree of accuracy (Aharonian et al. 2017). For the spectral
shape of the cluster background, we used the single-temperature
bapec model that was a good fit to the Hitomi spectrum across its
field of view. While this single-temperature model is unlikely to be
a good fit for the background contiguous to the AGN, it represents a
useful proxy for the actual background that can only be determined at
the time. The normalisation of the background was set by extracting
a circular region of the cluster emission close to the AGN from
the Chandra observations, of radius equal to the angular resolution
of Athena, and determining the best fit. All model parameters are
shown in Table 2.

As for the study with Chandra, we take the central magnetic
field value as B0 ⇠ 25µG, following (Taylor et al. 2006). We also
assume that B decreases with radius as B / n0.7

e . As there is not
a direct measurement of the power spectrum and coherence length
for the Perseus magnetic field, we base the model on those inferred
for the cool core cluster A2199 (Vacca et al. 2012).

The electron density ne has the radial distribution found in
(Churazov et al. 2003):

ne(r) =
3.9 ⇥ 10�2

[1 + ( r

80 kpc )
2]1.8

+
4.05 ⇥ 10�3

[1 + ( r

280 kpc )
2]0.87 cm�3. (7)

The magnetic field is generated over 300 domains, whose

MNRAS 000, 1–5 (2017)
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Figure 1: Above—A randomly generated photon survival probabil-
ity along the line of sight from NGC 1275 to us: unconvolved (blue),
convolved with a Gaussian with FWHM 150 eV (a typical energy res-
olution of Chandra’s ACIS-I detector (red)) and 2.5 eV for Athena’s
X-IFU detector (orange). A central magnetic field of B0 = 25µG was
used, with a radial scaling of B ⇠ n0.7

e , further details in Section 4.
The ALP-photon coupling is ga�� = 5 ⇥ 10�13GeV�1. Small, rapid
oscillations at low energies, and larger oscillations at high ener-
gies, are generic features of these survival probabilities. At energies
< 2 keV Chandra is unable to resolve oscillations while Athena per-
forms much better. Left—The same photon survival probabilities,
showing the sensitivity of X-IFU to oscillations at low energies.

has far more potential to detect ALP-induced oscillations than the
best current satellites. The aim of this paper is to make the first
quantitative estimate of the extent to which Athena will be able to
improve constraints on ga�� .

4 ESTIMATE OF PROJECTED BOUNDS

In terms of estimating bounds on ga�� we use the same method
as previously applied with Chandra data (Berg et al. 2017). This
allows for a direct comparison between the capabilities of Chandra
and Athena in terms of placing bounds.

We simulate Athena observations of NGC 1275, using two
models for the photon spectra of the AGN. The first is a standard
spectrum without ALPs, and the second is a model with the same
spectrum multiplied with the photon survival probability distribu-
tion as introduced in Section 2. Using simulations of the X-IFU
detector response, we fit spectra generated assuming ALP-photon
conversion with the model without ALPs (Model 0) and then we
compare this fit to the fit of the spectrum generated without ALPs to
the same model. To allow for the uncertainty in the magnetic field
configuration along the line of sight, we repeat this analysis using
many di�erent randomly generated magnetic fields.

The two photon spectra that we model are:

(i) Model 0: An absorbed power law plus thermal background:

F0(E) = (AE�� + BAPEC) ⇥ e�nH�(E,z), (5)

where A and � are the amplitude and index of the power law, E is
the energy, nH is the equivalent hydrogen column, �(E, z) is the
photo-electric cross-section at redshift z, and BAPEC is the standard
plasma thermal emission model.

(ii) Model 1: An absorbed power law plus thermal background,
multiplied by a table of survival probabilities for photons of di�erent
energies:

F1(E,B) = (AE��+BAPEC)⇥e�nH�(E,z)
⇥P�!�(E(1+z),B, ga��) .

(6)

The index of the power law was set based on the best fit value from
the cleanest Chandra observations of NGC 1275, and its normali-
sation was determined based on the Hitomi 230 ks observation of
Perseus in 2016 (Aharonian et al. 2017). As the AGN in 2016 was
roughly twice as bright as in 2009 and it has previously exhibited
large historical variation (Fabian et al. 2015), it may be again much
brighter (or dimmer) in 2028, which would a�ect both the con-
trast against the cluster background and also the observation time
required to achieve a certain constraint on ga�� .

The 2016 Hitomi observation also constrained the temperature,
abundances and velocity dispersion of the cluster thermal emission
to a high degree of accuracy (Aharonian et al. 2017). For the spectral
shape of the cluster background, we used the single-temperature
bapec model that was a good fit to the Hitomi spectrum across its
field of view. While this single-temperature model is unlikely to be
a good fit for the background contiguous to the AGN, it represents a
useful proxy for the actual background that can only be determined at
the time. The normalisation of the background was set by extracting
a circular region of the cluster emission close to the AGN from
the Chandra observations, of radius equal to the angular resolution
of Athena, and determining the best fit. All model parameters are
shown in Table 2.

As for the study with Chandra, we take the central magnetic
field value as B0 ⇠ 25µG, following (Taylor et al. 2006). We also
assume that B decreases with radius as B / n0.7

e . As there is not
a direct measurement of the power spectrum and coherence length
for the Perseus magnetic field, we base the model on those inferred
for the cool core cluster A2199 (Vacca et al. 2012).

The electron density ne has the radial distribution found in
(Churazov et al. 2003):

ne(r) =
3.9 ⇥ 10�2

[1 + ( r

80 kpc )
2]1.8

+
4.05 ⇥ 10�3

[1 + ( r

280 kpc )
2]0.87 cm�3. (7)

The magnetic field is generated over 300 domains, whose
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Outlook: Athena
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Projected bounds on ALPs from ATHENA 5
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Figure 3: Overview of exclusion limits on axion couplings vs mass.
For axion masses ma ⇠ 10�12eV then ALP-photon conversion can
enter a resonant regime, with the potential of stronger bounds around
this critical mass. We do not perform a detailed study of the resonant
regime in this work and focus only on the low-mass region. Full
references can be found in the Particle Data Group review on Axions
and other similar particles (Patrignani et al. 2016).

The bound ga�� . 1.5 ⇥ 10�13 GeV�1 derived from simulations
of 200 ks observations is an order of magnitude improvement over
the bounds from current generation satellites. For the mass range
ma . 10�12 eV, it will also be far better than the bounds obtainable
from future experimental searches such as IAXO.

We stress that this is only a first estimate of the sensitivity
of Athena to ALP-induced modulations. The final sensitivity will
depend on the capabilities of the finished satellite, the brightness
of the AGN in 2028 and the quality of the actual data. Telescopes
such as the Square Kilometre Array (SKA) are likely to reduce
the uncertainties in the magnetic field model (Braun et al. 2015),
allowing for greater precision in ga�� bounds calculations by the
time Athena launches. However, we have demonstrated that Athena
will certainly improve bounds on ga�� substantively, and that X-ray
astronomy will continue to be at the forefront of ultralight ALP
searches in the coming decades.
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Bounds method

• Fit model 0: 

• For each         : generate 50 different magnetic 
field realisations with model 1

• For each, generate 10 fake data sets

• Fit model 0:  

• If for fewer than 5%, 
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Improving analysis method
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residuals equally distributed about zero. These residuals will then
take the form

R(!) = Atrue(!) �A f itted(!)

=
X

i

✏i
2

 
!

!0

!2

cos

2�i

✓!0

!

◆�
M(!), (14)

where the prefactor of M(!) is a small quantity. Taking the
data/model ratio, we therefore obtain the fractional residual

F (!) =
A(!) �Ma(!)
M(!)

=
X

i

✏i
2

 
!

!0

!2

cos

2�i

✓!0

!

◆�
. (15)

In this expression we have self-consistently neglected terms that are
second-order in smallness - if such terms are important, the simple
overall �2 fit will have already revealed the failure of the ‘standard’
astrophysical fit.

The above quantity is purely numerical and equally distributed
about zero. As expressed above, it is a function of energy. However,
the !�1 terms imply this is not best analysed in frequency space.
Rather, by rewriting it in wavelength space and multiplying through
by �2, we obtain
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. (16)

We now have a quantity which can be analysed in a reasonably
direct fashion as a Fourier series. The contributing Fourier fre-
quencies depend on the coherence lengths and electron densities
of the individual domains. So long as these remain broadly similar
throughout the cluster, by determining �2

F (�) from data, we can
search for axion-induced structure by performing a Fourier decom-
position of it.

3 ALP SEARCH STRATEGIES

The oscillatory structure of the residuals described in equation (16)
can be exploited using any of the following three strategies:

• An analysis of the Fourier transformed data,
• A sinusoidal fit to the data,
• A machine learning approach.

The Fourier transform of the dataset can be directly calculated us-
ing Fast-Fourier-Transform methods. As opposed to a fit, this does
not require optimization of any of the parameters involved. Fitting
to a small number of sinusoidal functions can be an e�cient way to
capture any oscillatory structure present in the residuals. The ma-
chine learning approach uses the complete list of residual data as
an input to ‘learn’ from a training set what value of g is associ-
ated. Contrary to the Fourier and fit method, the machine learning
method does not rely on the data being of oscillatory nature. It can
be thought of as a universal fit: once the network is trained it in-
cludes all the relevant information that influence the conversion of
photons to axions along the line of sight. Hence, it can be used as
a benchmark for the Fourier and fit method: once those methods
perform as well as the somewhat brute force machine learning ap-
proach, we know that we are able to resolve - and understand - all
the possible structure of photon to ALP conversion imprinted onto
the residuals.

In the following, we present the three methods in more detail,
allowing a comparison between each of the three.

3.1 Analysis of Fourier-transformed Data

Given a dataset analysed into the form of Eq. (16), we want to per-
form a Fourier analysis of the fractional residuals

(ui, yi) =
⇣
!�1

i ,!
�2
i F (!i)

⌘
, (17)

where !i is the energy of the i-th bin. In general, we do not expect
the values ui to be equispaced. We therefore require the tools of
nonequispaced Fourier analysis and in particular the calculation of
the nonequispaced discrete Fourier transform (NDFT). In this con-
text, we make use of the tools developed in the context of nonequi-
spaced fast Fourier transforms (NFFT).

The NDFT is defined2 by expanding a function y(x) specified
on a total of M data points with respect to N trigonometric polyno-
mials as

y(x) =

N
2 �1X

k=� N
2

ŷk e�2⇡ i kx. (18)

For a dataset of values y j and nonequispaced nodes x j with j =
0, ..,M � 1 we can write

y j ⌘ y(x j) =

N
2 �1X

k=� N
2

ŷk e�2⇡ i kx j , (19)

which can be written as y = A ŷ with

y = (y j) j=0,..,M�1 , (20)
A = (e�2⇡ i kx j )k=�N/2,..,N/2�1; j=0,..,M�1 , (21)
ŷ = (ŷ j) j=0,..,M�1 . (22)

The Fourier transform ŷ can hence be calculated from the inverse
of the N ⇥ M matrix A.

For periodicity the nodes x j are to be chosen in the interval
�

1
2 6 x j <

1
2 . Hence, we linearly rescale the nodes of our dataset

to place them in this interval,

x j =
M � 1

M
uj � u0

uM�1 � u0
�

1
2
. (23)

Note that for the case of equispaced nodes

uj = u0 +
j

M � 1
(uM�1 � u0), (24)

Equation (19) reduces to the standard discrete Fourier transform

y j =

N
2 �1X

k=� N
2

ŷk e�2⇡ i k
⇣ j

M �
1
2
⌘
, (25)

for j = 0, ..,M � 1.
If N is large enough, this of course gives a perfect fit. However,

if photon-ALP conversion occurs then the dataset should be well
described by a restricted number of Fourier modes. By truncating
this sum,

y(K)(x) ⌘ Re
0
BBBBB@

K�1X

k=�K

ŷk e�2⇡ i kx

1
CCCCCA , (26)

we obtain an approximation of the data to mode order K 6 M/2
(in the case of K = M/2, by Eq. (19) y(K)(x) passes through all real
data points (xi, yi)).

The essence of the axion search is that we expect the axions to
introduce modulations that allow this data to be well approximated
by only its low frequency Fourier modes, i.e. K ⌧ M/2 (at least in
the limit of a very large number of datapoints).

2 For example, see https://www-user.tu-chemnitz.de/ potts/n↵t/
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direct fashion as a Fourier series. The contributing Fourier fre-
quencies depend on the coherence lengths and electron densities
of the individual domains. So long as these remain broadly similar
throughout the cluster, by determining �2

F (�) from data, we can
search for axion-induced structure by performing a Fourier decom-
position of it.

3 ALP SEARCH STRATEGIES

The oscillatory structure of the residuals described in equation (16)
can be exploited using any of the following three strategies:

• An analysis of the Fourier transformed data,
• A sinusoidal fit to the data,
• A machine learning approach.

The Fourier transform of the dataset can be directly calculated us-
ing Fast-Fourier-Transform methods. As opposed to a fit, this does
not require optimization of any of the parameters involved. Fitting
to a small number of sinusoidal functions can be an e�cient way to
capture any oscillatory structure present in the residuals. The ma-
chine learning approach uses the complete list of residual data as
an input to ‘learn’ from a training set what value of g is associ-
ated. Contrary to the Fourier and fit method, the machine learning
method does not rely on the data being of oscillatory nature. It can
be thought of as a universal fit: once the network is trained it in-
cludes all the relevant information that influence the conversion of
photons to axions along the line of sight. Hence, it can be used as
a benchmark for the Fourier and fit method: once those methods
perform as well as the somewhat brute force machine learning ap-
proach, we know that we are able to resolve - and understand - all
the possible structure of photon to ALP conversion imprinted onto
the residuals.

In the following, we present the three methods in more detail,
allowing a comparison between each of the three.

3.1 Analysis of Fourier-transformed Data

Given a dataset analysed into the form of Eq. (16), we want to per-
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the values ui to be equispaced. We therefore require the tools of
nonequispaced Fourier analysis and in particular the calculation of
the nonequispaced discrete Fourier transform (NDFT). In this con-
text, we make use of the tools developed in the context of nonequi-
spaced fast Fourier transforms (NFFT).

The NDFT is defined2 by expanding a function y(x) specified
on a total of M data points with respect to N trigonometric polyno-
mials as

y(x) =

N
2 �1X

k=� N
2
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(in the case of K = M/2, by Eq. (19) y(K)(x) passes through all real
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The essence of the axion search is that we expect the axions to
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of ALP-photon conversion. While the precise form of ALP-photon
conversion depends on the (unknown) magnetic field along the line
of sight, there is a quasi-sinusoidal oscillatory structure that is com-
mon to all realisations of the magnetic field. The aim of this paper is
to develop analysis techniques to isolate this structure, and thereby
allow greater sensitivity to constraining ALPs. This development of
improved statistical methods is also important in view of the launch
over the next decade of microcalorimeter-based X-ray telescopes
such as XARM and ATHENA; the use of an overall �2 fit would
then fail to take full advantage of the energy resolution provided by
such instruments.

With an eye on the opportunities that will come from future
satellites such as XARM and ATHENA, we focus on energies and
parameter ranges that are applicable for the case of X-ray photons
converting to ALPs within galaxy cluster magnetic fields.

2 STATISTICS OF ALP-PHOTON CONVERSION

To develop the analysis formalism, we start with the theory of
photon-ALP conversion for a single magnetic field domain. For
an X-ray photon passing through a single magnetic field domain
(Sikivie (1983); Ra↵elt & Stodolsky (1988)),

P(� ! a) =
⇥2

1 + ⇥2 sin2
⇣
�
p

1 + ⇥2
⌘
, (3)

where

⇥ =
2ga��B?!⇣
!2

pl � m2
a

⌘ , (4)

� =

⇣
m2

a � !
2
pl

⌘
L

4!
. (5)

The numerical values of ⇥ and � are

⇥ = 0.02
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1keV
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� = 0.54
✓ ne

10�3cm�3

◆  L
10kpc

!  
1keV
!

!
. (7)

As values of ga�� significantly greater than 10�12GeV�1 are already
excluded (Berg et al. (2017); Marsh et al. (2017); Conlon et al.
(2017)), this implies that for typical parameters at X-ray energies
⇥2
⌧ 1 (for regions with B ⇠ 25 � 50µG such as the centre of

cool core clusters, ne & 10�2cm�3). In this limit we can simplify
the single-domain conversion probability to

P(a! �) = ⇥2 sin2 � + O(⇥4), (8)

which as a function of energy behaves as

P(!) ⇠ ✏

 
!

!0

!2

sin2

�0

✓!0

!

◆�
+ O(⇥4), (9)

where ✏ and �0 are constants, and !0 is a reference energy which
we take to be 1 keV.

Along a sightline through a cluster, the magnetic field under-
goes many reversals. We model the cluster magnetic field as a se-
quential series of domains, each di↵ering in terms of field strength,
direction and coherence length. As the properties of each domain
are independent of the previous one, we can obtain the total sur-
vival probability by multiplying the survival probability for each
domain.1

1 Although the axion propagation equations evolve amplitude not probabil-

We note that this model consists of separate sequential mag-
netic field domains, each with a di↵erent coherence length and
magnetic field. A more accurate model would involve, instead of
distinct domains, many di↵erent scales simultaneously present in
the magnetic field. However, simulations of photon-ALP conver-
sion in such cases do not show major qualitative di↵erences from
the case where the di↵erent scales are represented by separate se-
quential domains (Angus et al. (2014)). As it is conceptually and
calculationally much simpler, and does not appear to be too mis-
leading, we shall therefore work with a magnetic field model of
separate and sequential domains.

In this paper we will always assume that the overall photon-
axion conversion probability is very small (less than ten percent).
This is not a significant restriction - if it is not the case, then the
more advanced techniques of this paper are unnecessary as a simple
test such as an overall �2 fit will already show that the standard
astrophysical fit fails to describe the data.

The combination of the & O(100) domains required to de-
scribe a Mpc-scale cluster and an overall conversion probability of
less than 10% implies that the conversion probability within any in-
dividual single domain is highly suppressed. This allows the overall
photon survival probability to be simplified,

P(� ! �,!) =
Y

i

8>><
>>:1 � ✏i

 
!

!0

!2

sin2

�i

✓!0

!

◆�9>>=
>>;

' 1 �
X

i

✏i

 
!

!0

!2

sin2

�i

✓!0

!

◆�
, (10)

as by definition of the small conversion regime, anyO(✏2) � ! a!
� re-conversion terms are negligible.

This survival probability modulates the arriving photon spec-
trum. We shall assume that we know the correct functional form
of the original source spectrum of photons, which we denote as
M(!). For the purpose of this paper, we shall take this as a feature-
less power law plus an Fe K↵ line, although for more complicated
spectra, this may also need to include more emission and absorp-
tion lines at (known) atomic energies.

The spectrum of (measured) arriving photonsA(!) is then the
source spectrum modulated by the P(� ! �,!) survival probabil-
ity,

A(!) = P(� ! �,!)M(!)

=

8>><
>>:1 �

X

i

✏i

 
!

!0

!2

sin2

�i

✓!0

!

◆�9>>=
>>;M(!). (11)

This can be decomposed into global and oscillatory terms:

A(!) =

8>><
>>:1 �

X

i

✏i
2

 
!

!0

!2

+
X

i

✏i
2

 
!

!0

!2

cos

2�i

✓!0

!

◆�9>>=
>>;M(!)

(12)

The distinctive ALP-induced modulations lie in the sinusoidal
terms, which average to zero. To isolate these we want to first re-
move the global term, and so the function we should therefore fit to
the data is notM(!) itself, but instead

Ma(!) =

2
666641 � A

 
!

!0

!2377775M(!). (13)

In the presence of axions, a fit to Ma(!) will produce oscillatory

ity, as di↵erent domains add incoherently it is su�cient to combine proba-
bilities across domains.
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residuals equally distributed about zero. These residuals will then
take the form

R(!) = Atrue(!) �A f itted(!)

=
X

i

✏i
2

 
!

!0

!2

cos

2�i

✓!0

!

◆�
M(!), (14)

where the prefactor of M(!) is a small quantity. Taking the
data/model ratio, we therefore obtain the fractional residual

F (!) =
A(!) �Ma(!)
M(!)

=
X

i

✏i
2

 
!

!0

!2

cos

2�i

✓!0

!

◆�
. (15)

In this expression we have self-consistently neglected terms that are
second-order in smallness - if such terms are important, the simple
overall �2 fit will have already revealed the failure of the ‘standard’
astrophysical fit.

The above quantity is purely numerical and equally distributed
about zero. As expressed above, it is a function of energy. However,
the !�1 terms imply this is not best analysed in frequency space.
Rather, by rewriting it in wavelength space and multiplying through
by �2, we obtain

 
�

�0

!2

F (�) =
X

i

✏i
2

cos
"
2�i

 
�

�0

!#
. (16)

We now have a quantity which can be analysed in a reasonably
direct fashion as a Fourier series. The contributing Fourier fre-
quencies depend on the coherence lengths and electron densities
of the individual domains. So long as these remain broadly similar
throughout the cluster, by determining �2

F (�) from data, we can
search for axion-induced structure by performing a Fourier decom-
position of it.

3 ALP SEARCH STRATEGIES

The oscillatory structure of the residuals described in equation (16)
can be exploited using any of the following three strategies:

• An analysis of the Fourier transformed data,
• A sinusoidal fit to the data,
• A machine learning approach.

The Fourier transform of the dataset can be directly calculated us-
ing Fast-Fourier-Transform methods. As opposed to a fit, this does
not require optimization of any of the parameters involved. Fitting
to a small number of sinusoidal functions can be an e�cient way to
capture any oscillatory structure present in the residuals. The ma-
chine learning approach uses the complete list of residual data as
an input to ‘learn’ from a training set what value of g is associ-
ated. Contrary to the Fourier and fit method, the machine learning
method does not rely on the data being of oscillatory nature. It can
be thought of as a universal fit: once the network is trained it in-
cludes all the relevant information that influence the conversion of
photons to axions along the line of sight. Hence, it can be used as
a benchmark for the Fourier and fit method: once those methods
perform as well as the somewhat brute force machine learning ap-
proach, we know that we are able to resolve - and understand - all
the possible structure of photon to ALP conversion imprinted onto
the residuals.

In the following, we present the three methods in more detail,
allowing a comparison between each of the three.

3.1 Analysis of Fourier-transformed Data

Given a dataset analysed into the form of Eq. (16), we want to per-
form a Fourier analysis of the fractional residuals

(ui, yi) =
⇣
!�1

i ,!
�2
i F (!i)

⌘
, (17)

where !i is the energy of the i-th bin. In general, we do not expect
the values ui to be equispaced. We therefore require the tools of
nonequispaced Fourier analysis and in particular the calculation of
the nonequispaced discrete Fourier transform (NDFT). In this con-
text, we make use of the tools developed in the context of nonequi-
spaced fast Fourier transforms (NFFT).

The NDFT is defined2 by expanding a function y(x) specified
on a total of M data points with respect to N trigonometric polyno-
mials as

y(x) =

N
2 �1X

k=� N
2

ŷk e�2⇡ i kx. (18)

For a dataset of values y j and nonequispaced nodes x j with j =
0, ..,M � 1 we can write

y j ⌘ y(x j) =

N
2 �1X

k=� N
2

ŷk e�2⇡ i kx j , (19)

which can be written as y = A ŷ with

y = (y j) j=0,..,M�1 , (20)
A = (e�2⇡ i kx j )k=�N/2,..,N/2�1; j=0,..,M�1 , (21)
ŷ = (ŷ j) j=0,..,M�1 . (22)

The Fourier transform ŷ can hence be calculated from the inverse
of the N ⇥ M matrix A.

For periodicity the nodes x j are to be chosen in the interval
�

1
2 6 x j <

1
2 . Hence, we linearly rescale the nodes of our dataset

to place them in this interval,

x j =
M � 1

M
uj � u0

uM�1 � u0
�

1
2
. (23)

Note that for the case of equispaced nodes

uj = u0 +
j

M � 1
(uM�1 � u0), (24)

Equation (19) reduces to the standard discrete Fourier transform

y j =

N
2 �1X

k=� N
2

ŷk e�2⇡ i k
⇣ j

M �
1
2
⌘
, (25)

for j = 0, ..,M � 1.
If N is large enough, this of course gives a perfect fit. However,

if photon-ALP conversion occurs then the dataset should be well
described by a restricted number of Fourier modes. By truncating
this sum,

y(K)(x) ⌘ Re
0
BBBBB@

K�1X

k=�K

ŷk e�2⇡ i kx

1
CCCCCA , (26)

we obtain an approximation of the data to mode order K 6 M/2
(in the case of K = M/2, by Eq. (19) y(K)(x) passes through all real
data points (xi, yi)).

The essence of the axion search is that we expect the axions to
introduce modulations that allow this data to be well approximated
by only its low frequency Fourier modes, i.e. K ⌧ M/2 (at least in
the limit of a very large number of datapoints).

2 For example, see https://www-user.tu-chemnitz.de/ potts/n↵t/
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In the spirit of a Fourier analysis, we fix the frequencies of the sine
functions in (27) to be

fi =
2⇡ i

uM � u0
, (28)

i.e., the lowest frequency mode i = 1 has one period in the interval
u0 < u < uM and the higher frequency modes have i periods. The fit
to the data then involves minimization of a �2-function with 2Nfit fit
parameters. In principle, we could also treat the frequencies fi as fit
parameters but in practice we find that the fit converges too slowly
in this case and the amplitudes and phases allow enough flexibility
of the fit function to caputer the ALP induced oscillations.

4 ALP DATA SIMULATION

We now aim to test this method on simulated data for XMM-
Newton and Athena. Our focus here is on comparison of this
method to a pure overall �2 fit (and hence whether it is possible
to improve statistical sensitivity), rather than on applications to any
particular real dataset or to precise forecasts of future telescope sen-
sitivity.

However, as we do want our simulated dataset to be motivated
by real physics, we take as a starting point for our simulations an
absorbed power law together with an iron line at 6.4 keV, reflecting
a typical AGN spectrum. We consider the simulated spectra of the
model

wabs ⇤ ALP ⇤ (zpowerlw + zgauss). (29)

equation This represents the initial AGN spectrum, modulated by
the e↵ects of photon-ALP conversion, and then absorbed by the
galactic column density of neutral Hydrogen. Here ALP represents
the e↵ect of photon-ALP conversion within the cluster magnetic
field.

As one of the most promising targets for ALP-photon con-
version is the central Perseus AGN NGC1275, we let ALP rep-
resent simulated survival probabilities for the Perseus cluster envi-
ronment, i.e. for ALP-photon conversion within an electron density
ne and magnetic field model representing that of the Perseus clus-
ter. As the B-field properties can only ever be known statistically,
and each explicit realization leads to di↵erent conversion probabil-
ities even for statistically identical B-field parameters, we need to
marginalize over many realizations of the magnetic field in Perseus.

The properties of the magnetic field that enter the simulations
are:

Insert description of B-field
We simulate ALP to photon couplings in the range

10�14GeV�1 6 g 6 10�11GeV�1 . (30)

This represents a range from values beyond observational reach to
those that have previously been excluded.

Based on XMM-Newton and predicted Athena responses3, we
generate fake data using the xspec command fakeit with a sim-
ulated exposure time of 500 ks. fakeit simulates Poisson errors
based on the exposure time. In terms of fitting, we work with an
energy interval between 1.5 and 4.5 keV for XMM-Newton and 0.7
to 1.4 keV for Athena. This allows the demonstration of the ability
of Athena (or any other telescope with microcalorimeter level reso-
lution) to resolve the rapid ALP-induced oscillations that would be

3 These are taken from
http://hea-www.cfa.harvard.edu/ jzuhone/soxs/responses.html

present at lower energies. For a real dataset, one would of course
use the full energy range of the telescope.

We now describe the methods used to analyse the fake
datasets:

(i) We first fit a zero model

wabs ⇤ ALPGlob ⇤ (zpowerlw + zgauss) (31)

spectrum to the data. The ALPGlob component represents the
global modulation due to ALPs given in (13) and is given as

ALPGlob = 1 � A!2 , (32)

where A = !�2
0
P
✏i.

In the absence of ALPs, one would expect the best-fit value
of A to vanish. In the presence of ALPs, while such a term re-
moves the ‘global’ e↵ects it will not account for the oscillations
contained within the ALP component in (29). Hence, for a strong
axion-photon coupling �2

0/d.o.f would be significantly larger than
one.

(ii) We perform a Fourier analysis (as described in Section 3.1)
and a sinusoidal fit (as described in Section 3.2) of (xi, yi) =⇣
!�1

i ,!
�2
i F (!i)

⌘
for a given K.4 If low mode oscillations are

present in the data, then

�2
1 =

NX

i=1

h
F (!i) � !2

i y(K)(!i)
i2

�2
i

(33)

per d.o.f will improve significantly compared to �2
0.

We show in figure 1 how these low Fourier modes can capture
residuals in the data, for XMM-Newton and Athena respectively.

!�2
F (!) (34)

!�1 [keV�1] (35)

Whatever the precise method used, the quantity we are ulti-
mately interested in is

��2(g) = �2
0(g) � �2

1(g), (36)

where g is the ALP photon coupling. This represents the ability
to improve the fit by including Fourier modes (�2

0(g) is equivalent
to the fit statistic with no Fourier modes included). The methods
described in this paper are most relevant when �2

0(g) represents an
acceptable fit – but a fit which can be significantly improved by
adding Fourier modes. If �2

0(g) already gives an unacceptable fit,
then the techniques of this paper are largely superfluous.

Photon to ALP modulations are very well represented by the
leading Fourier modes and hence this analysis is very sensitive to

4 For Athena data we rebin two datapoints to one datapoint to speed up
the calculation as half the energy resolution of Athena is easily su�cient to
resolve ALP modulations.
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In the spirit of a Fourier analysis, we fix the frequencies of the sine
functions in (27) to be

fi =
2⇡ i

uM � u0
, (28)

i.e., the lowest frequency mode i = 1 has one period in the interval
u0 < u < uM and the higher frequency modes have i periods. The fit
to the data then involves minimization of a �2-function with 2Nfit fit
parameters. In principle, we could also treat the frequencies fi as fit
parameters but in practice we find that the fit converges too slowly
in this case and the amplitudes and phases allow enough flexibility
of the fit function to caputer the ALP induced oscillations.

4 ALP DATA SIMULATION

We now aim to test this method on simulated data for XMM-
Newton and Athena. Our focus here is on comparison of this
method to a pure overall �2 fit (and hence whether it is possible
to improve statistical sensitivity), rather than on applications to any
particular real dataset or to precise forecasts of future telescope sen-
sitivity.

However, as we do want our simulated dataset to be motivated
by real physics, we take as a starting point for our simulations an
absorbed power law together with an iron line at 6.4 keV, reflecting
a typical AGN spectrum. We consider the simulated spectra of the
model

wabs ⇤ ALP ⇤ (zpowerlw + zgauss). (29)

equation This represents the initial AGN spectrum, modulated by
the e↵ects of photon-ALP conversion, and then absorbed by the
galactic column density of neutral Hydrogen. Here ALP represents
the e↵ect of photon-ALP conversion within the cluster magnetic
field.

As one of the most promising targets for ALP-photon con-
version is the central Perseus AGN NGC1275, we let ALP rep-
resent simulated survival probabilities for the Perseus cluster envi-
ronment, i.e. for ALP-photon conversion within an electron density
ne and magnetic field model representing that of the Perseus clus-
ter. As the B-field properties can only ever be known statistically,
and each explicit realization leads to di↵erent conversion probabil-
ities even for statistically identical B-field parameters, we need to
marginalize over many realizations of the magnetic field in Perseus.

The properties of the magnetic field that enter the simulations
are:

Insert description of B-field
We simulate ALP to photon couplings in the range

10�14GeV�1 6 g 6 10�11GeV�1 . (30)

This represents a range from values beyond observational reach to
those that have previously been excluded.

Based on XMM-Newton and predicted Athena responses3, we
generate fake data using the xspec command fakeit with a sim-
ulated exposure time of 500 ks. fakeit simulates Poisson errors
based on the exposure time. In terms of fitting, we work with an
energy interval between 1.5 and 4.5 keV for XMM-Newton and 0.7
to 1.4 keV for Athena. This allows the demonstration of the ability
of Athena (or any other telescope with microcalorimeter level reso-
lution) to resolve the rapid ALP-induced oscillations that would be

3 These are taken from
http://hea-www.cfa.harvard.edu/ jzuhone/soxs/responses.html

present at lower energies. For a real dataset, one would of course
use the full energy range of the telescope.

We now describe the methods used to analyse the fake
datasets:

(i) We first fit a zero model

wabs ⇤ ALPGlob ⇤ (zpowerlw + zgauss) (31)

spectrum to the data. The ALPGlob component represents the
global modulation due to ALPs given in (13) and is given as

ALPGlob = 1 � A!2 , (32)

where A = !�2
0
P
✏i.

In the absence of ALPs, one would expect the best-fit value
of A to vanish. In the presence of ALPs, while such a term re-
moves the ‘global’ e↵ects it will not account for the oscillations
contained within the ALP component in (29). Hence, for a strong
axion-photon coupling �2

0/d.o.f would be significantly larger than
one.

(ii) We perform a Fourier analysis (as described in Section 3.1)
and a sinusoidal fit (as described in Section 3.2) of (xi, yi) =⇣
!�1

i ,!
�2
i F (!i)

⌘
for a given K.4 If low mode oscillations are

present in the data, then

�2
1 =

NX

i=1

h
F (!i) � !2

i y(K)(!i)
i2

�2
i

(33)

per d.o.f will improve significantly compared to �2
0.

We show in figure 1 how these low Fourier modes can capture
residuals in the data, for XMM-Newton and Athena respectively.

!�2
F (!) (34)

!�1 [keV�1] (35)

Whatever the precise method used, the quantity we are ulti-
mately interested in is

��2(g) = �2
0(g) � �2

1(g), (36)

where g is the ALP photon coupling. This represents the ability
to improve the fit by including Fourier modes (�2

0(g) is equivalent
to the fit statistic with no Fourier modes included). The methods
described in this paper are most relevant when �2

0(g) represents an
acceptable fit – but a fit which can be significantly improved by
adding Fourier modes. If �2

0(g) already gives an unacceptable fit,
then the techniques of this paper are largely superfluous.

Photon to ALP modulations are very well represented by the
leading Fourier modes and hence this analysis is very sensitive to

4 For Athena data we rebin two datapoints to one datapoint to speed up
the calculation as half the energy resolution of Athena is easily su�cient to
resolve ALP modulations.
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Figure 1. For particular B-field and Poisson error realizations, we show plots of residuals yi = !�2
i F (!i) vs low mode sinusoidal fitfunctions (left-hand y(8)

fit
for XMM, right-hand y(16) for ATHENA) as a function of inverse energy. The ALP to photon coupling is g = 5 · 10�12GeV�1.

Figure 2. Histogram of the ��2 distributions for g = 2 · 10�13GeV�1 (red)
and g = 5 · 10�13GeV�1 (blue). As g increases the distribution moves to-
wards larger ��2. The 5th percentile of the simulated data is used to infer
a bound on g, see main text. This plot uses the sinusoidal fit method for
XMM-Newton simulated data.

improvement in sensitivity is then slightly greater than a factor of
two.

5.2 XMM-Newton

The results for XMM-Newton are all shown in Figure 4. In this
case, the sinusoidal fit method can exclude g between 5 · 10�13

GeV�1 and 10�12 GeV�1 and hence does slightly better than the
�2

0, weighted Fourier and DNN methods which can only exclude
g > 10�12 GeV�1.

6 DISCUSSION

X-ray observations of AGNs o↵er one of the most sensitive probes
of axion-like particles in the low mass regime and it is therefore im-
portant to ensure that maximal statistical sensitivity is obtained in

searches for them. In this paper we have developed analysis meth-
ods aimed at exploiting the characteristic quasi-sinusoidal modu-
lations that are induced by ALPs. Based on simulated data, these
methods appear to improve sensitivity to photon-axion conversion
by a factor of two (in conversion probability).
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residuals equally distributed about zero. These residuals will then
take the form

R(!) = Atrue(!) �A f itted(!)

=
X

i

✏i
2

 
!

!0

!2

cos

2�i

✓!0

!

◆�
M(!), (14)

where the prefactor of M(!) is a small quantity. Taking the
data/model ratio, we therefore obtain the fractional residual

F (!) =
A(!) �Ma(!)
M(!)

=
X

i

✏i
2

 
!

!0

!2

cos

2�i

✓!0

!

◆�
. (15)

In this expression we have self-consistently neglected terms that are
second-order in smallness - if such terms are important, the simple
overall �2 fit will have already revealed the failure of the ‘standard’
astrophysical fit.

The above quantity is purely numerical and equally distributed
about zero. As expressed above, it is a function of energy. However,
the !�1 terms imply this is not best analysed in frequency space.
Rather, by rewriting it in wavelength space and multiplying through
by �2, we obtain

 
�

�0

!2

F (�) =
X

i

✏i
2

cos
"
2�i

 
�

�0

!#
. (16)

We now have a quantity which can be analysed in a reasonably
direct fashion as a Fourier series. The contributing Fourier fre-
quencies depend on the coherence lengths and electron densities
of the individual domains. So long as these remain broadly similar
throughout the cluster, by determining �2

F (�) from data, we can
search for axion-induced structure by performing a Fourier decom-
position of it.

3 ALP SEARCH STRATEGIES

The oscillatory structure of the residuals described in equation (16)
can be exploited using any of the following three strategies:

• An analysis of the Fourier transformed data,
• A sinusoidal fit to the data,
• A machine learning approach.

The Fourier transform of the dataset can be directly calculated us-
ing Fast-Fourier-Transform methods. As opposed to a fit, this does
not require optimization of any of the parameters involved. Fitting
to a small number of sinusoidal functions can be an e�cient way to
capture any oscillatory structure present in the residuals. The ma-
chine learning approach uses the complete list of residual data as
an input to ‘learn’ from a training set what value of g is associ-
ated. Contrary to the Fourier and fit method, the machine learning
method does not rely on the data being of oscillatory nature. It can
be thought of as a universal fit: once the network is trained it in-
cludes all the relevant information that influence the conversion of
photons to axions along the line of sight. Hence, it can be used as
a benchmark for the Fourier and fit method: once those methods
perform as well as the somewhat brute force machine learning ap-
proach, we know that we are able to resolve - and understand - all
the possible structure of photon to ALP conversion imprinted onto
the residuals.

In the following, we present the three methods in more detail,
allowing a comparison between each of the three.

3.1 Analysis of Fourier-transformed Data

Given a dataset analysed into the form of Eq. (16), we want to per-
form a Fourier analysis of the fractional residuals

(ui, yi) =
⇣
!�1

i ,!
�2
i F (!i)

⌘
, (17)

where !i is the energy of the i-th bin. In general, we do not expect
the values ui to be equispaced. We therefore require the tools of
nonequispaced Fourier analysis and in particular the calculation of
the nonequispaced discrete Fourier transform (NDFT). In this con-
text, we make use of the tools developed in the context of nonequi-
spaced fast Fourier transforms (NFFT).

The NDFT is defined2 by expanding a function y(x) specified
on a total of M data points with respect to N trigonometric polyno-
mials as

y(x) =

N
2 �1X

k=� N
2

ŷk e�2⇡ i kx. (18)

For a dataset of values y j and nonequispaced nodes x j with j =
0, ..,M � 1 we can write

y j ⌘ y(x j) =

N
2 �1X

k=� N
2

ŷk e�2⇡ i kx j , (19)

which can be written as y = A ŷ with

y = (y j) j=0,..,M�1 , (20)
A = (e�2⇡ i kx j )k=�N/2,..,N/2�1; j=0,..,M�1 , (21)
ŷ = (ŷ j) j=0,..,M�1 . (22)

The Fourier transform ŷ can hence be calculated from the inverse
of the N ⇥ M matrix A.

For periodicity the nodes x j are to be chosen in the interval
�

1
2 6 x j <

1
2 . Hence, we linearly rescale the nodes of our dataset

to place them in this interval,

x j =
M � 1

M
uj � u0

uM�1 � u0
�

1
2
. (23)

Note that for the case of equispaced nodes

uj = u0 +
j

M � 1
(uM�1 � u0), (24)

Equation (19) reduces to the standard discrete Fourier transform

y j =

N
2 �1X

k=� N
2

ŷk e�2⇡ i k
⇣ j

M �
1
2
⌘
, (25)

for j = 0, ..,M � 1.
If N is large enough, this of course gives a perfect fit. However,

if photon-ALP conversion occurs then the dataset should be well
described by a restricted number of Fourier modes. By truncating
this sum,

y(K)(x) ⌘ Re
0
BBBBB@

K�1X

k=�K

ŷk e�2⇡ i kx

1
CCCCCA , (26)

we obtain an approximation of the data to mode order K 6 M/2
(in the case of K = M/2, by Eq. (19) y(K)(x) passes through all real
data points (xi, yi)).

The essence of the axion search is that we expect the axions to
introduce modulations that allow this data to be well approximated
by only its low frequency Fourier modes, i.e. K ⌧ M/2 (at least in
the limit of a very large number of datapoints).

2 For example, see https://www-user.tu-chemnitz.de/ potts/n↵t/
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Figure 3. The four results for Athena. From left to right, top to bottom, these plots show (a) 5-percentile of the powerlaw fit �2
0(g) for Athena. There are 1747

degrees of freedom for this fit. The dashed red line is the 95th percentile of �2
0(g = 0) and marks which values of g can be excluded: a point above it can

be excluded at 95% confidence. (b) 5-percentile of ��2(g) for the Fourier method with !�2-weighting (see text) and K = 16 for Athena. (c) 5-percentile of
��2(g) for a sinusoidal fit with Nfit = 16 for Athena. (d) 5th percentile of GDNN(Fi,sim | g) for the DNN method for Athena. The dashed red line is the 95th
percentile of GDNN(Fi,sim | g = 0) and marks which values of g can be excluded: a point above it can be excluded at 95% confidence.
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(ii) We perform a Fourier analysis (as described in Section 3.1)
and a sinusoidal fit (as described in Section 3.2) of (xi, yi) =⇣
!�1

i ,!
�2
i F (!i)

⌘
for a given K.5 If low mode oscillations are

present in the data, then

�2
1 =

NX

i=1

h
F (!i) � !2

i y(!i)
i2

�2
i

(34)

per d.o.f will improve significantly compared to �2
0. The fitfunction

y(!) equals y(K)(!i) for the Fourier method and y(Nfit)(!i) for the
sinusoidal fit.

The Fourier function y(K)(!) generally overestimates the fluctu-
ations in the simulated data !�2

i F (!i) at the edges of the energy
intervals. This is particularly significant for XMM data where the
residuals are often constant for large ! . 4.5 keV while y(K)(!)
can oscillate strongly. This would lead to a bad fit to the data which
is why we use a smoothing function S (!) that multiplies y(K)(!) to
smooth it out at the edges of the energy interval. For the Fourier
method only, �2

1 is then calculated as

�2
1,Fourier =

NX

i=1

h
F (!i) � !2

i S (!i) y(K)(!i)
i2

�2
i

, (35)

where we choose S (!) = 1keV2/!2 as a smoothing function.
(iii) The DNN is fitted by using 75% of the residuals Fi as train-

ing data. For the remaining 25 % of the residual data set the DNN
predicts the value of g.

We show in Figure 1 how low Fourier modes can capture
residuals in the data, for XMM-Newton and Athena respectively.
For the Fourier and fit method, whatever the precise method used,
the quantity we are ultimately interested in is

��2(g) = �2
0(g) � �2

1(g), (36)

where g is the ALP photon coupling. This represents the ability
to improve the fit by including Fourier modes (�2

0(g) is equivalent
to the fit statistic with no Fourier modes included). The methods
described in this paper are most relevant when �2

0(g) represents an
acceptable fit – but a fit which can be significantly improved by
adding Fourier modes. If �2

0(g) already gives an unacceptable fit,
then the techniques of this paper are largely superfluous.

Photon to ALP modulations are very well represented by the
leading Fourier modes and hence this analysis is very sensitive to
the presence of ALP physics. An atomic line for instance would
lead to virtually no improvement in ��2(g) when using a Fourier
analysis and hence would not be picked up by our method. The
method is also very e�cient as the calculation of Fourier coe�-
cients can be performed very quickly and no spectral fit beyond the
standard absorbed powerlaw is necessary.

Note that ��2(g = 0) represents improvements in the fit due
simply to Poisson noise - even in the absence of ALPs, it is expected
that some improvement can be attained by fitting the Poisson noise
of the residuals with sinusoidal functions. Constraints will be ob-
tained when ��2(g) � ��2(g = 0).

For every g we generate 40 realizations of the magnetic field
in Perseus and subsequently 50 fake data sets with di↵erent Poisson
errors. Hence, for every g there are 2000 sets of simulated data.

In order to set bounds on g one has to compare the simulated

5 For Athena data we rebin two datapoints to one datapoint to speed up
the calculation as half the energy resolution of Athena is easily su�cient to
resolve ALP modulations.

��2-distributions to ��2
obs of the observed data. If ��2

obs is lower
than the 95th percentile of the ��2(g = 0)-distribution we cannot
exclude that the modulations are purely due to Poisson noise and
we cannot set any bounds. Let us now discuss the case that the
observed ��2 is larger. We take as the null hypothesis the state-
ment that ALPs exist with a given coupling g. The null hypothesis
is excluded at 95%, if 95% of the simulated values of ��2(g) are
larger than the measured ��2

observed. Since any percentile value of
the ��2(g , 0)-distribution is expected to grow monotonically in g
the bound gbound is defined via

5th percentile
h
��2(gbound)

i
= ��2

obs. (37)

If there large modulations are present in the data (i.e. ��2
observed is

large) we can only set a weak bound on g, i.e. gbound is large. How-
ever, if ��2

obs is small we can set a stronger bound on g and gbound

is small. These e↵ects are illustrated in Figure 2, where we see that
a larger coupling leads (statistically) to a larger ��2(g).

For the DNN we can use similar criteria for exclusion when
directly using percentages of the DNN predicted value of g = GDNN

instead of ��2 as for the Fourier/fit methods. For real data, the set
of measured residuals is fed into the DNN that has been trained
with simulated data which results in a predicted value of Gobs :=
GDNN(Fi,obs). If the DNN predicted value of Gobs is lower than the
95th percentile of the values the DNN predicts for g = 0 from the
test set, then the residuals being purely due to Poisson noise cannot
be excluded. Similarly to the previous discussion of setting bounds
on g for the Fourier and fit method, the 95 % exclusion bound in
the DNN method is define via

5th percentile
⇥
GDNN(Fi,sim | gbound)

⇤
= Gobs , (38)

where GDNN(Fi,sim | g) are the DNN predictions on the simulated
data for a given g in the test set.

5 RESULTS

In the following, we compare the standard �2
0 calculation which was

previously used to look for ALPs to the Fourier method explained
in Section 3.1, the sinusoidal fit method explained in Section 3.2,
and the machine learning approach discussed in Section 3.3. We
apply these methods to the simulated data for XMM and Athena.

5.1 Athena

The standard powerlaw �2
0 method, the weighted Fourier method,

the sinusoidal fit method, and the DNN machine learning method
are shown in Figure 3. Every dataset contains ⇠1800 points so for
small g < 10�13 GeV�1 where the powerlaw is already a decent fit to
the data, we expect a �2

0 ⇠ 1800 which is what we find. Once we re-
bin two datapoints to one for the Fourier and fit method, the degrees
of freedom are roughly divided by two so �2

0(Fourier,Fit) ⇠ 900. �2
1

is calculated once the Fourier modes or the sinusoidal fit function
are included. Even for very small g we expect these methods to
slightly improve the fit, hence �2

1 < �
2
0, e↵ectively fitting Poisson

noise. We find �2
1 . �2

0 for very small g < 10�13 GeV�1 as expected.
As illustrated in these figures, the �2

0 method gives a bound
of g . 5.9 · 10�13 GeV�1. The weighted Fourier method and the
fit method do significantly better with a bound of g . 3.8 · 10�13

GeV�1. The DNN method also does better giving a bound of g .
4.2·10�13 GeV�1. This represents an improvement by a factor of 1.5
in the coupling compared to the �2

0 method. As all actual physical
e↵ects (interconversion of photons and axions) scale as g2

a��, the

MNRAS 000, 1–7 (2017)
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(ii) We perform a Fourier analysis (as described in Section 3.1)
and a sinusoidal fit (as described in Section 3.2) of (xi, yi) =⇣
!�1

i ,!
�2
i F (!i)

⌘
for a given K.5 If low mode oscillations are

present in the data, then

�2
1 =

NX

i=1

h
F (!i) � !2

i y(!i)
i2

�2
i

(34)

per d.o.f will improve significantly compared to �2
0. The fitfunction

y(!) equals y(K)(!i) for the Fourier method and y(Nfit)(!i) for the
sinusoidal fit.

The Fourier function y(K)(!) generally overestimates the fluctu-
ations in the simulated data !�2

i F (!i) at the edges of the energy
intervals. This is particularly significant for XMM data where the
residuals are often constant for large ! . 4.5 keV while y(K)(!)
can oscillate strongly. This would lead to a bad fit to the data which
is why we use a smoothing function S (!) that multiplies y(K)(!) to
smooth it out at the edges of the energy interval. For the Fourier
method only, �2

1 is then calculated as

�2
1,Fourier =

NX

i=1

h
F (!i) � !2

i S (!i) y(K)(!i)
i2

�2
i

, (35)

where we choose S (!) = 1keV2/!2 as a smoothing function.
(iii) The DNN is fitted by using 75% of the residuals Fi as train-

ing data. For the remaining 25 % of the residual data set the DNN
predicts the value of g.

We show in Figure 1 how low Fourier modes can capture
residuals in the data, for XMM-Newton and Athena respectively.
For the Fourier and fit method, whatever the precise method used,
the quantity we are ultimately interested in is

��2(g) = �2
0(g) � �2

1(g), (36)

where g is the ALP photon coupling. This represents the ability
to improve the fit by including Fourier modes (�2

0(g) is equivalent
to the fit statistic with no Fourier modes included). The methods
described in this paper are most relevant when �2

0(g) represents an
acceptable fit – but a fit which can be significantly improved by
adding Fourier modes. If �2

0(g) already gives an unacceptable fit,
then the techniques of this paper are largely superfluous.

Photon to ALP modulations are very well represented by the
leading Fourier modes and hence this analysis is very sensitive to
the presence of ALP physics. An atomic line for instance would
lead to virtually no improvement in ��2(g) when using a Fourier
analysis and hence would not be picked up by our method. The
method is also very e�cient as the calculation of Fourier coe�-
cients can be performed very quickly and no spectral fit beyond the
standard absorbed powerlaw is necessary.

Note that ��2(g = 0) represents improvements in the fit due
simply to Poisson noise - even in the absence of ALPs, it is expected
that some improvement can be attained by fitting the Poisson noise
of the residuals with sinusoidal functions. Constraints will be ob-
tained when ��2(g) � ��2(g = 0).

For every g we generate 40 realizations of the magnetic field
in Perseus and subsequently 50 fake data sets with di↵erent Poisson
errors. Hence, for every g there are 2000 sets of simulated data.

In order to set bounds on g one has to compare the simulated

5 For Athena data we rebin two datapoints to one datapoint to speed up
the calculation as half the energy resolution of Athena is easily su�cient to
resolve ALP modulations.

��2-distributions to ��2
obs of the observed data. If ��2

obs is lower
than the 95th percentile of the ��2(g = 0)-distribution we cannot
exclude that the modulations are purely due to Poisson noise and
we cannot set any bounds. Let us now discuss the case that the
observed ��2 is larger. We take as the null hypothesis the state-
ment that ALPs exist with a given coupling g. The null hypothesis
is excluded at 95%, if 95% of the simulated values of ��2(g) are
larger than the measured ��2

observed. Since any percentile value of
the ��2(g , 0)-distribution is expected to grow monotonically in g
the bound gbound is defined via

5th percentile
h
��2(gbound)

i
= ��2

obs. (37)

If there large modulations are present in the data (i.e. ��2
observed is

large) we can only set a weak bound on g, i.e. gbound is large. How-
ever, if ��2

obs is small we can set a stronger bound on g and gbound

is small. These e↵ects are illustrated in Figure 2, where we see that
a larger coupling leads (statistically) to a larger ��2(g).

For the DNN we can use similar criteria for exclusion when
directly using percentages of the DNN predicted value of g = GDNN

instead of ��2 as for the Fourier/fit methods. For real data, the set
of measured residuals is fed into the DNN that has been trained
with simulated data which results in a predicted value of Gobs :=
GDNN(Fi,obs). If the DNN predicted value of Gobs is lower than the
95th percentile of the values the DNN predicts for g = 0 from the
test set, then the residuals being purely due to Poisson noise cannot
be excluded. Similarly to the previous discussion of setting bounds
on g for the Fourier and fit method, the 95 % exclusion bound in
the DNN method is define via

5th percentile
⇥
GDNN(Fi,sim | gbound)

⇤
= Gobs , (38)

where GDNN(Fi,sim | g) are the DNN predictions on the simulated
data for a given g in the test set.

5 RESULTS

In the following, we compare the standard �2
0 calculation which was

previously used to look for ALPs to the Fourier method explained
in Section 3.1, the sinusoidal fit method explained in Section 3.2,
and the machine learning approach discussed in Section 3.3. We
apply these methods to the simulated data for XMM and Athena.

5.1 Athena

The standard powerlaw �2
0 method, the weighted Fourier method,

the sinusoidal fit method, and the DNN machine learning method
are shown in Figure 3. Every dataset contains ⇠1800 points so for
small g < 10�13 GeV�1 where the powerlaw is already a decent fit to
the data, we expect a �2

0 ⇠ 1800 which is what we find. Once we re-
bin two datapoints to one for the Fourier and fit method, the degrees
of freedom are roughly divided by two so �2

0(Fourier,Fit) ⇠ 900. �2
1

is calculated once the Fourier modes or the sinusoidal fit function
are included. Even for very small g we expect these methods to
slightly improve the fit, hence �2

1 < �
2
0, e↵ectively fitting Poisson

noise. We find �2
1 . �2

0 for very small g < 10�13 GeV�1 as expected.
As illustrated in these figures, the �2

0 method gives a bound
of g . 5.9 · 10�13 GeV�1. The weighted Fourier method and the
fit method do significantly better with a bound of g . 3.8 · 10�13

GeV�1. The DNN method also does better giving a bound of g .
4.2·10�13 GeV�1. This represents an improvement by a factor of 1.5
in the coupling compared to the �2

0 method. As all actual physical
e↵ects (interconversion of photons and axions) scale as g2

a��, the
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per d.o.f will improve significantly compared to �2
0. The fitfunction

y(!) equals y(K)(!i) for the Fourier method and y(Nfit)(!i) for the
sinusoidal fit.
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, (35)

where we choose S (!) = 1keV2/!2 as a smoothing function.
(iii) The DNN is fitted by using 75% of the residuals Fi as train-

ing data. For the remaining 25 % of the residual data set the DNN
predicts the value of g.

We show in Figure 1 how low Fourier modes can capture
residuals in the data, for XMM-Newton and Athena respectively.
For the Fourier and fit method, whatever the precise method used,
the quantity we are ultimately interested in is

��2(g) = �2
0(g) � �2

1(g), (36)

where g is the ALP photon coupling. This represents the ability
to improve the fit by including Fourier modes (�2

0(g) is equivalent
to the fit statistic with no Fourier modes included). The methods
described in this paper are most relevant when �2

0(g) represents an
acceptable fit – but a fit which can be significantly improved by
adding Fourier modes. If �2

0(g) already gives an unacceptable fit,
then the techniques of this paper are largely superfluous.

Photon to ALP modulations are very well represented by the
leading Fourier modes and hence this analysis is very sensitive to
the presence of ALP physics. An atomic line for instance would
lead to virtually no improvement in ��2(g) when using a Fourier
analysis and hence would not be picked up by our method. The
method is also very e�cient as the calculation of Fourier coe�-
cients can be performed very quickly and no spectral fit beyond the
standard absorbed powerlaw is necessary.

Note that ��2(g = 0) represents improvements in the fit due
simply to Poisson noise - even in the absence of ALPs, it is expected
that some improvement can be attained by fitting the Poisson noise
of the residuals with sinusoidal functions. Constraints will be ob-
tained when ��2(g) � ��2(g = 0).

For every g we generate 40 realizations of the magnetic field
in Perseus and subsequently 50 fake data sets with di↵erent Poisson
errors. Hence, for every g there are 2000 sets of simulated data.

In order to set bounds on g one has to compare the simulated

5 For Athena data we rebin two datapoints to one datapoint to speed up
the calculation as half the energy resolution of Athena is easily su�cient to
resolve ALP modulations.
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exclude that the modulations are purely due to Poisson noise and
we cannot set any bounds. Let us now discuss the case that the
observed ��2 is larger. We take as the null hypothesis the state-
ment that ALPs exist with a given coupling g. The null hypothesis
is excluded at 95%, if 95% of the simulated values of ��2(g) are
larger than the measured ��2
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is small. These e↵ects are illustrated in Figure 2, where we see that
a larger coupling leads (statistically) to a larger ��2(g).

For the DNN we can use similar criteria for exclusion when
directly using percentages of the DNN predicted value of g = GDNN

instead of ��2 as for the Fourier/fit methods. For real data, the set
of measured residuals is fed into the DNN that has been trained
with simulated data which results in a predicted value of Gobs :=
GDNN(Fi,obs). If the DNN predicted value of Gobs is lower than the
95th percentile of the values the DNN predicts for g = 0 from the
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on g for the Fourier and fit method, the 95 % exclusion bound in
the DNN method is define via
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5 RESULTS

In the following, we compare the standard �2
0 calculation which was

previously used to look for ALPs to the Fourier method explained
in Section 3.1, the sinusoidal fit method explained in Section 3.2,
and the machine learning approach discussed in Section 3.3. We
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The standard powerlaw �2
0 method, the weighted Fourier method,

the sinusoidal fit method, and the DNN machine learning method
are shown in Figure 3. Every dataset contains ⇠1800 points so for
small g < 10�13 GeV�1 where the powerlaw is already a decent fit to
the data, we expect a �2

0 ⇠ 1800 which is what we find. Once we re-
bin two datapoints to one for the Fourier and fit method, the degrees
of freedom are roughly divided by two so �2
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is calculated once the Fourier modes or the sinusoidal fit function
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slightly improve the fit, hence �2
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0 for very small g < 10�13 GeV�1 as expected.
As illustrated in these figures, the �2
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of g . 5.9 · 10�13 GeV�1. The weighted Fourier method and the
fit method do significantly better with a bound of g . 3.8 · 10�13

GeV�1. The DNN method also does better giving a bound of g .
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Figure 3. The four results for Athena. From left to right, top to bottom, these plots show (a) 5-percentile of the powerlaw fit �2
0(g) for Athena. There are 1747

degrees of freedom for this fit. The dashed red line is the 95th percentile of �2
0(g = 0) and marks which values of g can be excluded: a point above it can

be excluded at 95% confidence. (b) 5-percentile of ��2(g) for the Fourier method with !�2-weighting (see text) and K = 16 for Athena. (c) 5-percentile of
��2(g) for a sinusoidal fit with Nfit = 16 for Athena. (d) 5th percentile of GDNN(Fi,sim | g) for the DNN method for Athena. The dashed red line is the 95th
percentile of GDNN(Fi,sim | g = 0) and marks which values of g can be excluded: a point above it can be excluded at 95% confidence.
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• ALP properties can be probed via ALP-photon 
conversion, particularly well in galaxy clusters

• AGNs in/behind Galaxy Clusters have an 
extraordinary amount of X-ray data

• Absence of             deviations from expected 
spectrum allows the most competitive bounds yet 
on         for

• Outlook: More data (Hitomi, XMM, Chandra, 
Athena; SKA) better analysis methods

ga��
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Outlook

• Hitomi and Athena 
data to come

• Continuum in clusters 
with known magnetic 
field

• Other point sources in 
the universe

 49
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ACIS-I Midway
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Figure 7. The stacked spectrum of the ACIS-I midway observations, with central pixels excluded
according to the prescription in the text. There are 74000 counts after background subtraction. The
fit is to an absorbed power law, and results in nH = 1.3⇥ 1021cm�2 and a spectral index of � = 1.64.

data to model is entirely consistent with the high-statistics results from the full ACIS-I edge
observations.

We now repeat this procedure for the ACIS-S observations. In this case we reduce
pile-up by removing a central square of 16 pixels from the extraction region. The resulting
cleaned spectrum has 117000 counts before background subtraction and 74000 counts after
background subtraction. After background subtraction there are now 0.1% counts in the
10–15 keV band and 1.1% of counts in the 7–10 keV band, indicating that this spectrum is
now substantially cleaner. We group counts so that there are at least 700 counts per bin. In
this case, an absorbed power-law is not su�cient for a good fit and we supplement this by a
soft thermal component using xsapec (the presence of a thermal component for NGC1275
was also reported in [2]). The presence of a soft thermal component substantially improves
the fit (taking the Q value from 10�18 to 10�2). The resulting fit has nH = 1.7⇥ 1021cm�2

and a power-law index of � = 1.85. The thermal component has a temperature T = 0.85keV.
At this temperature, the amplitude and abundance of the thermal component are largely
degenerate in the fit. Fixing the abundance at solar abundance, the relative amplitude of
thermal component to the power-law is 0.15. Again, the cleaned ACIS-S spectrum displays a
clear positive residual centred around 2.1 keV and a clear negative residual at 3.4 keV, with
amplitudes that are consistent with those found in the ACIS-I edge spectrum. The residuals
also show an oscillatory structure, although given the error bars one should not over-interpret
this.

Why is a soft thermal component necessary for a good fit in the ACIS-S observations
but not in the ACIS-I observations? There are two main reasons. First, the e↵ective area
of ACIS-S has more support at low energies than for ACIS-I. The net result is that for

– 15 –

74000 counts, � = 1.64, nH = 1.4 · 1021cm�2, AGN/Cluster = 5.3/1
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Figure 9. The ACIS-S observations, involving 177000 counts after background subtraction. The fit
is to an absorbed power law with a thermal component of T = 0.85 keV, and pile-up is modelled with
jdpileup. The ratio of data to model is shown at the bottom of this figure.

region.

While we re-emphasise that this will not represent a perfect account of pile-up, it does
capture the relevant physics, producing a sensible fit with physical parameters – and with
the same features as seen in the far cleaner ACIS-I edge spectra.

For the ACIS-I midway observations we considered a central 6⇥6 pixel extraction region
(this is almost exactly the complement of the clean ACIS-I midway spectrum used in the
previous subsection). The resulting spectrum contains around 136000 counts, reducing to
134000 after background subtraction, giving a very high AGN to cluster contrast of 67:1.
After background subtraction, the fraction of counts in the 7-10 keV band and 10-15 keV
bands are 5.3% and 1.2% respectively. Counts were grouped to 1000 per bin. The spectrum
was modelled using an absorbed power law and fitted with the jdpileup model, this time
for energy values between 1 and 9 keV, to ensure no counts with energy greater than 10 keV
were included in the final bin. The jdpileup parameter n was set to 4, the number of 3⇥3
pixel islands in the extraction region.

The resulting fit and ratio of data to model are show in Figure 10. The best fit pa-
rameters involve nH = 2.5 ⇥ 1021cm�2 and a spectral index � = 1.93. The best-fit ↵ and
f parameters of jdpileup were ↵ = 0.324 and f = 0.975 respectively, and the estimated
pile-up fraction was 35%. Once again the excess around 2.0–2.2 keV is apparent, along with
a small deficit at 3.4–3.5 keV. The (unmodelled) 6.3 keV iron line is also visible as an excess
in the data. Again, the fit it good up to 9 keV.

We finally consider the case of the ACIS-I edge observations, where pile-up is relatively
weak. Although a reasonable fit can be made with no pile-up modelling, as argued above,

– 18 –

177000 counts, � = 1.81, nH = 2.6 · 1021cm�2, AGN/Cluster = 3.7/1
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2.2 keV excess explanations

• Effective area miscalibration

• Gain miscalibration

 52

Edge

• Thermal emission from ionized gas close to AGN

•       emission close to AGN

Instrumental:

Astrophysical:

K�
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2 Fabian et al

Figure 1.Variation in X-ray flux from the central AGN in Perseus from the 1970s to the present day. The grey points show the 90GHz radio lightcurve gathered
by Dutson et al. (2014), which follows a similar trend to the X-ray lightcurve.

The X-ray lightcurve shows a decrease by nearly an order of mag-
nitude from the early 1980s to the 1990s. This is in good agreement
with the decrease observed in the 90GHz radio emission reported
in Dutson et al. (2014), which is plotted as the grey points.

3 SIMULATED EINSTEIN IMAGES

The Einstein Observatory’s HRI instrument observed the Perseus
cluster for 15.6ks in 1979 February, and again for 6.6ks in 1980
February. The central cavities cannot be resolved in either of these
images, even when they are stacked together1. The cavities re-
mained undiscovered until the first ROSAT HRI observations of
Perseus (Boehringer et al. 1993), which showed for the first time
clear evidence for the interaction between the relativistic particles
in the radio lobes and the intracluster medium (Fig. 2).

The on axis spatial resolution of the Einstein HRI was, how-
ever, comparable to that of the ROSAT HRI (3 arcsec FWHM for
Einstein, 2 arcsec FWHM for ROSAT). It is therefore interesting to
see whether the high X-ray flux from the central AGN during the

1 A decrease in X-ray emission at the position of the the NW ghost cavity is
apparent in the Einstein image, and was commented on at the time (Fabian
et al 1981, Branduardi-Raymont et al 1981). Since it is devoid of detected
radio emission, its true nature was unsuspected.

Einstein mission prevented Einstein from making the first detection
of the cavities in Perseus.

We therefore simulated Einstein images of Perseus to investi-
gate the visibility of the central cavities as a function of the central
AGN flux and exposure time. The simulations were performed us-
ing SIMX2, which was modified to allow it to simulate the Einstein
observatory. This was achieved by setting the focal length, field
of view and pixel size parameters equal to those for the Einstein
HRI, and using Einstein RMF and ARF response files. The PSF
was set by using the Encircled Energy Function from Van Spey-
broeck (1979). For the input image we used the stacked, 890ks,
Chandra image from Fabian et al. (2006). Since only one spectrum
can be used when simulating an events file with SIMX, we simulated
separate events files for the central AGN and the cluster emission
with different spectra for each, and then added them. For the central
AGN the input spectrum was set as a powerlaw of index 1.65, as
found in Churazov et al. (2003). For the cluster emission the input
spectrum was a thermal APEC component with parameters fixed to
the mean cluster temperature in the core (kT =4keV).

We perform Einstein HRI simulations with 3 different AGN
flux levels and 3 different exposure times, and these are shown in
Fig. 3. The top row in Fig. 3 shows simulations using the 1979

2 http://hea-www.cfa.harvard.edu/simx/

c⃝ 0000 RAS, MNRAS 000, 000–000

[Fabian et al ‘15]
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ACIS-I edge (least piledup)[Conlon, Day, Jennings, Krippendorf, MR ‘16]
2

FIG. 1: The location and strength of the best-fit dip in the
AGN spectrum, derived from stacked Chandra observations
11713, 12025, 12033 and 12036.

tions the AGN is located at the edge of the ACIS-I field of
view, approximately seven arcminutes away from the op-
tical axis. The optical distortions spread the AGN image
over an ellipse of approximate radii 1000 and 700; the small
Chandra pixel size of 0.500⇥0.500 then ensures that pileup
is minimal for these observations, while the brightness of
the AGN ensures a high contrast against the background
cluster emission.

An extended study of these observations is given in [9].
We here focus on one key point: the presence at high
significance of a deficit in the AGN spectrum at E ⇠

3.5 keV. For these stacked observations, we use CIAO
4.8.2 and Sherpa to fit the AGN spectrum with an ab-
sorbed power law supplemented by a negative zero-width
Gaussian (xswabs ⇥ (xszpowerlw - xszgauss)) – i.e. we
treat the intrinsic width of the Gaussian as much nar-
rower than the detector resolution. A fit between 0.8 and
5 keV shows a strong preference for a negative Gaussian
at a best fit energy of E = (3.54± 0.02) keV, with a dip
strength of (�8.7 ± 1.9) ⇥ 10�6 ph cm�2 s�1 and an im-
provement in the �2 of 21.1. The equivalent width of the
dip is 15eV.

The fit also shows a significant excess in the 1.8 - 2.2
keV region. As this excess is close to the location of a dip
in the e↵ective area, one may want to be conservative and
exclude this region in case it biases the results. Repeating
the fit but excluding the 1.8 - 2.2 keV region, the overall
fit is now good, with a reduced �2 of 1.07 for 256 degrees
of freedom (a p-value of 0.2). The best fit energy for
the additional Gaussian remains at E = 3.54± 0.02keV,
but now with a marginally reduced strength of (�7.7 ±
1.9) ⇥ 10�6 ph cm�2 s�1 and an improvement in the �2

of 16.7. As these results are consistent, we subsequently
only quote results obtained by fitting over the full 0.8 - 5
keV region. For the full fit, we show in Figure 1 a contour
plot of the energy and strength of the negative Gaussian.

As a side comment, we note that there were also
four further observations taken in 2009 (Chandra obsids
11714, 11715, 11716, 12037) where the AGN is a few ar-
cminutes o↵-axis. Pileup remains a serious contaminant
here. Nonetheless, we can exclude the central parts of
the AGN image to extract a ‘clean’ spectrum. Doing
so, there is a mild preference (��2 = 1.5) for a dip in
the AGN spectrum at a best-fit energy of (3.55 ± 0.10)
keV. If the overall fitted amplitude of the AGN spectrum
is rescaled to be the same as that for the clean stacked
2009 observations, the amplitude of this dip would then
correspond to (�5.1 ± 4.2) ⇥ 10�6 ph cm�2 s�1. While
insignificant by itself, this is consistent with the above
result.
It is striking that the dip in the AGN spectrum oc-

curs at an identical energy to the excess from the di↵use
cluster emission. We discuss possible physical models for
this below. First though, we note that if such a dip is
present in the AGN spectrum – and it is over 4� signif-
icant in the only clean observations of the AGN – then
it contributes to the Hitomi data, which sums the AGN
and cluster emission.
To determine the magnitude of its e↵ect there, we

also require the overall AGN normalisation, as on phys-
ical grounds such a dip only makes sense as a fractional
reduction in the AGN spectrum. The AGN luminos-
ity is highly variable; its lightcurve since 1970 is de-
scribed in [11]. Although still much dimmer than its
1980s peak, it has been brightening since 2001. The
clean 2009 Chandra observations give a best-fit normali-
sation of 4.7⇥10�3 ph cm�2 s�1 keV�1 at 1 keV, while it
is reported in [8] that the 2016 Hitomi data give a nor-
malisation of 9.0⇥ 10�3 ph cm�2 s�1 keV�1 at 1 keV, an
approximate doubling of the strength since 2009.
Based on this, we now rescale the 2009 result into an

expected 2016 dip of (�16.7±3.6)⇥10�6 ph cm�2 s�1 in
the AGN spectrum at E = (3.54 ± 0.02) keV. In [8] it
is reported that the expected di↵use excess emission in
the 2016 Hitomi data, based on XMM-Newton observa-
tions restricted to the SXS field of view, was (9.0±2.9)⇥
10�6 phcm�2 s�1 at E = 3.54+0.03

�0.04 keV. Summing these
two results then leads us to expect a dip in the 2016 Hit-
omi data at 3.54 keV of (�7.7±4.6)⇥10�6 ph cm�2 s�1.
And indeed this is precisely what is observed: from

Figure 3 in [8], we see that for broadening by the dark
matter velocity dispersion of 1300 kms�1 the Hitomi data
shows a best-fit dip of (�8 ⇥ 10�6) ph cm�2 s�1 at E =
(3.55±0.02) keV (the error is estimated from the figure),
at an approximate significance of 2.5� (��2

⇠ 7).
The data sets are therefore consistent; XMM-Newton

data shows an excess in the di↵use cluster emission at
3.54+0.03

�0.04keV, Chandra data on the AGN shows a strong
dip in the spectrum at the same energy, and Hitomi
data (sensitive to both cluster and AGN) gives a dip at
(3.55 ± 0.02)keV of the expected magnitude once these
two e↵ects are combined.

more inconclusive
ACIS-S data in 
[Conlon ’17]  
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Wasn’t there something else at 3.5 keV…?10
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Figure 5. Top panels: 3�4 keV band of the stacked MOS (left panel) and stacked PN (right panel) spectra of the samples. The figures
show the energy band where the new spectral feature is detected. The Gaussian lines with maximum values of the flux normalizations of K
xviii and Ar xvii estimated using AtomDB were included in the models. The red lines in the top panels (shown only for the full sample)
show the model and the excess emission. The blue lines show the total model after another Gaussian line is added, representing the new
line. Middle panels shows the residuals before (red) and after (blue) the Gaussian line is added. The bottom panels show the e↵ective area
curves (the corresponding ARF). Redshift smearing greatly reduces variations of the e↵ective area in the high-z sample.

bution of each cluster i to the total DM line flux in the
stacked spectrum is

!i,dm =
Mproj

i,DM
(< Rext)(1 + zi)

4⇡D2

i,L

ei
etot

. (4)

where zi is the redshift of ith cluster, and ei and etot are
the exposure time of ith cluster and the total exposure
time of the sample.
The dark matter mass within the extraction radius is

[Bulbul et al, Boyarsky et al ’14]
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Responsible for line

Responsible for dip

AGN

�1

[Profumo, Sigurdson ’07]
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Fluorescent dark matter
• Chandra sees only absorbed AGN spectrum (dip)

• Hitomi sees sum of diffuse emission + absorbed 
AGN spectrum (slight dip)

• Observed fluxes are consistent

• Line is broadened by dark matter velocity dispersion

• For the cluster gas: 
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vDM � 1300 km s�1 � � = 15eV

vGas � 200 km s�1 � � = 2.4eV
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Fluorescent dark matter

• Simple model:

• Strength of the dip:
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3

Fluorescent Dark Matter

In the previous section, we saw that the various
datasets on 3.5 keV photons from Perseus are remark-
ably consistent and contain a variety of high-significance
features at E ' 3.54 keV.

We now consider possible interpretations. We focus on
ways to obtain deficits in the AGN spectrum; there are
many ways, both astrophysical and exotic, to generate
excesses, but fewer that can give rise to spectral deficits.
Instrumental explanations are also less plausible here; the
AGN deficit has an equivalent width of ⇠ 15eV compared
to ⇠ 1eV for the di↵use excess.

One way to obtain a deficit in an AGN spectrum is
via axion-like particles [9, 12], as photons can convert
to axion-like particles in the presence of astrophysical
magnetic fields. While axion-like particles have been pro-
posed as models to explain the morphology of the 3.5 keV
di↵use excess [13], it would require a considerable coin-
cidence to produce a single dip in the AGN spectrum at
an identical energy to the di↵use cluster excess.

We therefore look for models where the same underly-
ing mechanism is responsible for both the deficit in the
AGN spectrum and the excess in the di↵use spectrum
at 3.54 keV (3.48 keV in the observer frame). A simple
model involves a 2-state dark matter model (�1 and �2).
The lower state �1 absorbs a 3.54 keV photon to enter
the excited state �2, which then decays by re-emission of
the photon. A sample Lagrangian is

L �
1

M
�̄2�µ⌫�1F

µ⌫ , (1)

and this type of resonant absorption is analysed in greater
detail in [14]). The AGN dip at E = 3.54 keV would then
be a dark sector analogue of e.g. Lyman-↵ absorption,
with the di↵use excess at the same energy the result of
fluorescent re-emission.

If we treat the absorption of 3.54 keV photons as a
Breit-Wigner resonance and assume a 100% branching
ratio for �2 ! �1�, we can determine the width � of
the process �2 ! �1� using the observed photon deficit
from the AGN. The cross section for �1� ! �1� has a

resonance at photon energy E0 = m2
2�m2

1
2m1

!
= 3.54 keV in

the rest frame of the dark matter, where m1 and m2 are
the masses of �1 and �2 respectively. Near the resonance,
the cross section is described by the relativistic Breit-
Wigner formula:

�BW(E) =
2⇡

p2CM

��2!�1�

��2

(m2��2)
2

(s�m2
2)

2 + (m2��2)
2
, (2)

where p2CM = m2
1E

2

m2
1+2m1E

is the squared magnitude of the

momentum in the centre of mass frame; ��2!�1� is the
decay rate of �2 to �1�; ��2 is the total decay rate of �2

and
p
s is the centre of mass energy.

For the dark matter column density, we use an NFW
profile

⇢DM (r) =
⇢0

r
rs

✓
1 +

⇣
r
rs

⌘2
◆ , (3)

with rs = 0.477 Mpc and ⇢0 = 7.35⇥ 1014M� Mpc3 [15].
As the AGN is the dynamical centre of the cluster, the
integrated column density is formally divergent, and we
cut o↵ the integral at 0.01 and 2 Mpc. Given that the
dip strength has equivalent width of 15 eV, we can then
derive (assuming mDM � 3.5keV)

� �

⇣mDM

GeV

⌘
⇥ 5.8⇥ 10�10keV . (4)

The inequality arises because the equivalent width of the
dip strength is very similar to that expected to be induced
by dark matter broadening. Once absorption within this
region is saturated, an increase in � will not significantly
increase the overall strength of the dip.

Morphological Features

We now consider the morphological distribution of the
3.5 keV emission. We consider the simplest case, where
all 3.5 keV emission in �2 ! �1� arises after initial
absorption of a real 3.5 keV photon. More generally,
one could also consider cases where the absorbed pho-
ton is virtual and arises from scattering o↵ protons, elec-
trons [16] or other particles.
For this simplest case, the most basic feature of fluo-

rescent dark matter is that the total number of 3.5 keV
photons is conserved: the total excess emission, inte-
grated across a cluster, must be precisely balanced by
the integrated deficit. This result is independent of the
detailed dark matter profile; as all absorbed photons are
subsequently re-emitted, it follows that there is no net
production of 3.5 keV photons in this model.
Applying this to the Perseus cluster, this would re-

quire the time-averaged deficit in 3.5 keV photons from
the central AGN, measured in units of ph cm�2 s�1, to
precisely equal the excess in 3.5 keV photons from dif-
fuse emission across the entire cluster. The 2009 Chandra
dip is �8.7⇥10�6 ph cm�2 s�1, while the total excess re-
ported in [1] across the XMM-Newton field of view is
52+24

�15⇥10�6 ph cm�2 s�1 (given the large field of view of
XMM-Newton, we take this value as a proxy for the total
emission of the cluster).
For a time-varying AGN luminosity, the photon den-

sity at radius r depends on the luminosity at time (tnow�
r
c ). For measurements on cluster scales of & O(10kpc),
this requires e↵ectively averaging the AGN luminosity
over periods of 104 � 106 years. Given our (limited)
knowledge of the time-variability of the AGN, these val-
ues are consistent – from 1970 - 1988 the AGN luminosity
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one could also consider cases where the absorbed pho-
ton is virtual and arises from scattering o↵ protons, elec-
trons [16] or other particles.
For this simplest case, the most basic feature of fluo-

rescent dark matter is that the total number of 3.5 keV
photons is conserved: the total excess emission, inte-
grated across a cluster, must be precisely balanced by
the integrated deficit. This result is independent of the
detailed dark matter profile; as all absorbed photons are
subsequently re-emitted, it follows that there is no net
production of 3.5 keV photons in this model.
Applying this to the Perseus cluster, this would re-

quire the time-averaged deficit in 3.5 keV photons from
the central AGN, measured in units of ph cm�2 s�1, to
precisely equal the excess in 3.5 keV photons from dif-
fuse emission across the entire cluster. The 2009 Chandra
dip is �8.7⇥10�6 ph cm�2 s�1, while the total excess re-
ported in [1] across the XMM-Newton field of view is
52+24

�15⇥10�6 ph cm�2 s�1 (given the large field of view of
XMM-Newton, we take this value as a proxy for the total
emission of the cluster).
For a time-varying AGN luminosity, the photon den-

sity at radius r depends on the luminosity at time (tnow�
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c ). For measurements on cluster scales of & O(10kpc),
this requires e↵ectively averaging the AGN luminosity
over periods of 104 � 106 years. Given our (limited)
knowledge of the time-variability of the AGN, these val-
ues are consistent – from 1970 - 1988 the AGN luminosity

�1

�̄2

�1

�3.5 �3.5 [D’Eramo, Hableton, Profumo, 
Stefaniak ’16; Conlon, Day, 

Jennings, Krippendorf, MR ‘16]

� Strong absorption broadened by DM dispersion 

� If real has to be new physics!


