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CT18 in a nutshell 

l  Start with CT14-HERAII (HERAII combined data released after 
publication of CT14) 

l  Examine a  wide range of PDF parameterizations 
l  Use as much relevant LHC data as possible using applgrid/fastNLO 

interfaces to data sets, with NNLO/NLO K-factors, or fastNNLO tables in 
the case of top pair production 

l  PDFSense (arXiv:1803.02777), L2 sensitivity to determine quantitatively 
which data will have impact on global PDF fit 

l  ePump (arXiv:1806.07950) on quickly exploring the impact of data prior 
to global fit within the Hessian approximation 
◆  good agreement between ePump results and global fit 

l  Implement a parallelization of the global PDF fitting to allow for faster 
turn-around time 

l  Lagrange Multiplier studies to examine constraints of specific data sets 
on PDF distributions, and (in some cases)  





CT18... 
l  Main product is CT18 (NNLO, NLO,LO) 

l  Including full data set except for ATLAS 7 TeV W/Z, 
which has a sizeable impact on the global fit (strange 
quark) 

NNLO NNLO 



...and family 

CT18 PDFs available from https://tinyurl.com/ct18pdfs-1 
  







Treatment of new LHC data 

l  Include processes that have a sensitivity for the PDFs of interest, and 
for which NNLO predictions are available.  

l  Include as large a rapidity interval for the  jet data as possible 
◆  for ATLAS this involves using the ATLAS de-correlation model, 

rather than using a single  rapidity interval. Using a single rapidity 
interval may result in selection bias. The result is a worse χ2 due to 
the remaining tensions in the ATLAS jet data, and a reduced 
sensitivity compared to the CMS jet data.  

◆  the use of only a single jet rapidity interval provides incomplete 
information 

l  Use multiple t-tbar observables, possible using experimentally provided 
statistical correlations.  
◆  and for CMS, using the double differential calculation from Mitov et 

al 
◆  again, some of the observables are in tension with each other.  

l  NB: previous data (including CMS 7 TeV W,Z data) continue having an 
impact on global fits and tend to dilute the impact of new data 



Treatment of new LHC data 

l  For jet data, always use the largest jet size available; use of 
smaller R sizes can result in inaccurate scale uncertainties 

•  At NNLO, there are  
accidental cancellations,  
that lead to an artificially 
 low scale uncertainty for  
processes with  
small R (0.4) jets 
•  Prescription for  
restoring reasonable  
uncertainty estimate 
•  Original idea from  
Salam et al 
->Les Houches Accord 

arXiv:1903.12563 
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What experiments provide the greatest constraints?  

l  ...and how well do the LHC experiments agree among 
themselves? 

l  We use  
◆  Effective Gaussian variables 
◆  PDFSense and L2 sensitivity 
◆  Lagrange Multiplier scans 
◆  ePump 
 



Effective Gaussian variables 





Sensitivity per point and total sensitivity 



Sensitivity per point and total sensitivity 



Correlations 
Correlations are important, but not sufficient. The statistical power of 
the data set also has to be there. The most effective data sets may 
have low correlation, but high sensitivity. Tensions within the data set 
also may reduce the ultimate sensitivity.  



Lagrange Multiplier Scans 

New PDG αs(mZ) and uncertainty coming out soon, including  
input from PDF fits; divide inputs into lattice/not-lattice 



l  Top: CT18 
◆  HERA1+II data set provides the 

dominant constraint, followed by 
ATLAS, CDF2,D02 jet production, 
HERA charm... 

◆  tt double differential cross sections 
provide weaker constraints 

l  Lower: CT18Z 
◆  a 1% lower NNLO gluon in the Higgs 

production region than for CT14/
CT18 as a result of  

▲  higher charm mass, mc
pole=1.4 

GeV 
▲  including ATLAS7 W/Z 

production 
▲  a special factorization scale in 

DIS that mildly improves χ2 and 
approximates the effect of small-
x resummation 

Lagrange Multiplier scan (gluon: x=0.01, Q=125 GeV) 



l  Upper: CT18 
l  Lower: CT18Z 
l  Opposite pulls from ATLAS7/

CMS7 jet production on one 
hand, and CMS8  jet 
production on the other hand 

l  Similarly, ATLAS tt 
distributions (dmtt, dpT

t) and 
CMS double tt distributions 
(dpT

tdyt) at 8 TeV impose 
weak opposite pulls 
◆  NB: tt data has relatively large 

impact if jet data removed, or if 
statistical precision increased to 
match that of the jet data 

l  Constraints from ATLAS8 Z pT 
production are moderate 

Lagrange Multiplier scan (gluon: x=0.3, Q=125 GeV) 



Faster than Lagrange  
Multiplier; works in the  
Hessian approximation; 
See for example slide 27. 









Look at residuals and nuisance parameters 



Shifted vs unshifted: CMS 8 TeV jets 



Shifted vs un-shifted: ATLAS 7 TeV jets 





PDF luminosities 



PDF luminosities 



Comparisons to PDF4LHC15 
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CT18/NNPDF3.1 within spitting distance 
of PDF4LHC15 



Comparison to PDF4LHC15 
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CT18 similar to PDF4LHC15; some  
reduction in high x uncertainties 

If we would take the full range here, 
Higgs cross section uncertainty 
would increase 



Towards PDF4LHC20 
l  We are gearing up for the full 300 fb-1 expected from Runs 1-3 
l  New generations of PDF sets are/will be coming out 
l  It’s been 5 years since PDF4LHC15 
l  It may be time for a PDF4LHC20 combination 
l  ...which will of necessity include some benchmarking before-hand 
l  First benchmark Drell-Yan codes/vector boson production; see Sergey’s 

presentation at the EWWG meeting 
l  There are a large number of tools that have been developed to examine 

the impact of data pre- and post-fit; let’s make use of them to understand 
the impact of the LHC datasets on each PDF fit, both in terms of the 
central fit and the uncertainty 

l  Go back to HERA1+II data? Confirm what the central values and 
uncertainties look like with new formalisms. 

l  Add top data from ATLAS; each single distribution, several distributions 
simultaneously using the statistical correlations; do we see similar effects/
influences for the different fitting programs?  

l  Add ATLAS/CMS jet data, each jet y bin individually and then together 
l  Add jet and top data together 



Extras 



ePump (error PDF updating package) 

l  ePump (Error PDF Updating Method Package) is a set of 
classes, functions, etc. for analyzing the impact of new data on 
the PDF predictions and uncertainties, in the Hessian method.  

l  It assumes quadratic dependence of the global χ2 function on 
the parameters, and linear dependence of the observables on 
the parameters. 

l  It allows for the inclusion of a dynamical tolerance in each of 
the original Hessian eigenvector directions. 

l  Extensively cross-checked against actual global fitting 



It contains two main executables 

1)  UpdatePDFs 

l  Given the original theory predictions 
for a set of observables, and the 
experimental data for some subset of 
the observables, it computes the 
updated predictions and uncertainties 
for all of the observables, 
incorporating the effects of the new 
data. 

l  If the original best-fit and Hessian 
error PDFs are supplied, it also 
computes updated  best-fit and 
Hessian error PDFs that incorporate 
the effects of the new data. 

2) OptimizePDFs 
 
l  Given the original best-fit and Hessian 

error PDFs, along with theory 
predictions for a set of observables, it 
computes a new set of Hessian error 
PDFs that are optimized for the 
particular set of observables.  

l  The new set of error PDFs produce 
equivalent results to the original set of 
error PDFs (at least in the linear/
quadratic approximations assumed in 
the Hessian method).  However, each 
new Hessian eigenvector PDF has an 
associated eigenvalue that gives the 
sum of the relative contributions of 
that eigenvector direction to the 
variance of each of the observables in 
the given set.   The eigenvalues can 
be used to choose a reduced set of 
Hessian error PDFs by discarding 
those that are irrelevant to the given 
set of observables. 





Results of the fit (LHC observables) 
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drop the low pileup 
data from 21-74 GeV 
 
χ2=168 (for 185 points)  
before fitting; 132 after  
fitting 
 
PDFSense predicted 
this would be the  
highest impact LHC data  
set 
 
results in some  
reduction in gluon 
uncertainty at  
moderate and high x 
 

CMS 8 TeV 
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140 data points 
 
χ2=1.5/dof  
after fitting 
 
moderate impact 
on gluon  
uncertainty 


