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•First DIANA-HEP (2014-2019) 

•Now IRIS-HEP Software Institute (2018-2023)
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ATLAS Data Access Policy     May 21st 2014 

Introduction 
ATLAS has fully supported the principle of open access in its publication policy. This 

document outlines the policy of ATLAS as regards open access to data at different levels as 

described in the DPHEP [1] model. The main objective is to make the data available in a 

usable way to people external to the ATLAS collaboration.  

 

The ATLAS policy for data preservation is described in a separate document. The 

cŽllabŽƌaƚiŽn͛Ɛ need ƚŽ ƉƌeƐeƌǀe daƚa fŽƌ iƚƐ Žǁn ƵƐe shares some requirements with making 

them open access. To support open access to data additional resources will be required to 

develop and support the tools to make the data available. 

Policies for Different Data Levels 
Open access to ATLAS data by people outside the collaboration can be considered at four 

levels of increasing complexity, listed below, with associated conditions, see Ref. [1]. This 

policy pertains to collision physics data (i.e. that are stored offline and intended for physics 

analysis) and the necessary associated metadata, along with associated simulated datasets 

and tools allowing to produce new simulated datasets based on an adequate simulation of 

the ATLAS detector. 

LeǀelͲϭ͘ PƵbliƐhed reƐƵlƚƐ  
All scientific output is published in journals, and preliminary results are made available in 

Conference Notes. All are openly available, without restriction on use by external parties 

beyond copyright law and the standard conditions agreed by CERN.  

Data associated with journal publications are also made available: tables and data from plots 

(e.g. cross section values, likelihood profiles͕ ƐelecƚiŽn efficiencieƐ͕ cƌŽƐƐ ƐecƚiŽn limiƚƐ͕ ͙) 

are stored in appropriate repositories such as HEPDATA[2]. ATLAS also strives to make 

additional material related to the paper available that allows a reinterpretation of the data 

in the context of new theoretical models. For example, an extended encapsulation of the 

analysis is often provided for measurements in the framework of RIVET [3]. For searches 

information on signal acceptances is also made available to allow reinterpretation of these 

searches in the context of models developed by theorists after the publication. ATLAS is also 

exploring how to provide the capability for reinterpretation of searches in the future via a 

service such as RECAST [4].  RECAST allows theorists to evaluate the sensitivity of a 

published analysis to a new model they have developed by submitting their model to ATLAS.  

LeǀelͲϮ͘ OƵƚreach and EdƵcaƚion  
ATLAS recognizes the vital role of outreach and education, and participates in and 

encourages outreach and education activities, and makes selected data available for them. 

TǇƉicallǇ a fƌacƚiŽn Žf ƚhe cŽmƉleƚe ATLAS daƚaͲƐeƚ iƐ ƵƐed͕ Ɛelecƚed ƚŽ ƉƌŽǀide a ƌich ƐamƉle 
of events with interesting physics signatures but not adequate for a publication of a physics 

result. The data are provided in simplified, portable and self-contained formats for 
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Open science and reproducible research have become per-
vasive goals across research communities, political circles 
and funding bodies1–3. The understanding is that open and 

reproducible research practices enable scientific reuse, accelerating 
future projects and discoveries in any discipline. In the struggle to 
take concrete steps in pursuit of these aims there has been much 
discussion and awareness-raising, often accompanied by a push to 
make research products and scientific results open quickly.

Although these are laudable and necessary first steps, they 
are not sufficient to bring about the transformation that would 
allow us to reap the benefits of open and reproducible research. 
It is time to move beyond the rhetoric and the trust in quick fixes 
and start designing and implementing tools to power a more  
profound change.

Our own experience from opening up vast volumes of data is 
that openness cannot simply be tacked on as an afterthought at the 
end of the scientific endeavour. In addition, openness alone does 
not guarantee reproducibility or reusability, so it should not be pur-
sued as a goal in itself. Focusing on data is also not enough: it needs 
to be accompanied by software, workflows and explanations, all of 
which need to be captured throughout the usual iterative and closed 
research lifecycle, ready for a timely open release with the results.

Thus, we argue that having the reuse of research results as a goal 
requires the adoption of new research practices during the data 
analysis process. Such practices need to be tailored to the needs 
of each given discipline with its particular research environment, 
culture and idiosyncrasies. Services and tools should be developed 
with the idea of meshing seamlessly with existing research proce-
dures, encouraging the pursuit of reusability as a natural part of 
researchers’ daily work (Fig. 1). In this way, the generated research 
products are more likely to be useful when shared openly.

In tackling the challenge of enabling reusable research, we  
keep these ideas as our guiding light when putting changes into 
practice in our community—high-energy physics (HEP). Here, we 
illustrate our approach, particularly through our work at CERN, 
and present our community’s requirements and rationale. We  
hope that the explanation of our challenges and solutions will 
stimulate discussions around the practical implementation of work-

flows for reproducible and reusable research more widely in other  
scientific disciplines.

Approaching reproducibility and reuse in HEP
To set the stage for the rest of this piece, we first construct a more 
nuanced spectrum in which to place the various challenges facing 
HEP, allowing us to better frame our ambitions and solutions. We 
choose to build on the descriptions introduced by Carole Goble4 
and Lorena A. Barba5 shown in Table 1.

These concepts assume a research environment in which mul-
tiple labs have the equipment necessary to duplicate an experiment, 
which essentially makes the experiments portable. In the particle 
physics context, however, the immense cost and complexity of the 
experimental set-up essentially make the independent and com-
plete replication of HEP experiments unfeasible and unhelpful. 
HEP experiments are set up with unique capabilities, often being 
the only facility or instrument of their kind in the world; they are 
also constantly being upgraded to satisfy requirements for higher 
energy, precision and level of accuracy. The experiments at the Large 
Hadron Collider (LHC) are prominent examples. It is this unique-
ness that makes the experimental data valuable for preservation so 
that it can be later reused with other measurements for comparison, 
confirmation or inspiration.

Our considerations here really begin after gathering the data. 
This means that we are more concerned with repeating or verifying 
the computational analysis performed over a given dataset rather 
than with data collection. Therefore, in Table 2 we present a varia-
tion of these definitions that takes into account a research environ-
ment in which ‘experimental set-up’ refers to the implementation 
of a computational analysis of a defined dataset, and a ‘lab’ can be 
thought of as an experimental collaboration or an analysis group.

In the case of computational processes, physics analyses them-
selves are intrinsically complex due to the large data volume and 
algorithms involved6. In addition, the analysts typically study more 
than one physics process and consider data collected under dif-
ferent running conditions. Although comprehensive documenta-
tion on the analysis methods is maintained, the complexity of the 
software implementations often hides minute but crucial details, 

Open is not enough
Xiaoli Chen1,2, Sünje Dallmeier-Tiessen1*, Robin Dasler1,11, Sebastian Feger1,3, Pamfilos Fokianos1, 
Jose Benito Gonzalez1, Harri Hirvonsalo1,4,12, Dinos Kousidis1, Artemis Lavasa1, Salvatore Mele1, 
Diego Rodriguez Rodriguez1, Tibor Šimko1*, Tim Smith1, Ana Trisovic1,5*, Anna Trzcinska1, 
Ioannis Tsanaktsidis1, Markus Zimmermann1, Kyle Cranmer6, Lukas Heinrich6, Gordon Watts7, 
Michael Hildreth8, Lara Lloret Iglesias9, Kati Lassila-Perini4 and Sebastian Neubert10

The solutions adopted by the high-energy physics community to foster reproducible research are examples of best practices 
that could be embraced more widely. This first experience suggests that reproducibility requires going beyond openness.

Corrected: Publisher Correction

NATURE PHYSICS | VOL 15 | FEBRUARY 2019 | 113–119 | www.nature.com/naturephysics 113
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 2. Capture: store information about the analysis input data, the 
analysis code and its dependencies, the runtime computational 
environment and the analysis work!ow steps, and any other 
necessary dependencies in a trusted digital repository.

 3. Reuse: instantiate preserved analysis assets and computational 
work!ows on the compute clouds to allow their validation or 
execution with new sets of parameters to test new hypotheses.

All of these services, developed through free and open source 
software, strive to enable FAIR compliant data20 and can be set up 

for other communities as they are implemented using flexible data 
models. For all these services, capturing and preserving data prov-
enance has been a key design feature. Data provenance facilitates 
reproducibility and data sharing as it provides a formal model for 
describing published results7.

CERN Analysis Preservation. The CERN Analysis Preservation 
(CAP) service is a digital repository instance dedicated to describ-
ing and capturing analysis assets. The service uses a flexible meta-
data structure conforming to JavaScript Open Notation (JSON) 
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Fig. 2 | Example of a complex computational workflow on REANA mimicking a beyond the standard model (BSM) analysis . This figure shows an 
example where the experimental data is compared to the predictions of the standard model with an additional hypothesized signal component. The 
example permits one to study the complex computational workflows used in typical particle physics analyses. a–c, The computational workflow (a) may 
consist of several tens of thousands of computational steps that are massively parallelizable and run in a cascading ‘map-reduce’ style of computations 
on distributed compute clusters. The workflow definition is modelled using the Yadage workflow specification and produces an upper limit on the 
signal strength of the BSM process. A typical search for BSM physics consists of simulating a hypothetical signal process (c), as well as the background 
processes predicted by the standard model with properties consistent with the hypothetical signal (marked dark green in (b)). The background often 
consists of simulated background estimates (dark blue and light green histograms) and data-driven background estimates (light blue histogram).  
A statistical model involving both signal (dark green histogram) and background components is built and fit to the observed experimental data (black 
markers). b, Results of the model in its pre-fit configuration at nominal signal strength. We can see the excess of the signal over data, meaning that the 
nominal setting does not describe the data well. The post-fit distribution would scale down the signal in order to fit the data. This REANA example is 
publicly available at ref. 35. For icon credits, see Fig. 1.

NATURE PHYSICS | VOL 15 | FEBRUARY 2019 | 113–119 | www.nature.com/naturephysics116
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•Sinclert Pérez joined NYU  

• Research Software Engineer  

• Previously worked at CERN team on REANA 

• 50% IRIS-HEP 

•Focus is to improve interoperability of cyberinfrastructure 
components (eg. RECAST, CAP, HEPData, INSPIRE, …)
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https://www.youtube.com/watch?time_continue=5&v=9egt9ZTm7T0&feature=emb_title 

G. Watt

pyhf likelihoods

17

• Recent Python implementation (pyhf) of HistFactory.

• ROOT/XML workspace replaced by plain-text pyhf JSON.

• Two HEPData records released by ATLAS with pyhf JSON: 
https://www.hepdata.net/record/ins1748602  (2019-10-21) 
https://www.hepdata.net/record/ins1765529  (2019-12-06)

• Need to mint DOIs for local resource files and identify pyhf.

• Native support of pyhf JSON (see HEPData/hepdata#164):

✦ Replace usual HEPData YAML data files with pyhf JSON.

✦ Validate against JSON schema distributed with pyhf.

✦ Develop appropriate visualisation and conversion tools.

Kyle Cranmer
Lukas Heinrich

Matthew Feickert
Giordon Stark

https://www.youtube.com/watch?time_continue=5&v=9egt9ZTm7T0&feature=emb_title
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E X A M P L E  R E C A S T  →  Z E N O D O

•If experiments do adopt something like this, would be nice 
to have API connection to upload result.
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