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Figure 3: Phase diagram for stability in the m
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t /m
pole

h
plane with dotted lines indicating

the scale at which the addition of higher-dimension operators could stabilize the SM. Note
that the curves accumulate on the stability/metastability boundary. ⇤NP curves in the
↵s/m

pole

t plane (not shown) are similar.

arbitrary high scale can destabilize the SM my opening up new tunneling directions [17,46,
58, 81–83]. To stabalize the SM, they have to be strong enough to lift the potential from
negative to positive. In Fig. 3 we see that the density of ⇤NP curves increases near the
absolute stability line. This happens because the absolute stability region is necessarily
insensitive to the addition of a positive operator.

7 Mass Corrections

One remaining technical detail is how to handle the fact that the Higgs potential in the
Standard Model is not exactly scale invariant, since there is a finite mass term for the Higgs
field. We saw in Section 3 that with a scale-invariant classical potential, quantum corrections
naturally pick out the scale µ

? where �(µ) is minimal so that the action is dominated by
bounces of a size R

? = 1

µ? . One hopes that because the Higgs mass parameter m ⇠ 102

GeV is much much smaller than µ
?
⇠ 1017 GeV, the corrections to the decay rate from the

mass term will be completely negligible. Although normally classical e↵ects, like the Higgs
mass term, dominate over quantum e↵ects, in this case the quantum scale violation can be
dominant since it scales as an inverse power of ~ (see Eq. (3.35)). Despite this convincing
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Table 10.7: Principal SM fit result including mutual correlations.

MZ [GeV] 91.1882 ± 0.0020 1.00 ≠0.07 0.00 0.00 0.02 0.02
‚mt( ‚mt) [GeV] 163.51 ± 0.55 ≠0.07 1.00 0.00 ≠0.11 ≠0.22 0.04
‚mb( ‚mb) [GeV] 4.180 ± 0.008 0.00 0.00 1.00 0.20 ≠0.02 0.00
‚mc( ‚mc) [GeV] 1.275 ± 0.009 0.00 ≠0.11 0.20 1.00 0.47 0.00
–s(MZ) 0.1185 ± 0.0016 0.02 ≠0.22 ≠0.02 0.47 1.00 ≠0.03
∆–

(3)
had(2 GeV) 0.00592 ± 0.00005 0.02 0.04 0.00 0.00 ≠0.03 1.00
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Figure 10.4: Fit result and one-standard-deviation (39.35% for the closed contours and 68% for
the others) uncertainties in MH as a function of mt for various inputs, and the 90% CL region
(∆‰

2 = 4.605) allowed by all data. –s(MZ) = 0.1185 is assumed except for the fits including the
Z lineshape. The width of the horizontal dashed band is not visible on the scale of the plot.

that at least some of the problem in Ab is due to a statistical fluctuation or other experimental
e�ect in one of the asymmetries. Note, however, that the uncertainty in A

(0,b)
F B

is strongly statistics
dominated. The combined value, Ab = 0.901 ± 0.013 deviates by 2.6 ‡.

The left-right asymmetry, A
0
LR

= 0.15138 ± 0.00216 [273], from hadronic decays at SLD, di�ers
by 2.1 ‡ from the SM expectation of 0.1469 ± 0.0003. The combined value of A¸ = 0.1513 ± 0.0021
from SLD (using lepton-family universality and including correlations) is also 2.1 ‡ above the
SM prediction; but there is experimental agreement between this SLD value and the LEP 1 value,
A¸ = 0.1481±0.0027, obtained from a fit to A

(0,¸)
F B

, Ae(P· ), and A· (P· ), again assuming universality.
The observables in Table 10.4 and Table 10.5, as well as some other less precise observables,
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What is the top quark mass?
➤ There are different definitions for a mass 

➤ Kinematic: reconstructed object fitted to Monte Carlo event 
generators (so-called MC mass) 

➤ Field theoretic: a (renormalized) parameter in the Lagrangian 
density (scheme-dependent) 

➤ Pole (on-shell) mass 

➤  mass 

➤ …

MS

3

Direct measurements

Indirect measurements
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Indirect measurements of the pole mass
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TABLE I: Theoretical predictions for σtt̄ with uncertainties
∆σ due to scale dependence and PDFs at the Tevatron for
mpole

t =175 GeV from different theoretical calculations used
as input to the mass extraction. Note that Refs. [12] and [13]
use the CTEQ6.6 PDF set [20] while Refs. [14], [15], and [16]
use the MSTW08 PDF set [21].

Theoretical prediction σtt̄ (pb) ∆σscale (pb) ∆σPDF (pb)
NLO [12] 6.39 +0.33

−0.70
+0.35
−0.35

NLO+NLL [13] 6.61 +0.26
−0.46

+0.44
−0.34

NLO+NNLL [14] 5.93 +0.18
−0.17

+0.30
−0.22

Approximate NNLO [15] 6.71 +0.28
−0.37

+0.17
−0.12

Approximate NNLO [16] 6.66 +0.11
−0.06

+0.42
−0.35

TABLE II: Values of mpole
t , with their 68% C.L. uncertainties,

extracted for different predictions of σtt̄. The results assume
that mMC

t = m
pole
t (left column). The right column shows

the change ∆m
pole
t between these results if it is assumed that

mMC
t = mMS

t . The combined experimental and theoretical
uncertainties are shown.

Theoretical prediction m
pole
t (GeV) ∆m

pole
t (GeV)

MC mass assumption mMC
t = mpole

t mMC
t = mMS

t

NLO [12] 164.8+5.7
−5.4 −3.0

NLO+NLL [13] 166.5+5.5
−4.8 −2.7

NLO+NNLL [14] 163.0+5.1
−4.6 −3.3

Approximate NNLO [15] 167.5+5.2
−4.7 −2.7

Approximate NNLO [16] 166.7+5.2
−4.5 −2.8

termination of mpole
t are given in Table II. In case (ii)

the cross section predictions use the pole-mass conven-
tion, and the value of mMC

t = mMS
t is converted to mpole

t

using the relationship at the three-loop level [5, 22]:

mpole
t = mMS

t (mMS
t )

[

1 +
4

3

αs(mMS
t )

π
(3)

+ (−1.0414NL + 13.4434)

(

αs(mMS
t )

π

)2

+ (0.6527N2
L − 26.655NL + 190.595)

(

αs(mMS
t )

π

)3
]

,

where αs is the strong coupling in the MS scheme, and
NL = 5 is the number of light quark flavors. The strong
coupling αs(m

pole
t ) is taken at the three-loop level from

Ref. [23]. By iteratively rederiving the MS mass us-

ing Eq. (3) αs(m
pole
t ) is transformed into αs(mMS

t ) lead-
ing to a difference of only 0.1 GeV to the final extrac-
tion of mMS

t . For mpole
t = 173.3 GeV, the MS mass

mMS
t (mMS

t ) is lower by 9.8 GeV. With this change of
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FIG. 1: (Color online) Measured σtt̄ and theoretical
NLO+NNLL [14] and approximate NNLO [15] calculations
of σtt̄ as a function of mpole

t , assuming that mMC
t = mpole

t .
The colored dashed lines represent the uncertainties for the
two theoretical calculations from the choice of the PDF and
the renormalization and factorization scales (added quadrat-
ically). The theoretical calculation of Ref. [16] (not dis-
played) agrees with Ref. [15] within 1% both in mean value
and uncertainty. The point shows the measured σtt̄ for
mMC

t = 172.5 GeV, the black curve is the fit to Eq. (1), and
the gray band corresponds to the total experimental uncer-
tainty.

the mMC
t interpretation in Eq. (1), we form a new like-

lihood fexp(σ|mt) and extract mpole
t using Eq. (2). The

difference ∆mpole
t between assuming mMC

t = mpole
t and

mMC
t = mMS

t is given in Table II. Given the uncer-

tainties, interpreting mMC
t as either mpole

t or as mMS
t

has no significant bearing on the value of the extracted
mt. We include half of this difference symmetrically
in the systematic uncertainties. As a result we extract
mpole

t = 163.0+5.4
−4.9 GeV using the NLO+NNLL calcula-

tion of Ref. [14] and mpole
t = 167.5+5.4

−4.9 GeV using the ap-
proximate NNLO calculation of Ref. [15]. Our measure-
ment ofmpole

t based on the approximate NNLO cross sec-
tion calculation is consistent within 1 sd with the Teva-
tron measurement ofmt from direct reconstruction of top
quark decay products, mt = 173.3 ± 1.1 GeV [1]. The
result based on the NLO+NNLL calculation is consistent
within 2 sd.

Calculations of the tt̄ cross section [14, 15] have also

D0 Collaboration: 1104.2887
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FIG. 1: (Color online) Measured σtt̄ and theoretical
NLO+NNLL [14] and approximate NNLO [15] calculations
of σtt̄ as a function of mpole

t , assuming that mMC
t = mpole

t .
The colored dashed lines represent the uncertainties for the
two theoretical calculations from the choice of the PDF and
the renormalization and factorization scales (added quadrat-
ically). The theoretical calculation of Ref. [16] (not dis-
played) agrees with Ref. [15] within 1% both in mean value
and uncertainty. The point shows the measured σtt̄ for
mMC

t = 172.5 GeV, the black curve is the fit to Eq. (1), and
the gray band corresponds to the total experimental uncer-
tainty.

the mMC
t interpretation in Eq. (1), we form a new like-

lihood fexp(σ|mt) and extract mpole
t using Eq. (2). The

difference ∆mpole
t between assuming mMC

t = mpole
t and

mMC
t = mMS

t is given in Table II. Given the uncer-

tainties, interpreting mMC
t as either mpole

t or as mMS
t

has no significant bearing on the value of the extracted
mt. We include half of this difference symmetrically
in the systematic uncertainties. As a result we extract
mpole

t = 163.0+5.4
−4.9 GeV using the NLO+NNLL calcula-

tion of Ref. [14] and mpole
t = 167.5+5.4

−4.9 GeV using the ap-
proximate NNLO calculation of Ref. [15]. Our measure-
ment ofmpole

t based on the approximate NNLO cross sec-
tion calculation is consistent within 1 sd with the Teva-
tron measurement ofmt from direct reconstruction of top
quark decay products, mt = 173.3 ± 1.1 GeV [1]. The
result based on the NLO+NNLL calculation is consistent
within 2 sd.

Calculations of the tt̄ cross section [14, 15] have also
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Fig. 3. Predictions for R at NLO accuracy using two different PDF
sets (CTEQ6.6, MSTW2008nlo) for mpolet = 170 GeV. For CTEQ6.6
the uncertainty due to scale variation is shown as band. The ratio be-
tween both predictions is shown together with the scale uncertainty.
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Fig. 4. R (mpolet ,ρs) calculated at NLO accuracy for different masses
mpolet = 160, 170 and 180 GeV. For mpolet = 170 GeV the scale and
PDF uncertainties evaluated as discussed in the text are shown. The
ratio with respect to the result for mpolet = 170 GeV is shown in the
lower plot.

investigate the sensitivity of the distribution R to the top-quark
mass we have calculated R for mpolet = 160,170,180 GeV. The
result is shown in Fig. 4. As before the three curves need to
cross since the area under each curve is normalized to one. The
crossing happens slightly below ρs ≈ 0.6. At this point the dis-
tribution is essentially insensitive to the top-quark mass. For
ρs ≈ 1 we expect that the production of heavier quark masses
is suppressed compared to lighter masses. Indeed the distribu-
tion for mpolet = 180 GeV is below the central curve while the
160 GeV result lies above the result for 170 GeV. In the high
energy regime, that is for ρs ≈ 0, we expect the opposite to be
true due to the normalization. For very large energies we ob-
serve that the mass dependence is small as one would naively
expect. From Fig. 4 we conclude that a significant mass de-
pendence can be observed for 0.4< ρs < 0.5 and 0.7< ρs. To

ρ
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Fig. 5. The sensitivity S(ρs) of R with respect to the top-quark mass
as defined in Eq. (5).

quantify the sensitivity we studied the quantity

S(ρs) =

∑
Δ=±5−10 GeV

|R (170 GeV,ρs)−R (170 GeV+Δ,ρs)|
2|Δ|R (170 GeV,ρs)

.(5)

The result for S is shown in Fig. 5. For convenience the right
y-axis showsmpolet ×S which is the proportionality factor relat-
ing the relative change in the top-quark mass with the relative
change in R :

∣

∣

∣

∣

ΔR

R

∣

∣

∣

∣

≈
(

mpolet S
)

×

∣

∣

∣

∣

∣

Δmpolet

mpolet

∣

∣

∣

∣

∣

. (6)

As can be seen in Fig. 5 values up to 25 are reached for mpolet ×
S at ρ ≈ 0.8. With other words a one per cent change of the
mass translates into a 25 per cent change of the observable R .
The observable is thus five times more sensitive than the inclu-
sive cross section. For comparison, in Fig. 5, we also show the
sensitivity in case R is defined for the tt̄ inclusive final state.
(In the tt̄ case we use the definition ρ = 2m0/

√stt̄ .) As one
can see only in the extreme threshold region—where reliable
theoretical predictions are challenging and also experimental
uncertainties may become large— a similar sensitivity can be
reached. Note that the evaluation of the sensitivity relies on the
assumption of a nearly linear top-quark mass dependence. To
cross check this assumption we have used two different step
sizes in Eq. (5) (5 and 10 GeV). As can be seen from Fig. 5 the
two results are in perfect agreement. For a measurement not
only the sensitivity is important but also the expected theoret-
ical and experimental uncertainty. For example in the extreme
threshold regime a good sensitivity can be expected. However
a reliable theoretical prediction in that regime would require
to go beyond fixed order perturbation theory to resum thresh-
old effects and soft gluon emission. To estimate the impact of
different uncertainties we show in Fig. 6 the quantities

ΔRµ/R (170 GeV,ρs)
S(ρs)

and
ΔRPDF/R (170 GeV,ρs)

S(ρs)
(7)

where ΔRµ and ΔRPDF are the scale and PDF uncertainties of
R (172.5 GeV,ρs). We do not show the region around ρs ≈

M
or

e 
se

ns
iti

ve
 to

 m
t
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ρtt̄j =
2m0

Mtt̄j

ρtt̄ =
2m0

Mtt̄

m0 = 170 GeV
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uncertainties may become large— a similar sensitivity can be
reached. Note that the evaluation of the sensitivity relies on the
assumption of a nearly linear top-quark mass dependence. To
cross check this assumption we have used two different step
sizes in Eq. (5) (5 and 10 GeV). As can be seen from Fig. 5 the
two results are in perfect agreement. For a measurement not
only the sensitivity is important but also the expected theoret-
ical and experimental uncertainty. For example in the extreme
threshold regime a good sensitivity can be expected. However
a reliable theoretical prediction in that regime would require
to go beyond fixed order perturbation theory to resum thresh-
old effects and soft gluon emission. To estimate the impact of
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 in +jets productionMtt̄ → 2mt tt̄

ρtt̄j =
2m0

Mtt̄j

ρtt̄ =
2m0

Mtt̄

m0 = 170 GeV
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investigate the sensitivity of the distribution R to the top-quark
mass we have calculated R for mpolet = 160,170,180 GeV. The
result is shown in Fig. 4. As before the three curves need to
cross since the area under each curve is normalized to one. The
crossing happens slightly below ρs ≈ 0.6. At this point the dis-
tribution is essentially insensitive to the top-quark mass. For
ρs ≈ 1 we expect that the production of heavier quark masses
is suppressed compared to lighter masses. Indeed the distribu-
tion for mpolet = 180 GeV is below the central curve while the
160 GeV result lies above the result for 170 GeV. In the high
energy regime, that is for ρs ≈ 0, we expect the opposite to be
true due to the normalization. For very large energies we ob-
serve that the mass dependence is small as one would naively
expect. From Fig. 4 we conclude that a significant mass de-
pendence can be observed for 0.4< ρs < 0.5 and 0.7< ρs. To
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quantify the sensitivity we studied the quantity

S(ρs) =

∑
Δ=±5−10 GeV

|R (170 GeV,ρs)−R (170 GeV+Δ,ρs)|
2|Δ|R (170 GeV,ρs)

.(5)

The result for S is shown in Fig. 5. For convenience the right
y-axis showsmpolet ×S which is the proportionality factor relat-
ing the relative change in the top-quark mass with the relative
change in R :
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As can be seen in Fig. 5 values up to 25 are reached for mpolet ×
S at ρ ≈ 0.8. With other words a one per cent change of the
mass translates into a 25 per cent change of the observable R .
The observable is thus five times more sensitive than the inclu-
sive cross section. For comparison, in Fig. 5, we also show the
sensitivity in case R is defined for the tt̄ inclusive final state.
(In the tt̄ case we use the definition ρ = 2m0/

√stt̄ .) As one
can see only in the extreme threshold region—where reliable
theoretical predictions are challenging and also experimental
uncertainties may become large— a similar sensitivity can be
reached. Note that the evaluation of the sensitivity relies on the
assumption of a nearly linear top-quark mass dependence. To
cross check this assumption we have used two different step
sizes in Eq. (5) (5 and 10 GeV). As can be seen from Fig. 5 the
two results are in perfect agreement. For a measurement not
only the sensitivity is important but also the expected theoret-
ical and experimental uncertainty. For example in the extreme
threshold regime a good sensitivity can be expected. However
a reliable theoretical prediction in that regime would require
to go beyond fixed order perturbation theory to resum thresh-
old effects and soft gluon emission. To estimate the impact of
different uncertainties we show in Fig. 6 the quantities

ΔRµ/R (170 GeV,ρs)
S(ρs)

and
ΔRPDF/R (170 GeV,ρs)

S(ρs)
(7)

where ΔRµ and ΔRPDF are the scale and PDF uncertainties of
R (172.5 GeV,ρs). We do not show the region around ρs ≈
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ρs ≈ 1 we expect that the production of heavier quark masses
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2|Δ|R (170 GeV,ρs)
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As can be seen in Fig. 5 values up to 25 are reached for mpolet ×
S at ρ ≈ 0.8. With other words a one per cent change of the
mass translates into a 25 per cent change of the observable R .
The observable is thus five times more sensitive than the inclu-
sive cross section. For comparison, in Fig. 5, we also show the
sensitivity in case R is defined for the tt̄ inclusive final state.
(In the tt̄ case we use the definition ρ = 2m0/

√stt̄ .) As one
can see only in the extreme threshold region—where reliable
theoretical predictions are challenging and also experimental
uncertainties may become large— a similar sensitivity can be
reached. Note that the evaluation of the sensitivity relies on the
assumption of a nearly linear top-quark mass dependence. To
cross check this assumption we have used two different step
sizes in Eq. (5) (5 and 10 GeV). As can be seen from Fig. 5 the
two results are in perfect agreement. For a measurement not
only the sensitivity is important but also the expected theoret-
ical and experimental uncertainty. For example in the extreme
threshold regime a good sensitivity can be expected. However
a reliable theoretical prediction in that regime would require
to go beyond fixed order perturbation theory to resum thresh-
old effects and soft gluon emission. To estimate the impact of
different uncertainties we show in Fig. 6 the quantities
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and
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Figure 15: Comparison of the measured [N0,1+
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tions obtained using different aS(mZ) values (further details can be found in Fig. 3). For each
theoretical prediction, values of c2 and dof for the comparison to the data are reported.
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Figure B.3: The aS(mZ) (left) and mpole
t (right) values extracted using different single-

differential cross sections, for Njet (upper), M(tt) (middle), and |y(tt)| (lower) measurements.
For central values outside the displayed mpole

t range, no result is shown. Details can be found
in the caption of Fig. 18.

The fits favor much lower values 
of  than the world average!mt
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For central values outside the displayed mpole

t range, no result is shown. Details can be found
in the caption of Fig. 18.

What could possibly be the reason?

The difference is much larger than the estimated uncertainties…

The fits favor much lower values 
of  than the world average!mt
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Figure 15: Comparison of the measured [N0,1+
jet , M(tt), y(tt) ] cross sections to NLO predic-

tions obtained using different aS(mZ) values (further details can be found in Fig. 3). For each
theoretical prediction, values of c2 and dof for the comparison to the data are reported.
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Figure 16: Comparison of the measured [N0,1+
jet , M(tt), y(tt) ] cross sections to NLO predictions

obtained using different mpole
t values (further details can be found in Fig. 3). For each theoretical

prediction, values of c2 and dof for the comparison to the data are reported.

The method of indirect mass measurements relies heavily on 
both the experimental side and the theoretical side
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Figure 16: Comparison of the measured [N0,1+
jet , M(tt), y(tt) ] cross sections to NLO predictions

obtained using different mpole
t values (further details can be found in Fig. 3). For each theoretical

prediction, values of c2 and dof for the comparison to the data are reported.

The method of indirect mass measurements relies heavily on 
both the experimental side and the theoretical side

The experimentalists 
need to measure the 
mass-sensitive 
observables to high 
precisions
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The method of indirect mass measurements relies heavily on 
both the experimental side and the theoretical side

The experimentalists 
need to measure the 
mass-sensitive 
observables to high 
precisions The theorists need to provide 

high-precision predictions 
for these observables
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The method of indirect mass measurements relies heavily on 
both the experimental side and the theoretical side

The experimentalists 
need to measure the 
mass-sensitive 
observables to high 
precisions The theorists need to provide 

high-precision predictions 
for these observables

There are various possible reasons for this discrepancy, e.g., 
definition of , unfolding, higher order corrections, …Mtt̄
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Figure 4. Results for the absolute (left) and normalized (right) top-pair invariant mass distribu-
tion at the LHC with

p
s = 13 TeV. In all cases the ratio is to the NNLO result with µf = HT /4.

The uncertainty bands are obtained through scale variations as described at the beginning of sec-
tion 5 and in eqs. (5.1) and (5.2).

eq. (2.5). All pieces of that equation must be evaluated at a common µf , which is also cho-

sen as µf = HT /4 by default. In addition, we draw on the analysis of the previous section

and use µh = HT /2 and µs = HT /N̄ by default, as well as µdh = mt and µds = mt/N̄ . In

both the NNLO and the NNLO+NNLL0 results, the bands in figure 4 represent perturba-

tive uncertainties estimated through scale variations. For the NNLO calculation, we obtain

the bands by keeping the factorization and renormalization scales equal and varying them

up and down by a factor of two. For the NNLO+NNLL0 calculation, both the factorization

scales and the resummation scales are independently varied in the interval [µi,0/2, 2µi,0],

where i 2 {f, h, s, dh, ds} and the subscript “0” denotes the default value of that scale as

previously specified. To determine the upper and lower uncertainties �O+ and �O� for

the cross section O in a given bin, one first evaluates

�O+
i = max{O(i = 1/2, i = 1, i = 2)} � Ō ,

�O�
i = min{O(i = 1/2, i = 1, i = 2)} � Ō , (5.1)

for each scale i, where i = µi/µi,0 and Ō denotes the value of the cross section as given by

eq. (2.5) in that bin using the default scale choices. For example, O(f = 2) means each

term in eq. (2.5) is evaluated at µf = 2µf,0, with all other scales set to their default value.

The upper (lower) uncertainty bands are then given by Ō +�O+ (Ō � �O�), where

�O± =

sX

i

�
�O±

i

�2
, (5.2)

so that this method amounts to adding the uncertainties from independent scale variations

in quadrature.5

5While we have used correlated µr = µf variations in the NNLO piece of the calculation, we have
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See also: Ahrens, Ferroglia, Neubert, Pecjak, LLY 2009; Pecjak, Scott, Wang, 
LLY 2016; Czakon, Heymes, Mitov 2016; Pecjak, Scott, Wang, LLY 2018; 
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Figure 1: Theoretical predictions compared with the CMS data in the di-lepton channel [42].

with the experimental measurements indicating excellent agreement for this observable. While
the e↵ect of the resummation on the uncertainty bands for these observables is minimal, we can
still see that the e↵ect of the higher order terms captured by the resummation is to slightly
soften the rapidity spectrum compared to the corresponding fixed order predictions.

4 Summary

In this paper, we describe a combination among four calculations for the di↵erential cross sections
in tt̄ production: the NNLO QCD calculations, the NNLL QCD threshold resummation, the
NNLL0 QCD resummation for boosted top quarks, and the complete-NLO predictions of QCD
and EW origin. This is the first time that such a complicated combination appears in the
literature. The outcome represents the state-of-the-art prediction for tt̄ di↵erential distributions
within the SM, which includes all sets of corrections available at the moment. Numerical results
are presented for the invariant-mass distribution, the transverse-momentum distribution as well
as rapidity distributions. We compare our predictions with the CMS measurements in the di-
lepton channel at the 13 TeV LHC with an integrated luminosity of 35.9 fb�1, and find overall
good agreements.

5



Up-to-date perturbative predictions

10

Czakon, Ferroglia, Mitov, 
Pagani, Papanastasiou, 
Pecjak, Scott, Tsinikos, 
Wang, LLY, Zaro: 
1901.08281

Further combined with the full NLO (QCD+electroweak) results

3−10

2−10

1−10

1

10

(p
b/

G
eV

)
tt

/d
M

σd

CMS(di-lepton)
NNLO
NNLO + NNLL'

 EW×QCD 
 EW + NNLL'×QCD 

-1LHC 13 TeV CMS 35.9 fb

 = 172.5 GeVt/4, mT = Hdef
f
µ

GeV)2(10ttM

0.8
0.9
1.0
1.1
1.2
1.3

Da
ta

Th
eo

ry

3 4 5 6 7 8 9 10 20 25

3−10

2−10

1−10

1

10

(p
b/

G
eV

)
T,

t
/d

p
σd

CMS(di-lepton)
NNLO
NNLO + NNLL'

 EW×QCD 
 EW + NNLL'×QCD 

-1LHC 13 TeV CMS 35.9 fb

 = 172.5 GeVt/2, mT,t = mdef
f
µ

0 100 200 300 400 500
(GeV)

T,t
p

0.8

0.9

1.0

1.1

1.2

Da
ta

Th
eo

ry

100

200

300

400

(p
b)

tt
/d

Y
σd

CMS(di-lepton)
NNLO
NNLO + NNLL'

 EW×QCD 
 EW + NNLL'×QCD 

-1LHC 13 TeV CMS 35.9 fb

 = 172.5 GeVt/4, mT = Hdef
f
µ

0.0 0.5 1.0 1.5 2.0 2.5

ttY
0.8

0.9

1.0

1.1

1.2

Da
ta

Th
eo

ry

100

200

300

(p
b)

t
/d

y
σd

CMS(di-lepton)
NNLO
NNLO + NNLL'

 EW×QCD 
 EW + NNLL'×QCD 

-1LHC 13 TeV CMS 35.9 fb

 = 172.5 GeVt/4, mT = Hdef
f
µ

0.0 0.5 1.0 1.5 2.0 2.5

t
y

0.8

0.9

1.0

1.1

1.2

Da
ta

Th
eo

ry

Figure 1: Theoretical predictions compared with the CMS data in the di-lepton channel [42].

with the experimental measurements indicating excellent agreement for this observable. While
the e↵ect of the resummation on the uncertainty bands for these observables is minimal, we can
still see that the e↵ect of the higher order terms captured by the resummation is to slightly
soften the rapidity spectrum compared to the corresponding fixed order predictions.

4 Summary

In this paper, we describe a combination among four calculations for the di↵erential cross sections
in tt̄ production: the NNLO QCD calculations, the NNLL QCD threshold resummation, the
NNLL0 QCD resummation for boosted top quarks, and the complete-NLO predictions of QCD
and EW origin. This is the first time that such a complicated combination appears in the
literature. The outcome represents the state-of-the-art prediction for tt̄ di↵erential distributions
within the SM, which includes all sets of corrections available at the moment. Numerical results
are presented for the invariant-mass distribution, the transverse-momentum distribution as well
as rapidity distributions. We compare our predictions with the CMS measurements in the di-
lepton channel at the 13 TeV LHC with an integrated luminosity of 35.9 fb�1, and find overall
good agreements.
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Figure 1: Theoretical predictions compared with the CMS data in the di-lepton channel [42].

with the experimental measurements indicating excellent agreement for this observable. While
the e↵ect of the resummation on the uncertainty bands for these observables is minimal, we can
still see that the e↵ect of the higher order terms captured by the resummation is to slightly
soften the rapidity spectrum compared to the corresponding fixed order predictions.

4 Summary

In this paper, we describe a combination among four calculations for the di↵erential cross sections
in tt̄ production: the NNLO QCD calculations, the NNLL QCD threshold resummation, the
NNLL0 QCD resummation for boosted top quarks, and the complete-NLO predictions of QCD
and EW origin. This is the first time that such a complicated combination appears in the
literature. The outcome represents the state-of-the-art prediction for tt̄ di↵erential distributions
within the SM, which includes all sets of corrections available at the moment. Numerical results
are presented for the invariant-mass distribution, the transverse-momentum distribution as well
as rapidity distributions. We compare our predictions with the CMS measurements in the di-
lepton channel at the 13 TeV LHC with an integrated luminosity of 35.9 fb�1, and find overall
good agreements.
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When the top and anti-top quarks move slowly with respect 
to each other, exchanges of gluons in between lead to 
“Coulomb corrections” or “Sommerfeld enhancement”

αn
s

βn

β = 1 −
4m2

t

M2
tt̄

→ 0

Kind of “non-perturbative” bound-state effects, but still calculable 
for top quarks

Resummation to all orders in αs



The basic EFT framework to resum these Coulomb corrections has 
been laid out in, e.g.,

A note on technical details

➤ We have derived a next-to-leading power (NLP) resummation 
formula with full kinematic dependence (and have calculated 
a new hard function for that) which allows us to: 

➤ Use dynamic renormalization and factorization scales, and 
consequently combine our resummed result with existing 
NNLO calculations 

➤ Study double differential distributions

12

Fadin et al. 1990; Bodwin et al. 1994; Petrelli et al. 1997; 
Hagiwara et al. 2008; Kiyo et al. 2008; Beneke et al. 2010
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Plugging Eq. (2.5) into Eq. (2.3), we obtain the LO hadronic di↵erential cross sections
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(2.8)

At the next-to-leading order (NLO) and the next-to-next-to-leading order (NNLO) in

QCD, there are no analytic formulas for the partonic di↵erential cross sections, and one

relies on numeric methods to perform the phase-space integrals as well as loop integrals

(at NNLO). The NLO results were calculated in [52–54], and can be obtained using the

program package MCFM [55]. The NNLO results were calculated in [23–31], and we obtain

the invariant-mass distribution from [29, 31, 56, 57].

Besides the above fixed-order QCD calculations, there are also results implementing

all-order resummation of certain classes of large logarithms [32–37] as well as electroweak

corrections [20, 21, 58–73]. We however do not incorporate them into our final predictions

in the current work. This can be done in the future straightforwardly using combination

methods similar as [22].

2.2 Factorization near threshold

In the threshold regionMtt̄ ⇠ 2mt, higher order QCD corrections are enhanced by contribu-

tions of the form (↵s/�)n as well as ↵n
s ln

m �, which arise from exchanges of Coulomb-type

gluons and soft gluons between the top and anti-top quarks. Using the method of regions,

we identify the following relevant momentum regions in the tt̄ rest frame:

hard: kµ ⇠ Mtt̄ ,

potential: k0 ⇠ Mtt̄�
2 , ~k ⇠ Mtt̄� ,

soft: kµ ⇠ Mtt̄� ,

ultrasoft: kµ ⇠ Mtt̄�
2 ,

collinear: kµ = (n̄i · k, ni · k, k?) ⇠ Mtt̄(1,�
2,�) . (2.9)

Note that later we will also consider the ultrasoft region in the z ! 1 limit, i.e., the z-soft

limit introduced in footnote 3 on page 5. That should not be confused with the �-soft

limit here. In the last equation above, the light-like 4-vector nµ
i is along the momentum

– 7 –

Using EFTs to describe physics at different scales
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Factorization formula

14

dσ
dMtt̄dΘ

∼ ∫ H × J × f × f

Potential function PDFs

Other kinematic variables

Kinematics-dependent hard function (different from 
known ones in literature) 

We calculate it analytically to next-to-leading order

Note: no soft function at NLP! What about higher powers?
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⇥ h0|�† |ta3 t̄a4i hta1 t̄a2 | †�|0i , (2.13)

where the summation over polarization and color indices are understood, and the 1/Nij

factor takes into account the average over initial states.

The contraction of color indices in Eq. (2.13) can be simplified by inserting a complete

set of orthonormal color projectors P↵
{a} given by

P 1
a1a2a3a4 =

1

3
�a1a2�a3a4 , P 8

a1a2a3a4 = 2T c
a1a2T

c
a4a3 , (2.14)

where ↵ = 1, 8 denote the singlet and octet color configurations of the tt̄ pair. We can now

define the hard functions as

Hij,↵(z,Mtt̄, QT , Y, µr, µf ) =
zM2

tt̄

32⇡3↵2
s

X

X

Z
d4Ptt̄

(2⇡)4
(2⇡) �(P 2
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tt̄) �(P
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T )
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{a}C

a1a2
ij,X (p1, p2, Ptt̄, PX)Ca3a4†

ij,X (p1, p2, Ptt̄, PX) , (2.15)

where QT and Y are the transverse momentum and the rapidity of the tt̄ pair in the

initial-state center-of-mass frame, respectively. The reason for keeping their dependence

in the hard functions will be clear later. The hard functions can be calculated in per-

turbation theory, where both ultraviolet (UV) and infrared (IR) divergences appear. The

UV divergences are removed via renormalization. Part of the IR divergences cancels when

adding virtual and real contributions, while the remaining collinear divergences are ab-

sorbed into the PDFs. After these procedures, the hard functions develop dependencies on

the renormalization scale µr and the factorization scale µf .

Plugging Eqs. (2.13) and (2.15) into Eq. (2.10), we find that the remaining integrals

are over pt and pt̄, or equivalently, over the potential-scaling relative momentum qµ as

given in Eq. (2.11). We can then define a potential function describing fluctuations of the

potential, soft and ultrasoft modes as

J↵(E) = M2
tt̄

Z
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(2⇡)4
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where E ⌘ Mtt̄ � 2mt represents the residue kinetic energy of the top and anti-top quarks

in the tt̄ rest frame. The partonic di↵erential cross section can then be written in the

factorized form up to the NLP:

d�̂ij
dMtt̄ d⇥

=
16⇡2↵2

s(µr)

M5
tt̄

s
Mtt̄ + 2mt

2Mtt̄

X
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cij,↵(cos ✓t)

⇥Hij,↵(z,Mtt̄, QT , Y, µr, µf ) J
↵(E) +O(�3) , (2.17)

where the coe�cient functions cij,↵ are included such that the leading order expansion of

the factorization formula coincides with the exact results in Eq. (2.5). They are given in

– 9 –

Pre-factors to account for the exact leading order

2 Fixed-order results and factorization

2.1 Fixed-order results

In this work we consider the hadronic process

h1(P1) + h2(P2) ! t(pt) + t̄(pt̄) +Xh , (2.1)

where h1 and h2 are two incoming hadrons, while Xh denotes all final-state particles except

the top quark and the anti-top quark. We are mainly interested in the invariant mass of

the tt̄ pair, which is defined as

M2
tt̄ ⌘ (pt + pt̄)

2 . (2.2)

In QCD factorization [50], the invariant-mass distribution can be written as a convolution

of partonic di↵erential cross sections and non-perturbative parton luminosity functions:

d�

dMtt̄
=

X

i,j

Z 1

⌧

dz

z

⌧

z

Z
d⇥

d�̂ij(z, µf )

dMtt̄ d⇥
ffij(⌧/z, µf ) , (2.3)

where i, j 2 {q, q̄, g} denote partons within the colliding hadrons; z ⌘ M2
tt̄/ŝ, ⌧ ⌘ M2

tt̄/s,

with
p
s and

p
ŝ being the hadronic and partonic center-of-mass energies, respectively;

and µf is the factorization scale. The symbol ⇥ denotes a collection of extra kinematic

variables (other than mt and Mtt̄) upon which µf may depend. The functions ffij(y, µf )

are the parton luminosity functions defined by

ffij(y, µf ) ⌘
Z 1

y

d⇠

⇠
fi/h1

(⇠, µf ) fj/h2
(y/⇠, µf ) , (2.4)

where fi/h is the parton distribution function (PDF) of the parton i in the hadron h. They

are non-perturbative objects which can be extracted from experimental data, and can be

obtained using, e.g., the program package LHAPDF [51].

The partonic di↵erential cross sections can be calculated in perturbation theory. In

this work, we are concerned with QCD corrections to this quantity. At the leading order

(LO) in the strong coupling constant ↵s, only the qq̄ and gg channels give non-vanishing

contributions
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�(1� z) , (2.5)

where µr is the renormalization scale, ✓t is the scattering angle of the top quark in the tt̄

rest frame (which coincides with the partonic center-of-mass frame at LO). The coe�cient

functions cij,↵, with ↵ = 1, 8 labelling the color configuration of the tt̄ system, are given by
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,
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2
i
,
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
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� 9
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�
, (2.6)
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. (2.7)

Plugging Eq. (2.5) into Eq. (2.3), we obtain the LO hadronic di↵erential cross sections
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At the next-to-leading order (NLO) and the next-to-next-to-leading order (NNLO) in
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corrections [20, 21, 58–73]. We however do not incorporate them into our final predictions
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limit here. In the last equation above, the light-like 4-vector nµ
i is along the momentum

– 7 –

Benefit of the pre-factor: re-expansion the resummation formula to 
the first order reproduces the exact LO differential cross section
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From the form of the logarithm, it appears that the natural choice of the potential scale µJ

is
p
2Mtt̄E. However, as E approaches zero, this scale enters the non-perturbative regime.

We therefore follow the prescription in [85, 90] to set a lower bound µcut
J for the potential

scale. It is set to be the solution to the equation µcut
J = CFmt↵s(µcut

J ), with a numeric value

µcut
J ⇡ 32 GeV. Finally, when E is small, the top quark width e↵ect becomes important.

To deal with that we replace E ! E + i�t, where �t ⇡ 1.4 GeV.

Combining the hard functions and the potential functions and convoluting with the

parton luminosities, we define the NLP resummed hadronic di↵erential cross section as
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In Eq. (2.35), the integration domain of QT and Y is determined by

QT,max =
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2
p
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, cosh(Ymax) =
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q
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tt̄ +Q2
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. (2.37)

It is evident that in the limit z ! 1, where ŝ ! M2
tt̄, both QT and Y must approach zero.

In practice, it is often useful to have the perturbative expansion of the NLP kernel for
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From the form of the logarithm, it appears that the natural choice of the potential scale µJ

is
p
2Mtt̄E. However, as E approaches zero, this scale enters the non-perturbative regime.

We therefore follow the prescription in [85, 90] to set a lower bound µcut
J for the potential

scale. It is set to be the solution to the equation µcut
J = CFmt↵s(µcut

J ), with a numeric value

µcut
J ⇡ 32 GeV. Finally, when E is small, the top quark width e↵ect becomes important.

To deal with that we replace E ! E + i�t, where �t ⇡ 1.4 GeV.

Combining the hard functions and the potential functions and convoluting with the

parton luminosities, we define the NLP resummed hadronic di↵erential cross section as
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In Eq. (2.35), the integration domain of QT and Y is determined by
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It is evident that in the limit z ! 1, where ŝ ! M2
tt̄, both QT and Y must approach zero.

In practice, it is often useful to have the perturbative expansion of the NLP kernel for
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where

Lr = ln
2Mtt̄E

µ2
r

, LJr = ln
µ2
J

µ2
r
. (2.40)

We note that
p
2E/Mtt̄ = � +O(�3), and the above expansion makes the 1/� corrections

explicit.

We still need to specify how to perform the integrations in Eq. (2.35), and how to

compute the variable HT in Eq. (2.18). These are in general quite complicated, but are

simplified at NLP, where the extra radiation X satisfiesM2
X = 0. In this case the transverse

momenta of the top and anti-top quarks can be written as

p2T,t =
1

4

⇣
QT +

q
M2

tt̄ +Q2
T � sin ✓t cos�t

⌘2
+
�
Mtt̄� sin ✓t sin�t

�2
�
,

p2T,t̄ = p2T,t

����
�!��

. (2.41)

It is then straightforward to compute the variable HT which enters the scales µr and µf .

The integrals in Eq. (2.35) can now be performed numerically. The only subtlety is that

the NLP kernel KNLP
ij,↵ contains singular distributions involving z, QT and Y , which arise

from the NLO hard functions to be discussed in the next section.

2.5 Matching with fixed-order results

The resummed result of Eq. (2.35) contains contributions enhanced by 1/� or ln� to all

orders in ↵s at the NLP accuracy. It is possible to add back the �-power suppressed con-

tributions at NLO and NNLO to achieve a more precise prediction through a matching

procedure. This is straightforward given the fixed-order expansion Eq. (2.38) of the re-

summation formula. We define the nkLO di↵erential cross sections (with k = 0, 1, 2, . . .)

as
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Note that the n0LO cross section is exactly the same as the LO cross section (2.8) with our

choice of normalization in the resummation formula, while the nkLO cross sections provide

approximations to the exact NkLO results (with N1LO ⌘ NLO and N2LO ⌘ NNLO). The

validity of these approximations is very important for applying the resummation, which we
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Fixed-order expansion of the resummation formula:
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From the form of the logarithm, it appears that the natural choice of the potential scale µJ

is
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2Mtt̄E. However, as E approaches zero, this scale enters the non-perturbative regime.

We therefore follow the prescription in [85, 90] to set a lower bound µcut
J for the potential

scale. It is set to be the solution to the equation µcut
J = CFmt↵s(µcut

J ), with a numeric value

µcut
J ⇡ 32 GeV. Finally, when E is small, the top quark width e↵ect becomes important.

To deal with that we replace E ! E + i�t, where �t ⇡ 1.4 GeV.

Combining the hard functions and the potential functions and convoluting with the

parton luminosities, we define the NLP resummed hadronic di↵erential cross section as
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In Eq. (2.35), the integration domain of QT and Y is determined by
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It is evident that in the limit z ! 1, where ŝ ! M2
tt̄, both QT and Y must approach zero.

In practice, it is often useful to have the perturbative expansion of the NLP kernel for
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From the form of the logarithm, it appears that the natural choice of the potential scale µJ

is
p
2Mtt̄E. However, as E approaches zero, this scale enters the non-perturbative regime.

We therefore follow the prescription in [85, 90] to set a lower bound µcut
J for the potential

scale. It is set to be the solution to the equation µcut
J = CFmt↵s(µcut

J ), with a numeric value

µcut
J ⇡ 32 GeV. Finally, when E is small, the top quark width e↵ect becomes important.

To deal with that we replace E ! E + i�t, where �t ⇡ 1.4 GeV.

Combining the hard functions and the potential functions and convoluting with the

parton luminosities, we define the NLP resummed hadronic di↵erential cross section as
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In Eq. (2.35), the integration domain of QT and Y is determined by
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It is evident that in the limit z ! 1, where ŝ ! M2
tt̄, both QT and Y must approach zero.

In practice, it is often useful to have the perturbative expansion of the NLP kernel for

E = Mtt̄ � 2mt > 0:
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From the form of the logarithm, it appears that the natural choice of the potential scale µJ

is
p
2Mtt̄E. However, as E approaches zero, this scale enters the non-perturbative regime.

We therefore follow the prescription in [85, 90] to set a lower bound µcut
J for the potential

scale. It is set to be the solution to the equation µcut
J = CFmt↵s(µcut

J ), with a numeric value

µcut
J ⇡ 32 GeV. Finally, when E is small, the top quark width e↵ect becomes important.

To deal with that we replace E ! E + i�t, where �t ⇡ 1.4 GeV.

Combining the hard functions and the potential functions and convoluting with the

parton luminosities, we define the NLP resummed hadronic di↵erential cross section as
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It is evident that in the limit z ! 1, where ŝ ! M2
tt̄, both QT and Y must approach zero.

In practice, it is often useful to have the perturbative expansion of the NLP kernel for

E = Mtt̄ � 2mt > 0:
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where

Lr = ln
2Mtt̄E

µ2
r

, LJr = ln
µ2
J

µ2
r
. (2.40)

We note that
p
2E/Mtt̄ = � +O(�3), and the above expansion makes the 1/� corrections

explicit.

We still need to specify how to perform the integrations in Eq. (2.35), and how to

compute the variable HT in Eq. (2.18). These are in general quite complicated, but are

simplified at NLP, where the extra radiation X satisfiesM2
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It is then straightforward to compute the variable HT which enters the scales µr and µf .

The integrals in Eq. (2.35) can now be performed numerically. The only subtlety is that

the NLP kernel KNLP
ij,↵ contains singular distributions involving z, QT and Y , which arise

from the NLO hard functions to be discussed in the next section.
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d cos ✓t

Z 2⇡

0

d�t

2⇡

Z Q2
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Z Ymax
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dY
16⇡2↵2

s(µr)

sM3
tt̄

s
Mtt̄ + 2mt

2Mtt̄

⇥
X

ij,↵

cij,↵(cos ✓t) ffij(⌧/z, µf )
1

z

M2
tt̄

8⇡

s
2E

Mtt̄

kX

n=0

✓
↵s(µr)

4⇡

◆n

K(n)
ij,↵ . (2.42)

Note that the n0LO cross section is exactly the same as the LO cross section (2.8) with our

choice of normalization in the resummation formula, while the nkLO cross sections provide

approximations to the exact NkLO results (with N1LO ⌘ NLO and N2LO ⌘ NNLO). The

validity of these approximations is very important for applying the resummation, which we
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Fixed-order expansion of the resummation formula:will study numerically in Section 4. At the moment, we just note that the di↵erence

d�NkLO

dMtt̄
� d�nkLO

dMtt̄
(2.43)

contains �-power suppressed contributions beyond NLP at NkLO, which are exactly what

we would like to incorporate through the matching procedure. The matching formula is

then simply given by

d�(N)NLO+NLP

dMtt̄
=

d�NLP

dMtt̄
� d�(n)nLO

dMtt̄
+

d�(N)NLO

dMtt̄
, (2.44)

where nLO ⌘ n1LO and nnLO ⌘ n2LO as defined in Eq. (2.42). The matched results at

NLO+NLP and NNLO+NLP precisions are then our main results in this paper, based on

which we will present our best predictions in Section 4. Before going into that, we first

perform the calculation of the hard functions at NLO in the next section.

3 The hard functions at NLO

In this section, we discuss the calculation of the NLO hard functions, which were not

available in the literature. The hard functions receive contributions from both virtual gluon

exchanges and real emission subprocesses. We first consider one-loop virtual corrections

where no extra radiation is present. As a result they must be proportional to the tree-level

results in Eq. (2.30). We generate the one-loop amplitudes using FeynArts [93], manipulate

them with FeynCalc [94–96], and reduce the relevant integrals to a set of master integrals

using Reduze2 [97]. The calculation of the master integrals is straightforward and we collect

the results in Appendix A. Supplemented with the trivial one-body phase space integral,

the bare virtual contributions to the NLO hard functions can be written as

H(1),V,bare
qq̄,1 = 0 ,

H(1),V,bare
qq̄,8 = H(0)

qq̄,8


� 16

3✏2
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✓
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9
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3
+
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9

�
,
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✓
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✏2
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✏
� 6L2

M � 44

3
+

16⇡2
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◆
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H(1),V,bare
gg,8 = H(0)
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✓
� 12

✏2
� 12LM + 6

✏
� 6L2

M � 6LM � 8

3
+

23⇡2

6

◆
,

(3.1)

where LM = ln(µ2
r/M

2
tt̄). Note that we have put in the numerical values of the color factors

CF = 4/3 and CA = Nc = 3 here and below for simplicity. The above results contain both

UV and IR divergences. The UV ones are removed by renormalization. We renormalize the

fields and the top quark mass in the on-shell scheme, and renormalize the strong coupling

in the MS scheme with the top quark integrated out and Nl = 5 active flavors. We collect
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Figure 4. Left: the behaviors of the nkLO expansion (k = 0, 1, 2, 3, 4) of the NLP resummed
result. Right: the comparison between the NLP resummed result and the LP resummed, nLP and
NNLO ones.

plot, we compare the exact NLO corrections with that in the z-soft limit z ! 1. We see

that although the agreement is not so good (as expected), the z-soft limit still captures

a dominant portion of the NLO corrections. This is a justification for the application of

the soft gluon resummation to this region as in [34, 36, 38]. On the other hand, the NLO

corrections in the double limit � ! 0 and z ! 1 are shown in the right plot of Fig. 3.

It is obvious that the double limit does not provide a reasonable approximation at all.

Therefore, the factorization formula valid in the double limit cannot be applied to the

region we are considering. Although such a factorization formula can be used to resum

certain logarithmic terms to all orders in ↵s, they are not the dominant contributions and

such a resummation may even lead to incorrect estimation of higher order corrections. In

other words, the power corrections in 1 � z are not under-control in this situation and

consequently the results cannot be trusted. Based on the above observations, we do not

perform the z-soft gluon resummation in the � ! 0 limit in our work, in contrast to [48].

4.2 NLP Resummation at 13 TeV LHC

Given the perfect agreement between the approximate (� ! 0) and exact results at NLO,

we will apply the small-� resummation at NLP to the range 300 GeV  Mtt̄  380 GeV at

the 13 TeV LHC. Our starting point is the matching formula Eq. (2.44), which combines the

all-order resummation with the fixed-order results at NLO or NNLO. We will compare our

numeric predictions with the experimental data [39], and therefore we use mt = 172.5 GeV

in accordance. In this subsection and the subsequent ones, whenever we present numeric

results for a broader range of Mtt̄, it should always be understood that the resummation

is only applied to Mtt̄  380 GeV. We have checked that the results are insensitive to the

exact point at which resummation is switched o↵. This should be clear from the analyses

below.

First of all, given the matching formula (2.44), it is interesting to ask in which region
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Figure 4. Left: the behaviors of the nkLO expansion (k = 0, 1, 2, 3, 4) of the NLP resummed
result. Right: the comparison between the NLP resummed result and the LP resummed, nLP and
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plot, we compare the exact NLO corrections with that in the z-soft limit z ! 1. We see

that although the agreement is not so good (as expected), the z-soft limit still captures

a dominant portion of the NLO corrections. This is a justification for the application of

the soft gluon resummation to this region as in [34, 36, 38]. On the other hand, the NLO

corrections in the double limit � ! 0 and z ! 1 are shown in the right plot of Fig. 3.

It is obvious that the double limit does not provide a reasonable approximation at all.

Therefore, the factorization formula valid in the double limit cannot be applied to the

region we are considering. Although such a factorization formula can be used to resum

certain logarithmic terms to all orders in ↵s, they are not the dominant contributions and

such a resummation may even lead to incorrect estimation of higher order corrections. In

other words, the power corrections in 1 � z are not under-control in this situation and

consequently the results cannot be trusted. Based on the above observations, we do not

perform the z-soft gluon resummation in the � ! 0 limit in our work, in contrast to [48].

4.2 NLP Resummation at 13 TeV LHC

Given the perfect agreement between the approximate (� ! 0) and exact results at NLO,

we will apply the small-� resummation at NLP to the range 300 GeV  Mtt̄  380 GeV at

the 13 TeV LHC. Our starting point is the matching formula Eq. (2.44), which combines the

all-order resummation with the fixed-order results at NLO or NNLO. We will compare our

numeric predictions with the experimental data [39], and therefore we use mt = 172.5 GeV

in accordance. In this subsection and the subsequent ones, whenever we present numeric

results for a broader range of Mtt̄, it should always be understood that the resummation

is only applied to Mtt̄  380 GeV. We have checked that the results are insensitive to the

exact point at which resummation is switched o↵. This should be clear from the analyses

below.

First of all, given the matching formula (2.44), it is interesting to ask in which region
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Figure 4. Left: the behaviors of the nkLO expansion (k = 0, 1, 2, 3, 4) of the NLP resummed
result. Right: the comparison between the NLP resummed result and the LP resummed, nLP and
NNLO ones.

plot, we compare the exact NLO corrections with that in the z-soft limit z ! 1. We see

that although the agreement is not so good (as expected), the z-soft limit still captures

a dominant portion of the NLO corrections. This is a justification for the application of

the soft gluon resummation to this region as in [34, 36, 38]. On the other hand, the NLO

corrections in the double limit � ! 0 and z ! 1 are shown in the right plot of Fig. 3.

It is obvious that the double limit does not provide a reasonable approximation at all.

Therefore, the factorization formula valid in the double limit cannot be applied to the

region we are considering. Although such a factorization formula can be used to resum

certain logarithmic terms to all orders in ↵s, they are not the dominant contributions and

such a resummation may even lead to incorrect estimation of higher order corrections. In

other words, the power corrections in 1 � z are not under-control in this situation and

consequently the results cannot be trusted. Based on the above observations, we do not

perform the z-soft gluon resummation in the � ! 0 limit in our work, in contrast to [48].

4.2 NLP Resummation at 13 TeV LHC

Given the perfect agreement between the approximate (� ! 0) and exact results at NLO,

we will apply the small-� resummation at NLP to the range 300 GeV  Mtt̄  380 GeV at

the 13 TeV LHC. Our starting point is the matching formula Eq. (2.44), which combines the

all-order resummation with the fixed-order results at NLO or NNLO. We will compare our

numeric predictions with the experimental data [39], and therefore we use mt = 172.5 GeV

in accordance. In this subsection and the subsequent ones, whenever we present numeric

results for a broader range of Mtt̄, it should always be understood that the resummation

is only applied to Mtt̄  380 GeV. We have checked that the results are insensitive to the

exact point at which resummation is switched o↵. This should be clear from the analyses

below.

First of all, given the matching formula (2.44), it is interesting to ask in which region
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Figure 4. Left: the behaviors of the nkLO expansion (k = 0, 1, 2, 3, 4) of the NLP resummed
result. Right: the comparison between the NLP resummed result and the LP resummed, nLP and
NNLO ones.

plot, we compare the exact NLO corrections with that in the z-soft limit z ! 1. We see

that although the agreement is not so good (as expected), the z-soft limit still captures

a dominant portion of the NLO corrections. This is a justification for the application of

the soft gluon resummation to this region as in [34, 36, 38]. On the other hand, the NLO

corrections in the double limit � ! 0 and z ! 1 are shown in the right plot of Fig. 3.

It is obvious that the double limit does not provide a reasonable approximation at all.

Therefore, the factorization formula valid in the double limit cannot be applied to the

region we are considering. Although such a factorization formula can be used to resum

certain logarithmic terms to all orders in ↵s, they are not the dominant contributions and

such a resummation may even lead to incorrect estimation of higher order corrections. In

other words, the power corrections in 1 � z are not under-control in this situation and

consequently the results cannot be trusted. Based on the above observations, we do not

perform the z-soft gluon resummation in the � ! 0 limit in our work, in contrast to [48].

4.2 NLP Resummation at 13 TeV LHC

Given the perfect agreement between the approximate (� ! 0) and exact results at NLO,

we will apply the small-� resummation at NLP to the range 300 GeV  Mtt̄  380 GeV at

the 13 TeV LHC. Our starting point is the matching formula Eq. (2.44), which combines the

all-order resummation with the fixed-order results at NLO or NNLO. We will compare our

numeric predictions with the experimental data [39], and therefore we use mt = 172.5 GeV

in accordance. In this subsection and the subsequent ones, whenever we present numeric

results for a broader range of Mtt̄, it should always be understood that the resummation

is only applied to Mtt̄  380 GeV. We have checked that the results are insensitive to the

exact point at which resummation is switched o↵. This should be clear from the analyses

below.

First of all, given the matching formula (2.44), it is interesting to ask in which region
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Figure 5. Di↵erences between NLP and nLO (left), and between NLP and nnLO (right). These
represent the corrections induced by resummation upon the NLO and NNLO results.
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Figure 6. The NLO+NLP and NNLO+NLP predictions for the absolute Mtt̄ distribution against
the CMS data in the di-lepton channel [39]. Fixed-order results are shown for comparison. The left
plot shows the first bin Mtt̄ 2 [300, 380] GeV, while the right plot shows the full Mtt̄ range.

This demonstrates that our resummation has not been applied to regions where subleading

corrections in � might be important, and makes our predictions more robust. Later on, we

will sometimes show predictions for a broader range of Mtt̄, where resummation is switched

o↵ beyond 380 GeV. From Fig. 5, it should be clear that the results are insensitive to the

the exact switch-o↵ point, as long as it is larger than ⇠ 360 GeV.

We are now ready to present the matched results combining the resummation and

fixed-order calculations, namely, the NLO+NLP and NNLO+NLP predictions. We show

the results for the absolute di↵erential cross sections in Fig. 6, where the NLO and NNLO

results are also given for comparison. The uncertainties estimated from scale variations

are shown as the vertical bars. At central scales µr = µf = HT /4, resummation e↵ects

increase the cross section in the first bin by 13% with respect to NLO, and by 9% with

– 27 –
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Figure 6. The NLO+NLP and NNLO+NLP predictions for the absolute Mtt̄ distribution against
the CMS data in the di-lepton channel [39]. Fixed-order results are shown for comparison. The left
plot shows the first bin Mtt̄ 2 [300, 380] GeV, while the right plot shows the full Mtt̄ range.

This demonstrates that our resummation has not been applied to regions where subleading

corrections in � might be important, and makes our predictions more robust. Later on, we

will sometimes show predictions for a broader range of Mtt̄, where resummation is switched

o↵ beyond 380 GeV. From Fig. 5, it should be clear that the results are insensitive to the

the exact switch-o↵ point, as long as it is larger than ⇠ 360 GeV.

We are now ready to present the matched results combining the resummation and

fixed-order calculations, namely, the NLO+NLP and NNLO+NLP predictions. We show

the results for the absolute di↵erential cross sections in Fig. 6, where the NLO and NNLO

results are also given for comparison. The uncertainties estimated from scale variations

are shown as the vertical bars. At central scales µr = µf = HT /4, resummation e↵ects

increase the cross section in the first bin by 13% with respect to NLO, and by 9% with
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Figure 7. The NLO+NLP and NNLO+NLP predictions for the normalized Mtt̄ distribution in
the first bin Mtt̄ 2 [300, 380] GeV, against the CMS data in the di-lepton channel [39]. Fixed-order
results are shown for comparison.

respect to NNLO. It should be noted that the uncertainty bar of the NNLO result does not

overlap with that of the NNLO+NLP one. This shows that scale variations alone cannot

faithfully account for the uncertainties of fixed-order calculations in this situation, due to

the fact that the Coulomb resummation is genuinely non-perturbative. After adding the

resummation e↵ects, the NLO+NLP and NNLO+NLP predictions become more consistent

with the CMS data than the fixed-order ones. This has significant impacts on the top quark

mass determination, as we will discuss in the next subsection.

The experimental collaborations often quote the normalized di↵erential cross sections

(d�/dMtt̄)/� in addition to the absolute ones, where � is the total cross section. Normal-

ization of the distribution has the benefit that part of the systematic uncertainties drops

out when taking the ratio. On the theoretical side, normalized di↵erential cross sections

often exhibit smaller scale uncertainties as well. In Fig. 7, we show the NLO, NNLO,

NLO+NLP and NNLO+NLP predictions for the normalized di↵erential cross section in

the first bin Mtt̄ 2 [300, 380] GeV, in comparison with the CMS data [39]. We see that

indeed, the scale uncertainties of all predictions are significantly reduced compared to those

of the absolute di↵erential cross sections of Fig. 6. We also find that the NLO and NNLO

results are rather close to each other. This shows that the NNLO correction to the nor-

malized distribution is not very large. On the other hand, the resummation still shows big

impact in this case: about 11% increase from NLO to NLO+NLP, and about 8% increase

from NNLO to NNLO+NLP. This demonstrates that our conclusions in the last paragraph

drawn from the absolute distribution remain unchanged when considering the normalized

di↵erential cross sections.

So far we have only discussed the single di↵erential cross section with respect to Mtt̄.
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Figure 8. Normalized double di↵erential distribution with respect to Mtt̄ and and the rapidity Ytt̄

of the top quark pair in the threshold region. This plot corresponds to the first bin ([300, 400] GeV)
in Mtt̄ and four bins in Ytt̄. The NLO and NLO+NLP results are compared to the CMS data [14].

Thanks to the full kinematic dependence of the hard functions, our framework is flexible

enough to be applied to double or triple di↵erential cross sections, which were measured

and employed to fit the top quark mass in, e.g., Ref. [14]. To illustrate the idea, we have

calculated the double di↵erential cross sections with respect to Mtt̄ and the rapidity Ytt̄ of

the top quark pair in the laboratory frame. This can be performed using the formula

d2�

dMtt̄dYtt̄
=

X

i,j

Z 1

⌧

dz

z

⌧

z

Z
d⇥

d�̂ij(z, µf )

dMtt̄ d⇥
fi/h1

(
p

⌧/z eYtt̄�Y , µf ) fj/h2
(
p

⌧/z eY�Ytt̄ , µf ) ,

(4.2)

where the partonic di↵erential cross sections can be obtained using Eq. (2.17) as before.

We show the normalized double di↵erential cross sections in the threshold region in Fig. 8,

compared with the CMS data from [14]. The plot corresponds to the first bin in Mtt̄,

namely, Mtt̄ 2 [300, 400] GeV, and contains four bins in Ytt̄. Again, the resummation e↵ects

enhance the di↵erential cross sections by about 7% with respect to the NLO, making the

theoretical predictions better consistent with experimental data. The increase here is not

as big as that observed in Fig. 7, mainly due to the larger size of the first Mtt̄ bin which

covers a broader range above the threshold.

4.3 Influence on the top quark mass determination

In this subsection, we discuss the influence of our resummed result on the determination of

mt from kinematic distributions. Although we cannot repeat the experimental analyses in,
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e.g., Ref. [14], it is instructive to roughly estimate the impact of including the resummation

e↵ects in the fitting procedure.

To determine the top quark mass from kinematic distributions, one collects a set

of observables {Oi} which are theoretically functions of mt, but can be experimentally

measured without referring to a particular mt value. They can be the total cross section as

well as single, double and triple di↵erential cross sections in each bin. For each observable

Oi, one has a theoretical prediction OTH
i (mt) and an experimental measurement OEXP

i .

The top quark mass can then be determined by varying mt in the theoretical results and

requiring a best fit between the set {OTH
i (mt)} and the set {OEXP

i }.5 It can be understood

that in such a procedure, the observables most sensitive to mt are the main driving force

to decide the outcome. These include, in particular, the Mtt̄ distribution near threshold

and related double/triple di↵erential cross sections.

From the above description, it is clear that the outcome of the procedure strongly

depends on the theoretical predictions entering the fit. Especially, the theoretical inputs

for the mt-sensitive observables are of crucial importance. For illustration, we calculate the

averaged Mtt̄ di↵erential cross sections in the range [300, 380] GeV using di↵erent top quark

masses. The results are shown as functions of mt in Fig. 9 for the absolute distribution (left

plot) and the normalized distribution (right plot). As expected, we observe a strong (and

nearly linear) dependence of the di↵erential cross sections on mt, and a large horizontal

gap between the NLO and the NLO+NLP curves.

Ref. [14] has used the NLO predictions for the normalized di↵erential cross sections to

fit the top quark mass, with the outcome mt ⇡ 171 GeV. From the horizontal dashed line

in Fig. 9, one can see that the NLO result with mt = 171 GeV is roughly the same as the

NLO+NLP result with mt ⇡ 172.4 GeV. This 1.4 GeV shift caused by the threshold e↵ects

is much more significant than that estimated in [14]. Given that the normalized NLO+NLP

5
This can be done in any mass renormalization scheme. We will only discuss the pole mass here.
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e.g., Ref. [14], it is instructive to roughly estimate the impact of including the resummation

e↵ects in the fitting procedure.

To determine the top quark mass from kinematic distributions, one collects a set

of observables {Oi} which are theoretically functions of mt, but can be experimentally

measured without referring to a particular mt value. They can be the total cross section as

well as single, double and triple di↵erential cross sections in each bin. For each observable

Oi, one has a theoretical prediction OTH
i (mt) and an experimental measurement OEXP

i .

The top quark mass can then be determined by varying mt in the theoretical results and

requiring a best fit between the set {OTH
i (mt)} and the set {OEXP

i }.5 It can be understood

that in such a procedure, the observables most sensitive to mt are the main driving force

to decide the outcome. These include, in particular, the Mtt̄ distribution near threshold

and related double/triple di↵erential cross sections.

From the above description, it is clear that the outcome of the procedure strongly

depends on the theoretical predictions entering the fit. Especially, the theoretical inputs

for the mt-sensitive observables are of crucial importance. For illustration, we calculate the

averaged Mtt̄ di↵erential cross sections in the range [300, 380] GeV using di↵erent top quark

masses. The results are shown as functions of mt in Fig. 9 for the absolute distribution (left

plot) and the normalized distribution (right plot). As expected, we observe a strong (and

nearly linear) dependence of the di↵erential cross sections on mt, and a large horizontal

gap between the NLO and the NLO+NLP curves.

Ref. [14] has used the NLO predictions for the normalized di↵erential cross sections to

fit the top quark mass, with the outcome mt ⇡ 171 GeV. From the horizontal dashed line

in Fig. 9, one can see that the NLO result with mt = 171 GeV is roughly the same as the

NLO+NLP result with mt ⇡ 172.4 GeV. This 1.4 GeV shift caused by the threshold e↵ects

is much more significant than that estimated in [14]. Given that the normalized NLO+NLP

5
This can be done in any mass renormalization scheme. We will only discuss the pole mass here.
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e.g., Ref. [14], it is instructive to roughly estimate the impact of including the resummation

e↵ects in the fitting procedure.

To determine the top quark mass from kinematic distributions, one collects a set

of observables {Oi} which are theoretically functions of mt, but can be experimentally

measured without referring to a particular mt value. They can be the total cross section as

well as single, double and triple di↵erential cross sections in each bin. For each observable

Oi, one has a theoretical prediction OTH
i (mt) and an experimental measurement OEXP

i .

The top quark mass can then be determined by varying mt in the theoretical results and

requiring a best fit between the set {OTH
i (mt)} and the set {OEXP

i }.5 It can be understood

that in such a procedure, the observables most sensitive to mt are the main driving force

to decide the outcome. These include, in particular, the Mtt̄ distribution near threshold

and related double/triple di↵erential cross sections.

From the above description, it is clear that the outcome of the procedure strongly

depends on the theoretical predictions entering the fit. Especially, the theoretical inputs

for the mt-sensitive observables are of crucial importance. For illustration, we calculate the

averaged Mtt̄ di↵erential cross sections in the range [300, 380] GeV using di↵erent top quark

masses. The results are shown as functions of mt in Fig. 9 for the absolute distribution (left

plot) and the normalized distribution (right plot). As expected, we observe a strong (and

nearly linear) dependence of the di↵erential cross sections on mt, and a large horizontal

gap between the NLO and the NLO+NLP curves.

Ref. [14] has used the NLO predictions for the normalized di↵erential cross sections to

fit the top quark mass, with the outcome mt ⇡ 171 GeV. From the horizontal dashed line

in Fig. 9, one can see that the NLO result with mt = 171 GeV is roughly the same as the

NLO+NLP result with mt ⇡ 172.4 GeV. This 1.4 GeV shift caused by the threshold e↵ects

is much more significant than that estimated in [14]. Given that the normalized NLO+NLP

5
This can be done in any mass renormalization scheme. We will only discuss the pole mass here.
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e.g., Ref. [14], it is instructive to roughly estimate the impact of including the resummation

e↵ects in the fitting procedure.

To determine the top quark mass from kinematic distributions, one collects a set

of observables {Oi} which are theoretically functions of mt, but can be experimentally

measured without referring to a particular mt value. They can be the total cross section as

well as single, double and triple di↵erential cross sections in each bin. For each observable

Oi, one has a theoretical prediction OTH
i (mt) and an experimental measurement OEXP

i .

The top quark mass can then be determined by varying mt in the theoretical results and

requiring a best fit between the set {OTH
i (mt)} and the set {OEXP

i }.5 It can be understood

that in such a procedure, the observables most sensitive to mt are the main driving force

to decide the outcome. These include, in particular, the Mtt̄ distribution near threshold

and related double/triple di↵erential cross sections.

From the above description, it is clear that the outcome of the procedure strongly

depends on the theoretical predictions entering the fit. Especially, the theoretical inputs

for the mt-sensitive observables are of crucial importance. For illustration, we calculate the

averaged Mtt̄ di↵erential cross sections in the range [300, 380] GeV using di↵erent top quark

masses. The results are shown as functions of mt in Fig. 9 for the absolute distribution (left

plot) and the normalized distribution (right plot). As expected, we observe a strong (and

nearly linear) dependence of the di↵erential cross sections on mt, and a large horizontal

gap between the NLO and the NLO+NLP curves.

Ref. [14] has used the NLO predictions for the normalized di↵erential cross sections to

fit the top quark mass, with the outcome mt ⇡ 171 GeV. From the horizontal dashed line

in Fig. 9, one can see that the NLO result with mt = 171 GeV is roughly the same as the

NLO+NLP result with mt ⇡ 172.4 GeV. This 1.4 GeV shift caused by the threshold e↵ects

is much more significant than that estimated in [14]. Given that the normalized NLO+NLP

5
This can be done in any mass renormalization scheme. We will only discuss the pole mass here.
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In our study we have worked with stable top quarks, therefore 
we can only compare with parton-level data (unfolded)

In reality we can only reconstruct top quarks from 
decay products and extra radiations
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Figure 18. As in fig. 12 but for the reconstructed (top) and true (bottom) top quark absolute
m(tt̄) and pT (t) distributions.

For consistency, comparisons between theory and data should be done between the re-

constructed tops and the data including neutrinos from semileptonic decays (i.e. the data

in black). From figs. 16,17,18,19 we conclude that within uncertainties there is very good

agreement between NNLO QCD prediction and data. This is the case for both absolute

and normalized distributions. Notably, for all cases where the experimental uncertainties

are small enough to make this comparison possible, one can see that NNLO QCD predic-

tions describe data better than NLO QCD. In some cases this comparison becomes even

sensitive to the value of mt. For example, the shapes of the normalized pT (t) and m(tt̄)

distributions show small preference for the prediction based on mt = 171.5 GeV although

the experimental uncertainties are still too large to allow for a detailed comparison. This

may be an excellent opportunity for a future study.

The sensitivity of the fiducial top-quark di↵erential distributions to mt roughly follow

the well known pattern in inclusive distributions. Notably, an increased sensitivity can be

observed towards high rapidities in both rapidity distributions. A more quantitative study
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Czakon, Mitov, Poncelet: 2008.11133
A recent study for reconstructed tops in the di-lepton channel
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Figure 18. As in fig. 12 but for the reconstructed (top) and true (bottom) top quark absolute
m(tt̄) and pT (t) distributions.

For consistency, comparisons between theory and data should be done between the re-

constructed tops and the data including neutrinos from semileptonic decays (i.e. the data

in black). From figs. 16,17,18,19 we conclude that within uncertainties there is very good

agreement between NNLO QCD prediction and data. This is the case for both absolute

and normalized distributions. Notably, for all cases where the experimental uncertainties

are small enough to make this comparison possible, one can see that NNLO QCD predic-

tions describe data better than NLO QCD. In some cases this comparison becomes even

sensitive to the value of mt. For example, the shapes of the normalized pT (t) and m(tt̄)

distributions show small preference for the prediction based on mt = 171.5 GeV although

the experimental uncertainties are still too large to allow for a detailed comparison. This

may be an excellent opportunity for a future study.

The sensitivity of the fiducial top-quark di↵erential distributions to mt roughly follow

the well known pattern in inclusive distributions. Notably, an increased sensitivity can be

observed towards high rapidities in both rapidity distributions. A more quantitative study
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A recent study for reconstructed tops in the di-lepton channel

The definition of -jets greatly 
affects the distribution with 
fiducial cuts
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Figure 18. As in fig. 12 but for the reconstructed (top) and true (bottom) top quark absolute
m(tt̄) and pT (t) distributions.

For consistency, comparisons between theory and data should be done between the re-

constructed tops and the data including neutrinos from semileptonic decays (i.e. the data

in black). From figs. 16,17,18,19 we conclude that within uncertainties there is very good

agreement between NNLO QCD prediction and data. This is the case for both absolute

and normalized distributions. Notably, for all cases where the experimental uncertainties

are small enough to make this comparison possible, one can see that NNLO QCD predic-

tions describe data better than NLO QCD. In some cases this comparison becomes even

sensitive to the value of mt. For example, the shapes of the normalized pT (t) and m(tt̄)

distributions show small preference for the prediction based on mt = 171.5 GeV although

the experimental uncertainties are still too large to allow for a detailed comparison. This

may be an excellent opportunity for a future study.

The sensitivity of the fiducial top-quark di↵erential distributions to mt roughly follow

the well known pattern in inclusive distributions. Notably, an increased sensitivity can be

observed towards high rapidities in both rapidity distributions. A more quantitative study
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Czakon, Mitov, Poncelet: 2008.11133
A recent study for reconstructed tops in the di-lepton channel

The definition of -jets greatly 
affects the distribution with 
fiducial cuts

b

Data still slightly favors 
lower mass… 

What about adding 
Coulomb resummation 
for reconstructed tops? 
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Another issue in the reconstruction/unfolding: there are 
two -jets and two ’sb W

|mWb1 − mt | + |mWb2 − mt |

Usually one chooses to minimize

 enters the reconstruction (and also the unfolding procedure)mt

May have an impact on top quark mass extraction!
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Figure 1: NLO non-resonant diagrams. Symmetric diagrams and diagrams with tW−b̄
cuts are not displayed.

appear in the resonant contribution. The computation of the QCD correction to the
process e+e− → t̄bW+ + tb̄W− with this specific prescription, required for consistency
with the resonant PNREFT calculation in dimensional regularization, is the major result
of the present work.

2.2 Organization of the computation

We now discuss the structure of the phase-space endpoint divergences in more detail.
The clarification of their diagrammatic origin allows us to divide the sum of resonant
and non-resonant NNLO contributions into several separately divergence-free parts, and
this separation determines the organization of the actual calculation. The cross sections
of the processes e+e− → t̄W+b and e+e− → tW−b̄ are equal by CP symmetry, hence we
shall only consider the final state t̄W+b below and multiply the result by two in the end.

In unitary gauge the NLO non-resonant contribution is given by the diagrams shown

5

Beneke et al. 2004; Hoang, Reisser 2004; Beneke et al. 2010; 
Beneke et al. 2017; Bach et al. 2017; …

Existing studies mostly 
restricted to  collisionse+e−
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Figure 4. Left: the behaviors of the nkLO expansion (k = 0, 1, 2, 3, 4) of the NLP resummed
result. Right: the comparison between the NLP resummed result and the LP resummed, nLP and
NNLO ones.

plot, we compare the exact NLO corrections with that in the z-soft limit z ! 1. We see

that although the agreement is not so good (as expected), the z-soft limit still captures

a dominant portion of the NLO corrections. This is a justification for the application of

the soft gluon resummation to this region as in [34, 36, 38]. On the other hand, the NLO

corrections in the double limit � ! 0 and z ! 1 are shown in the right plot of Fig. 3.

It is obvious that the double limit does not provide a reasonable approximation at all.

Therefore, the factorization formula valid in the double limit cannot be applied to the

region we are considering. Although such a factorization formula can be used to resum

certain logarithmic terms to all orders in ↵s, they are not the dominant contributions and

such a resummation may even lead to incorrect estimation of higher order corrections. In

other words, the power corrections in 1 � z are not under-control in this situation and

consequently the results cannot be trusted. Based on the above observations, we do not

perform the z-soft gluon resummation in the � ! 0 limit in our work, in contrast to [48].

4.2 NLP Resummation at 13 TeV LHC

Given the perfect agreement between the approximate (� ! 0) and exact results at NLO,

we will apply the small-� resummation at NLP to the range 300 GeV  Mtt̄  380 GeV at

the 13 TeV LHC. Our starting point is the matching formula Eq. (2.44), which combines the

all-order resummation with the fixed-order results at NLO or NNLO. We will compare our

numeric predictions with the experimental data [39], and therefore we use mt = 172.5 GeV

in accordance. In this subsection and the subsequent ones, whenever we present numeric

results for a broader range of Mtt̄, it should always be understood that the resummation

is only applied to Mtt̄  380 GeV. We have checked that the results are insensitive to the

exact point at which resummation is switched o↵. This should be clear from the analyses

below.

First of all, given the matching formula (2.44), it is interesting to ask in which region
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Figure 4. Left: the behaviors of the nkLO expansion (k = 0, 1, 2, 3, 4) of the NLP resummed
result. Right: the comparison between the NLP resummed result and the LP resummed, nLP and
NNLO ones.

plot, we compare the exact NLO corrections with that in the z-soft limit z ! 1. We see

that although the agreement is not so good (as expected), the z-soft limit still captures

a dominant portion of the NLO corrections. This is a justification for the application of

the soft gluon resummation to this region as in [34, 36, 38]. On the other hand, the NLO

corrections in the double limit � ! 0 and z ! 1 are shown in the right plot of Fig. 3.

It is obvious that the double limit does not provide a reasonable approximation at all.

Therefore, the factorization formula valid in the double limit cannot be applied to the

region we are considering. Although such a factorization formula can be used to resum

certain logarithmic terms to all orders in ↵s, they are not the dominant contributions and

such a resummation may even lead to incorrect estimation of higher order corrections. In

other words, the power corrections in 1 � z are not under-control in this situation and

consequently the results cannot be trusted. Based on the above observations, we do not

perform the z-soft gluon resummation in the � ! 0 limit in our work, in contrast to [48].

4.2 NLP Resummation at 13 TeV LHC

Given the perfect agreement between the approximate (� ! 0) and exact results at NLO,

we will apply the small-� resummation at NLP to the range 300 GeV  Mtt̄  380 GeV at

the 13 TeV LHC. Our starting point is the matching formula Eq. (2.44), which combines the

all-order resummation with the fixed-order results at NLO or NNLO. We will compare our

numeric predictions with the experimental data [39], and therefore we use mt = 172.5 GeV

in accordance. In this subsection and the subsequent ones, whenever we present numeric

results for a broader range of Mtt̄, it should always be understood that the resummation

is only applied to Mtt̄  380 GeV. We have checked that the results are insensitive to the

exact point at which resummation is switched o↵. This should be clear from the analyses

below.

First of all, given the matching formula (2.44), it is interesting to ask in which region
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The NWA also does not 
work in the highly off-
shell region

Would be interesting to see how this 
affects top quark mass extraction…

Need to study Coulomb effects without NWA!



Summary and outlook
➤ The top quark mass, as an important parameter, needs to 

measured to high precisions using different methods 

➤ The indirect measurement is highly sensitive to the low-  
threshold region, where various issues may affect the 
outcome 

➤ We reanalyzed the Coulomb effects in the threshold region 
and found that they lead to better compatibilities between 
the extracted top quark mass and the world average 

➤ There are also issues in the reconstruction and unfolding 
which seem to have even bigger impacts 

➤ Needs to assess the Coulomb effects at a more exclusive level 
in the future

Mtt̄
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