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Motivation
•  Stunning high precision measurements at the LHC


• Leading to a need for cutting edge detailed (differential)  
perturbative computations.


• Precision can probe unexplored territories beyond the SM 

theoσ / expσProduction Cross Section Ratio:   
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CMS PreliminaryApril 2020

All results at:
http://cern.ch/go/pNj7

γγ  0.12± 0.01 ±1.06 -15.0 fb
(NLO th.), γW  0.13± 0.03 ±1.16 -15.0 fb

(NLO th.), γZ  0.05± 0.01 ±0.98 -15.0 fb
(NLO th.), γZ  0.05± 0.01 ±0.98 -119.5 fb

WW+WZ  0.14± 0.13 ±1.01 -14.9 fb
WW  0.09± 0.04 ±1.07 -14.9 fb
WW  0.08± 0.02 ±1.00 -119.4 fb
WW  0.06± 0.01 ±1.00 -135.9 fb
WZ  0.06± 0.07 ±1.05 -14.9 fb
WZ  0.07± 0.04 ±1.02 -119.6 fb
WZ  0.05± 0.02 ±0.96 -135.9 fb
ZZ  0.07± 0.13 ±0.97 -14.9 fb
ZZ  0.08± 0.06 ±0.97 -119.6 fb
ZZ  0.04± 0.02 ±1.06 -1137 fb

7 TeV CMS measurement (stat,stat+sys) 
8 TeV CMS measurement (stat,stat+sys) 
13 TeV CMS measurement (stat,stat+sys) 

CMS measurements
 theory(NLO)vs. NNLO 

Current precision in diboson production

pT,V range Expected Events

[100-150] GeV 3100 + 1040 a(3)q + 260 a(3) 2q

[150-220] GeV 2620 + 1030 a(3)q + 140 a(3) 2q

[220-300] GeV 937 + 600 a(3)q + 230 a(3) 2q

[300-500] GeV 544 + 700 a(3)q + 560 a(3) 2q

[500-750] GeV 86.5 + 260 a(3)q + 490 a(3) 2q

[750-1200] GeV 16.1 + 120 a(3)q + 640 a(3) 2q

Table 6: Expected number of events as a function of the HEP a(3)q (expressed in TeV�2) in

each bin of the pT,V spectrum at LHC 14 TeV for 3/ab integrated luminosity.

3.2.4 NLO Analysis

We now estimate the reach on a(3)q based on a full NLO simulation of the pp ! 3`⌫ process.

We perform a matched calculation that uses matrix elements computed at NLO in QCD

with MadGraph5 with FxFx-matched [52] parton shower supplied by Pythia8 [53], with

NNPDF 2.3 NLO parton distributions. The signal is computed (as explained in section 3.1)

through the operator OHW implemented in the NLO version of the UFO model EWdim6, kindly

provided to us by C. Degrande. We consider generation-level leptons momenta, but we include

an overall detector e�ciency for reconstructing the three leptons that, based on performances

studies in Refs. [54,55], we estimate around 50%. We furthermore apply standard acceptance

cuts

pT,` > 30GeV , |⌘`| < 2.4 . (19)

The same-flavor and opposite-charge lepton pair with invariant mass closer to the Z boson

mass is taken as the Z candidate and the remaining lepton is taken to be the decay product

of the W boson. The missing transverse energy vector of the event (◆◆~ET ) is estimated from

the generation-level x and y neutrino momentum components, to which we apply a Gaussian

smearing with standard deviation

�2
⇢ET i

= (0.5)2 ·
X

f

|pi| ·GeV .

This approach is similar to well-tested detector performance parameterizations used e.g. in

Delphes [57, 58].

The kinematical variables described so far allow us to determine pT,Z and pT,W , and in turn

pT,V and pT,V V , used to construct the binned distribution and for the selection cut in eq. (18),

respectively. In order to extract | cos ✓⇤|, which we will employ for the selection in eq. (17), the

reconstruction of the neutrino rapidity is needed. This is obtained by the standard technique

of imposing the invariant mass of the neutrino plus lepton system to be as close as possible

to the physical W boson mass. If the lepton transverse mass mT `⌫ is smaller than mW , the
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Projected sensitivity to new physics
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Figure 3: Contributions to longitudinal diboson processes from di↵erent BSM scenarios:

Strongly-coupled quarks and Higgs (a), strongly-coupled Higgs and transverse vectors (b),

and ”Weak” type models (c,d).

2.2 BSM Perspective and Connection with EFT

The HEP parameters, denoted collectively by a in what follows, can be thought as a new class

of BSM “Fermi constants”. Explicit BSM models generate HEPs, whose magnitude scales as

a ⇠ (coupling)2/M2. As we have seen in the introduction, the actual product of couplings

entering this relation depends on the particular BSM scenario we have in mind. We now

discuss this aspect in more detail.

In BSM scenarios where some or all the SM particles are strongly coupled to the new

dynamics (for instance because they are composite objects), the relevant couplings can be

large. This implies that the relative departures from the SM, which are roughly controlled

by ABSM/ASM ⇠ aE2/g2 ⇠ (coupling/g)2 (E/M)2, can be larger than one, even for E ⌧ M .

The coexistence of the weakly coupled SM with a strongly-coupled BSM at the scale M ,

can be natural if we postulate the presence of approximate global symmetries in the BSM

sector, weakly broken by the SM couplings. Explicit examples include models of fermions

compositeness (standard [32] or pseudo-Goldstini [14,34]), or models where the gauge bosons

have strong multipolar interactions (called Remedios) [14].

Among these classes, models where both fermions and the Higgs are strongly coupled

generate large HEP, a ⇠ g2⇤/M
2 (illustrated in figure 3a), where g⇤ > g is the coupling

associated with the new dynamics. If g⇤ is maximal, g⇤ ⇠ 4⇡, we obtain the scenario denoted

“Fully Strong” in the introduction. Such a scenario, where light quarks are strongly coupled,

is however of limited interest in light of strong constraints on light-quark compositeness from

di-jet measurements [33–35].

In Remedios models [14], the transverse polarizations of the SM gauge bosons can have

strong interactions, generating large Wilson coe�cients in operators involving the field-

strengths Wµ⌫ . If the Higgs is also part of the strongly-interacting sector, one finds a ⇠

gg⇤/M2 (see diagram 3b). For g⇤ = 4⇡ this produces the “Strong TGCs” case discussed in

the introduction. While structurally interesting, it must be appreciated that these scenar-

ios have been designed explicitly to obtain large anomalous TGCs (aTGCs) with no other

purpose.

On the other hand, in a larger class of BSM scenarios, denoted “Weak” in the introduction,

SM fermions and gauge bosons are weakly coupled above M (for instance because they are
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lepton-neutrino invariant mass can be asked to be equal to mW , producing two solutions

⌘±⌫ = ⌘` ± log
⇣
1 +�+

p
�(�+ 2)

⌘
, where � ⌘

m2
W �m2

T `⌫

2p`T��ET
. (20)

If instead mT `⌫ > mW , which might happen because of experimental uncertainties in the

measurement of the ◆◆~ET , or because the virtual W had truly an invariant mass slightly above

mW , the lepton-neutrino invariant mass cannot be equal to mW . The configuration that

makes it as close as possible to mW is

⌘⌫ = ⌘` . (21)

If the W is boosted in the transverse plane, which is the case in the kinematical region that

is mostly relevant for our analysis, the reconstructed neutrino momentum becomes close to

the true one both in the one-solution and in the two-solutions cases (see for instance [17] for

a recent discussion). However in the latter case we still formally have a twofold ambiguity

in the determination of ⌘⌫ , which in turn produces an ambiguity in | cos ✓⇤|. We resolve this

ambiguity by imposing the cut in eq. (17) on both solutions, i.e. by retaining for the analysis

only events such that both the possible neutrino configurations satisfy the selection criteria.

We study the 3 collider energy options that correspond to the LHC (14 TeV), to the High-

Energy LHC (HE-LHC, 27 TeV) and to the FCC-hh (100 TeV). In each case we consider

suitably designed pT,V bins, namely

LHC: pT,V 2 {100, 150, 220, 300, 500, 750, 1200} , (22)

HE-LHC: pT,V 2 {150, 220, 300, 500, 750, 1200, 1800} ,

FCC: pT,V 2 {220, 300, 500, 750, 1200, 1800, 2400} .

The binning is chosen such as to cover the kinematical regime that is accessible at each collider

and it is taken as fine as possible in order to maximize the BSM sensitivity. On the other hand,

a minimum bins size �pT,V /pT,V & 30% is required in order to avoid a degradation of the

accuracy due to the pT,V resolution. After applying the selection cuts previously described,

we compute the cross-section in each of the above bins and we fit it to a quadratic function

of a(3)q . The results, expressed in terms of expected bin counts for L = 3ab�1, are reported

in table 6 for the illustrative case of the 14 TeV LHC.

The predicted cross-sections are used to construct the �2, under the assumption that

observations agree with the SM, and are eventually used to derive 95% CL bounds on a(3)q .

The uncertainties in each bin are the sum in quadrature of the statistical error, obtained from

the SM expected events yield, and of a systematical component (uncorrelated across bins)

which we take as a fixed fraction (�syst) of the SM expectations. With this procedure we

obtain, for di↵erent collider energies and luminosities and for �syst = 5%

LHC, 300 fb�1: a(3)q 2 [�1.4, 0.9] 10�1 TeV�2

HL-LHC, 3 ab�1: a(3)q 2 [�4.9, 3.9] 10�2 TeV�2

HE-LHC, 10 ab�1: a(3)q 2 [�1.6, 1.3] 10�2 TeV�2

FCC-hh, 20 ab�1: a(3)q 2 [�7.3, 5.7] 10�3 TeV�2 (23)

22



Motivation
• Perturbative quantum field theory 

techniques turn  
out to be useful beyond collider 
physics


• A vigorous precision physics program 
for gravitational  
waves and for measuring the Large 
Scale Structure


• A surprising use of scattering 
amplitudes in (mostly) classical physics

2 One-loop Power Spectrum

Let us first consider the simplest case—the one-loop power spectrum. In perturbation theory

there are two di↵erent one-loop contributions. Using the usual approximation in which the time

dependence is separated from k dependence (for a review see [8]), the one-loop power spectrum

reads

P1�loop(k, ⌧) = D4(⌧)[P22(k) + P13(k)] , (2.1)

where ⌧ is conformal time, D(⌧) is the growth factor for matter fluctuations and the two terms

in the square brackets are given by

P22(k) = 2

Z

q
F 2

2 (q,k � q)Plin(q)Plin(|k � q|) , (2.2)

P13(k) = 6Plin(k)

Z

q
F3(q,�q,k)Plin(q) , (2.3)

where
R
q ⌘

R d3q
(2⇡)3 . Diagrammatic representation of these two contributions is shown in Fig. 1.

The explicit form of kernels Fn can be calculated using well-known recursion relations [8]. One

important point is that it is always possible to expand kernels in (2.2) and (2.3) in integer powers

of k2, q2 and |k � q|2. For example,

F2(q,k � q) =
5

14
+

3k2

28q2
+

3k2

28|k � q|2
�

5q2

28|k � q|2
�

5|k � q|2

28q2
+

k4

14|k � q|2q2
. (2.4)

A similar expression can be found for F3(q,�q,k).2 If we further decompose Plin(k) in power

laws using (1.1), the one-loop power spectrum becomes a sum of simple momentum integrals of

the following form Z

q

1

q2⌫1 |k � q|2⌫2
⌘ k3�2⌫12 I(⌫1, ⌫2) , (2.5)

where ⌫1 and ⌫2 are in general complex numbers.

Plin

Plin

P22

F2 F2

Plin

Plin

P13

F3 Plin

Plin

2

Plin

Plin

P22

F2 F2

Plin

Plin

P13

F3 Plin

Plin

2

Figure 1. Diagrammatic representation of two contributions to the one-loop power spectrum.

As we already mentioned, the form of the integral is identical to the one-loop massless two

point function in QFT. The only di↵erence is that in this case the powers of the “propagators”

2In the expansion of F3(q,�q,k) some terms contain |k + q|2. Given that the kernels are always integrated

over q, one is allowed to do the following change of coordinates q ! �q and bring these terms to the same form

as in (2.4)
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are complex numbers rather than integers. Still, the unknown dimensionless function I(⌫1, ⌫2)

can be easily calculated using the standard technique with Feynman parameters. The result is a

well known expression [13, 14]

I(⌫1, ⌫2) =
1

8⇡3/2

�(3
2 � ⌫1)�(3

2 � ⌫2)�(⌫12 �
3
2)

�(⌫1)�(⌫2)�(3 � ⌫12)
, (2.6)

were ⌫12 = ⌫1 + ⌫2 (throughout the paper we adopt the following notation ⌫1...n ⌘ ⌫1 + · · ·+ ⌫n).

Notice that, thanks to the analytic continuation, I(⌫1, ⌫2) gives a finite answer even for the

values of parameters for which the integral is formally divergent. In practice, breaking the loop

calculation into many pieces can lead to some divergent terms. However, as long as the total

sum is well defined and finite, for at least some power-law cosmology Plin(k) ⇠ k⌫ , by analytic

continuation it is guaranteed that eq. (2.6) gives the correct answer.

Sometimes the condition that the integral at hand is convergent for at least some power-law

power spectrum cannot be met, and one has to use eq. (2.6) with some care. For example,

the function I(⌫1, ⌫2) vanishes if one of the arguments is zero (or a negative integer). Apply-

ing (2.6) blindly would lead in these cases to paradoxical results. For instance, after power-law

decomposition of the linear power spectrum, eq. (2.6) would imply

Z 1

0
dq Plin(q) = 0 , (2.7)

which is obviously the wrong answer. This is a consequence of the well known statement that in

dimensional regularization all power-law divergences vanish:
R
q q⌫ = 0.3

Similar issues can appear in calculating loop diagrams. Luckily, for a ⇤CDM-like cosmology,

they can be always easily fixed. Let us imagine that the integral we are interested in is divergent

for a given bias ⌫. Then, if the integral diverges in the UV(IR), one has to find the UV(IR)

limit of the integrand. This can be easily done fixing all external momenta and sending the loop

momentum to infinity(zero). This limit always has the form of eq. (2.7) and it would be set to

zero by dimensional regularization. Therefore, to get the correct answer, one simply has to add

the UV(IR) contribution by hand. In the following sections we will give more details for each

specific case we consider.

Let us also point out that all UV divergences have a well defined momentum dependence. This

momentum dependence is the same as for the counterterms in the EFTofLSS. Therefore, one can

proceed without explicitly adding the UV-dependent terms to the loop calculation. The only

e↵ect of this choice is to change the usual values of the counterterms. In this sense we can say

that eq. (2.6) calculates only the “finite” part of the loop integral. As expected, the counterterms

absorb all UV-dependent pieces.
3More precisely, this integral is related to a delta function [15]. A change of coordinates relates

Z

q

1
q3+2⌫1

=
i

2⇡2
�(⌫1) . (2.8)

To get the consistent results one can use this equation. In practice, there is a much simpler way, as described in

the main text.
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to the qi. In these variables, the matrix element is,

〈p′1p′2| T |p1p2〉 = A(p1p2 → p′1 , p
′
2)δ̂

(4)(p′1 + p′2 − p1 − p2)

= A(p1p2 → p1 + q1 , p2 + q2)δ̂
(4)(q1 + q2) ,

(3.21)

yielding

Iµ(1) =

∫
dΦ(p1)dΦ(p2)dΦ(q1 + p1)dΦ(q2 + p2)

× φ1(p1)φ
∗
1(p1 + q1)φ2(p2)φ

∗
2(p2 + q2) δ̂

(4)(q1 + q2)

× e−ib·q1/! iqµ1 A(p1p2 → p1 + q1, p2 + q2) .

(3.22)

We remind the reader of the shorthand notation introduced earlier for the phase-space
measure,

dΦ(q1 + p1) = d̂4q1 δ̂
(
(p1 + q1)

2 −m2
1

)
Θ(p01 + q01) . (3.23)

We can perform the integral over q2 in eq. (3.22) using the four-fold delta function.
Further relabeling q1 → q, we obtain

Iµ(1) =

∫
dΦ(p1)dΦ(p2)d̂

4q δ̂(2p1 · q + q2)δ̂(2p2 · q − q2)Θ(p01 + q0)Θ(p02 − q0)

× e−ib·q/!φ1(p1)φ
∗
1(p1 + q)φ2(p2)φ

∗
2(p2 − q)

× iqµA(p1p2 → p1 + q, p2 − q) .

(3.24)

Unusually for a physical observable, this contribution is linear in the amplitude. We
emphasize that the incoming and outgoing momenta of this amplitude do not corre-
spond to the initial- and final-state momenta of the scattering process, but rather both

correspond to the initial-state momenta, as they appear in the wavefunction and in its
conjugate. The momentum q looks like a momentum transfer if we examine the am-

plitude alone, but for the physical scattering process it represents a difference between
the momentum within the wavefunction and that in the conjugate. We will call it a

‘momentum mismatch’. As indicated on the first line of eq. (3.20), we should think of
this term as an interference of a standard amplitude with an interactionless forward
scattering. Diagrammatically, we have learned that

Iµ(1) =

∫
dΦ(p1)dΦ(p2)d̂

4q δ̂(2p1 · q + q2)δ̂(2p2 · q − q2)Θ(p01 + q0)Θ(p02 − q0)

× e−ib·q iqµ ×

φ1(p1) φ∗
1(p1 + q)

φ2(p2) φ∗
2(p2 − q)

.

(3.25)
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change variables to them from the final-state momenta ri,

Iµ(2) =
∑

X

∫ ∏

i=1,2

dΦ(pi)d̂
4wid̂

4q δ̂(2pi · wi + w2
i )Θ(p0i + w0

i )

× δ̂(2p1 · q + q2)δ̂(2p2 · q − q2)Θ(p01 + q0)Θ(p02 − q0)

× φ1(p1)φ2(p2) φ
∗
1(p1 + q)φ∗

2(p2 − q)

× e−ib·q/!wµ
1 δ̂

(4)(w1 + w2 + rX)

×A(p1 , p2 → p1 + w1 , p2 + w2 , rX)

×A∗(p1 + q, p2 − q → p1 + w1 , p2 + w2 , rX) .

(3.30)

Diagrammatically, this second contribution to the impulse is

Iµ(2) =
∑

X

∫
∏

i=1,2

dΦ(pi)d̂
4wid̂

4q δ̂(2pi · wi + w2
i )Θ(p0i + w0

i )

× δ̂(2p1 · q + q2)δ̂(2p2 · q − q2)Θ(p01 + q0)Θ(p02 − q0)

× e−ib·q/! wµ
1 δ̂

(4)(w1 + w2 + rX)

×

φ1(p1) φ∗
1(p1 + q)

φ2(p2) φ∗
2(p2 − q)

p1 + w1

p2 + w2

rX
.

(3.31)

3.4 The momentum radiated during a collision

A familiar classical observable is the energy radiated by an accelerating particle, for ex-
ample during a scattering process. More generally we can compute the four-momentum

radiated. In quantum mechanics there is no precise prediction for the energy or the
momentum radiated by localised particles; we obtain a continuous spectrum if we mea-
sure a large number of events. However we can compute the expectation value of the

four-momentum radiated during a scattering process. This is a well-defined observable,
and as we will see it is on-shell in the sense that it can be expressed in terms of on-shell

amplitudes.
To define the observable, let us again surround the collision with detectors which

measure outgoing radiation of some type. We may imagine two different contexts: scat-

tering in electrodynamics with radiation of photons, and gravitational scattering with
radiation of gravitons. In both cases, we will call the radiated particles ‘messengers’.

– 12 –
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infrared divergent integrals. Performing this matching procedure, we obtain the classical

conservative Hamiltonian at 3PM order

H
3PM(p, r) =

q
p2 + m

2

1
+

q
p2 + m

2

2
+ V

3PM(p, r) , (10.8)

with potential

V
3PM(p, r) =

3X

n=1

✓
G

|r|

◆n

cn(p2) , (10.9)

where

c1 =
⌫

2
m

2

�2⇠

�
1 � 2�

2
�

,

c2 =
⌫

2
m
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�2⇠

"
3
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�
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�

�
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�
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�
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�
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�
arcsinh
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(10.10)

The variables used in Eq. (10.10) are defined below Eq. (9.3) and in Appendix A. Note

that plugging in c1 and c2 into the IR divergent integrals in Eq. (10.6) exactly reproduces

the IR divergent integrals in Eq. (9.3). This explicitly demonstrates the cancellation of IR

artifacts in the matching between full theory and the EFT.

The Hamiltonian in Eq. (10.8) contains a mass singularity, reflecting the mass singu-

larity in the amplitude (9.3). Taking both masses small, the arcsinh term in c3 dominates

and gives

H
3PM(p, r) ! �64

G
3p4

|r|3 ln
m1m2

4p2
+ · · · = �4

G
3
s
2

|r|3 ln
m1m2

s
+ · · · , (10.11)

where we display only the singular term. As we explain in Sec. 12, this singularity is

consistent with the known absence of collinear singularities in gravitational theories [161]

because the small mass and small momentum transfer limits do not commute.

11 Consistency Checks

Our calculation of the 3PM Hamiltonian exploits a number of novel techniques. To vali-

date the result, we have performed several consistency checks against known results such

as the 4PN Hamiltonian, the Schwarzschild solution, and the 4PN and 2PM scattering an-

gles. These are of course not all independent but nevertheless it is satisfying to reproduce

multiple results in the literature.
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The variables used in Eq. (10.10) are defined below Eq. (9.3) and in Appendix A. Note

that plugging in c1 and c2 into the IR divergent integrals in Eq. (10.6) exactly reproduces

the IR divergent integrals in Eq. (9.3). This explicitly demonstrates the cancellation of IR

artifacts in the matching between full theory and the EFT.

The Hamiltonian in Eq. (10.8) contains a mass singularity, reflecting the mass singu-

larity in the amplitude (9.3). Taking both masses small, the arcsinh term in c3 dominates

and gives

H
3PM(p, r) ! �64

G
3p4

|r|3 ln
m1m2

4p2
+ · · · = �4

G
3
s
2

|r|3 ln
m1m2

s
+ · · · , (10.11)

where we display only the singular term. As we explain in Sec. 12, this singularity is

consistent with the known absence of collinear singularities in gravitational theories [161]

because the small mass and small momentum transfer limits do not commute.

11 Consistency Checks

Our calculation of the 3PM Hamiltonian exploits a number of novel techniques. To vali-

date the result, we have performed several consistency checks against known results such

as the 4PN Hamiltonian, the Schwarzschild solution, and the 4PN and 2PM scattering an-

gles. These are of course not all independent but nevertheless it is satisfying to reproduce

multiple results in the literature.

– 93 –

infrared divergent integrals. Performing this matching procedure, we obtain the classical

conservative Hamiltonian at 3PM order

H
3PM(p, r) =

q
p2 + m

2

1
+

q
p2 + m

2

2
+ V

3PM(p, r) , (10.8)

with potential

V
3PM(p, r) =

3X

n=1

✓
G

|r|

◆n

cn(p2) , (10.9)

where

c1 =
⌫

2
m

2

�2⇠

�
1 � 2�

2
�

,

c2 =
⌫

2
m

3

�2⇠

"
3

4

�
1 � 5�

2
�

�
4⌫�

�
1 � 2�

2
�

�⇠
�

⌫
2(1 � ⇠)

�
1 � 2�

2
�
2

2�3⇠2

#
,

c3 =
⌫

2
m

4

�2⇠

"
1

12

�
3 � 6⌫ + 206⌫� � 54�

2 + 108⌫�
2 + 4⌫�

3
�

�
4⌫

�
3 + 12�

2 � 4�
4
�
arcsinh

q
��1

2p
�2 � 1

�
3⌫�

�
1 � 2�

2
� �

1 � 5�
2
�

2(1 + �)(1 + �)
�

3⌫�
�
7 � 20�

2
�

2�⇠
+

2⌫
3(3 � 4⇠)�

�
1 � 2�

2
�
2

�4⇠3

�
⌫

2
�
3 + 8� � 3⇠ � 15�

2 � 80��
2 + 15⇠�

2
� �

1 � 2�
2
�

4�3⇠2
+

⌫
4(1 � 2⇠)

�
1 � 2�

2
�
3

2�6⇠4

#
.

(10.10)

The variables used in Eq. (10.10) are defined below Eq. (9.3) and in Appendix A. Note
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where we display only the singular term. As we explain in Sec. 12, this singularity is

consistent with the known absence of collinear singularities in gravitational theories [161]

because the small mass and small momentum transfer limits do not commute.

11 Consistency Checks

Our calculation of the 3PM Hamiltonian exploits a number of novel techniques. To vali-

date the result, we have performed several consistency checks against known results such

as the 4PN Hamiltonian, the Schwarzschild solution, and the 4PN and 2PM scattering an-

gles. These are of course not all independent but nevertheless it is satisfying to reproduce

multiple results in the literature.
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Bern, Cheung, Roiban, Shen, Solon, Zeng;…

Classical impulse from  
classical limit of amplitudes

Classical two-body potential in GR



Structure of “interesting” events  
in colliders Factorization

σ [𝒪] = fi ⊗ fj ⊗ σij [𝒪] + small

Perturbation theory

• Scattering 
system 
from short-
distance 
interactions 


• Long-
distance 
described 
by hadrons

σij [𝒪] = ∫𝒪
dPhaseSpace Amplitude

2

σij = σ(0)
ij + δσ(1)

ij + δσ(2)
ij + δσ(3)

ij + …

more diagrams and more integrations

Collins, Soper, Sterman



Feynman Integrals

Feynman 
Parameters

Mellin 
-Barnes

Reduction to 
Master 

Integrals

Differential or 
Difference 
equations 

Sector  

decomposit
ion Unitaritty

Cau
ch

y

Canoncical  

basis

Powerful schemes which have lead to impressive breaktroughs. 

amazing computational skills



Duhr, Dulat, Mistlberger  

• Each order offers a leap in 
precision


• Probes the convergence pattern 
of the series. 


• Reduced sensitivity to 
unphysical scales. 

The effect of higher orders

Drell-Yan production at N3LO

Higgs rapidity distribution at N3LO

1979 2004 2020

Dulat, Mistlberger, Pelloni  



this is how the game is played now…



PROCESSS 
CLASS EXAMPLES STATUS

POSSIBLE 
Phenomenology 

motivated 
GOAL

H,W,Z,WH,ZH N3LO N4LO

jet inclusive, 
diboson, top-pair, 

photon-jet,…
NNLO N3LO

ttH,diphton+jet,W
W/ZZ/ZW+jet, 
top-pair+jet,…

NLO NNLO

A wish list…

2 → 1

2 → 2

2 → 3

2 → 3

Are we ready for such a leap?



• The demands for precision will be 
even higher…


• The techniques need to become 
scalable,  an order of magnitude 
more complicated problems


• Strong desire for new solutions 
which can supersede very 
ingenious techniques developed 
over a span of decades.


• Time for reinvention…and thinking 
now about the problems of the 
next generation.



Typical calculations
σij [𝒪] = ∑

final−states
∫𝒪

dPhaseSpace Amplitude
2

Amplitude = ∑
j

cj Masterj = ∑
k

dkPolylogsk(momenta) = Numbers

∑
final−states

∫𝒪
dPhaseSpace |A |2 = ∑

final−states [∫𝒪
dPhaseSpace |A |2

sing
+ ∫𝒪

dPhaseSpace |A |2

reg]
Analytic 
Universal

Numerical  
Monte-Carlo

(mostly) Analytic

D = 4 − 2ϵ
UV and IR  
divergences}



Analytic versus Numerical

• Progress for integration over phase-space of final-states in differential cross-
sections has been made by developing numerical methods.


• Progress for loop amplitude integrations has been made mostly with analytic 
methods. 


• The latter are algorithmic. But the computational cost scaling is a, perhaps 
unsurmountable, challenge for the future.


•  We see, in recent years, efforts to replace major pieces of the “analytic”-
algorithmic chain for amplitudes with numerics.



Amplitude = ∑
j

cj Masterj = ∑
k

dkPolylogsk(momenta) = Numbers

Two and three-loop amplitudes for Higgs production numerically
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Re Exact

Im Exact

LMEs

Re Padè

Im Padè

�(100)
�(4)

�(2)

�(100)
�(4)

�(2)

0 0.5 1 2 5 20 �

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

z

Figure 3: Comparison of the three-loop coe�cient of the finite remainder, Eq. (2.9), at

nl = 5, Lµ = 0 (five massless quarks, renormalisation scale µ
2 = �s), with the default

Padé approximation, [6, 1], constructed in Ref. [9], as function of z = s/4M2 with
p
s the

center-of-mass energy of the Higgs boson and M the mass of the single massive quark. The

bands correspond to the uncertainty of the Padé approximation as estimated in Ref. [9].

The lower plot shows the absolute di↵erence between the approximation and the exact

result. Also shown is the large-mass expansion (LME) of the three-loop coe�cient of the

finite remainder truncated at O
�
z
2
�
,O

�
z
4
�
and O

�
z
100

�
.

our findings at Lµ = 0.

We first note that our result for C
(2,1)
I agrees perfectly with Ref. [11]. Remains to

compare with the Padé approximants of Ref. [9] for C
(2). A comparison for the case of

five massless quarks is presented in Fig. 3. We observe that the uncertainty estimates of

the approximants are reliable over most of the range of z. Slightly larger deviations are

observed for the nl = 0 case as demonstrated in Fig. 4.

– 9 –

Czakon, Niggetiedt

Figure 1: Complete set of Feynman diagrams with two fermion loops contributing to the

Higgs-gluon form factor at three-loop order. The fermion loop connected to the Higgs-

boson line corresponds to a massive quark. The quark of the second fermion loop may be

either massive or massless.

2 Finite remainders

Consider the amplitude for the fusion of two gluons of momenta p1,2, helicities �1,2 and

adjoint-representation colors a1,2, followed by the production of one, possibly o↵-shell,

Higgs boson:

� iM
⇥
g(p1,�1, a1) + g(p2,�2, a2) ! H

⇤
⌘

i�
a1a2

⇥
(✏1 · p2) (✏2 · p1)� (✏1 · ✏2) (p2 · p1)

⇤ 1
v

↵s

⇡
C . (2.1)

Here, v is the Higgs-doublet Vacuum Expectation Value. The coupling of a single quark

field, Q, of mass M 6= 0 to the Higgs-boson field, H, is given by the tree-level Lagrangian

– 3 –

Borowka, Greiner, Heinrich, Jones, 
Kerner, Schlenk, Zirkel

Solving differential equations numerically Monte-Carlo integration over infrared treated  
Feynman parameter integrals (sector decomposition)



Amplitude = ∑
j

cj Masterj = ∑
k

dkPolylogsk(momenta) = Numbers

Two-loop planar master integrals for pp → H + 2jets

Abreu, Ita, Moriello, Page, Tschernow, Zeng

Direct solution of system of  
differential equations  
for master integrals along  
curves connecting any two  
points.   
 
Points within small/overlapping  
patches in the space of kinematic 
 
Solution as a controllable series  
expansion in a single variable! 

Moriello

6 kinematic invariants /  
many thresholds



Notwithstanding the progress and successes in perturbative QCD,  
and the impressive new mathematical techniques that keep emerging,  
our methods often seem to slice and dice physical cross-sections in unnatural ways…  
 
Two properties of gauge theories,  

   1. Factorization of infrared singularities 
   2. Unitarity 

can be further exploited.  

Are we exploiting  
all we can?



Concepts that can bring further progress 
INFRARED FACTORIZATION

• UV Renormalized scattering amplitudes for well-
separated final-states take a simple factorized form 
                     

  

  - “soft” and “jet”  functions contain all divergences. 


• These are  universal functions. For any new process 
we should need to compute only the “hard” function. 


• So far, we do not have a way to compute the “hard” 
function directly  
 
                         
                     

Amplitude = hard ⋅ soft ⋅ ∏
i

jeti .
HARD

JET

JETJE
T

JE
T

SOFT

Ma; Erdogan, Sterman; Schwartz;  
Collins

An  
all-orders 
theorem



How would we like to use 
factorization?

Amplitude = ∑
j

cj Masterj = ∑
k

dkPolylogsk(momenta) = Numbers

= ∫ [dk] 𝒜(k) = ∫ 𝒮∫ 𝒥∫ [dk] 𝒜(k)
𝒮(k)𝒥(k)

Analytic Numerical 
process-dependent 
integrationUniversal

- From factorisation we could identify, remove and integrate separately the  
singular parts of amplitudes. 
- This procedure is universal…can be applied to any process, irrespectively  
of the complexity of its final state, always requiring the same number of  
 integrations. 

integrand 
of hard function



Local infrared factorization
Hard =

Amplitude
Soft ⋅ Jets

Factorization theorem
          valid after 
 integrations are performed

Is it also valid locally, for the integrands? In other words, does a local  
integrand representation for the hard function exist which is free of  
singularities?  
 
 
 
Main arguments in an all-orders proof [Ma 2019] are local  
(power-counting, local subtractions and gauge symmetry) 


A fully local formulation of the factorization theorem,  
for the purposes of using it as a technique to compute amplitudes, is still missing.  

ℋ(k) =
𝒜(k)

𝒮(k)𝒥(k)

?
k ∈  IR or UV region

Finite



Concepts that can bring further  progress 
UNITARITY

• Probabilities are finite for observables that 
can be computed perturbatively (infrared  
safe observables).  


• Divergences cancel in sums of “partonic” 
cross-sections. 


• So far, we do not have a way to make 
these cancelations manifest, before  
performing very tough integrations. 
 
                    
                     

σ [𝒪] = ∑
final−state

σfinal−state [𝒪]

= ∑
final−state

σfinal−state [𝒪]
reg.

= ∑
final−state

(σfinal−state [𝒪]
div.

+ σfinal−state [𝒪]
reg.)

jet
jet

jet

jet



How would we like to use 
UNITARITY?

• Recall the optical theorem


• Cross-sections for diverse parton 
multiplicities can be obtained from 
cuts of a forward scattering 
amplitude. 


• We would like to have a “local” 
formulation of the optical theorem. 


• Putting together the integration 
domains of the diverse cuts in a 
clever way, aligning all of their 
singularities and cancelling them. 

How would we like to use 
UNITARITY?

• Recall the optical theorem


• Cross-sections for diverse parton multiplicities 
can be obtained from cuts of a forward 
scattering amplitude. 


• We would like to have a “local” formulation of 
the optical theorem. 


• Putting together the integration domains of the 
diverse cuts in a clever way, aligning all of their 
singularities and cancelling them before 
integration. 

How would we like to use 
UNITARITY?

• Recall the optical theorem


• Cross-sections for diverse parton 
multiplicities can be obtained from 
cuts of a forward scattering 
amplitude. 


• We would like to have a “local” 
formulation of the optical theorem. 


• Putting together the integration 
domains of the diverse cuts in a 
clever way, aligning all of their 
singularities and cancelling them. 

How would we like to use 
UNITARITY?

• Recall the optical theorem


• Cross-sections for diverse parton 
multiplicities can be obtained from 
cuts of a forward scattering 
amplitude. 


• We would like to have a “local” 
formulation of the optical theorem. 


• Putting together the integration 
domains of the diverse cuts in a 
clever way, aligning all of their 
singularities and cancelling them. 

2 JETS 2 or 3 JETS
−∞ +∞

6-dim phase-space 
+ 4-dim loop integration 9-dim phase-space

FINITE

−∞

+∞ +∞

−∞



Achieving factorization and 
unitarity locally

• Let’s dream that we can make both infrared factorization 
and unitarity completely local. 


• Then, we will be able to define cross-section integrands for 
infrared-safe observables which are integrable in exactly 
D=4 dimensions. 


• No need for regularization (except, maybe, for computing 
ONCE at each loop order universal finite remnants of the 
ultraviolet and the infrared regions).    



NLO cross-sections 
computed in exactly D=4

FIG. 1. Two cuts of one of the Feynman diagrams that contribute to e+e− → hadrons .

perform the energy integrations. For the graphs in which four parton lines cross the cut,
there are four mass-shell delta functions δ(k2

J). These delta functions eliminate the three
energy integrals over "01, "

0
2, and "03 as well as the integral (6) over

√
s. For the graphs in

which three parton lines cross the cut, we can eliminate the integration over
√
s and two of

the "0J integrals. One integral over the energy E in the virtual loop remains. We perform
this integration by closing the integration contour in the lower half E plane. This gives a
sum of terms obtained from the original integrand by some algebraic substitutions, as we
will see in the following sections. Having performed the energy integrations, we are left with
an integral of the form

I =
∫

d#"1 d#"2 d#"3
∑

G

∑

C

g(G,C; #"1, #"2, #"3). (7)

Here there is a sum over graphs G (of which one is shown in Fig. 1) and there is a sum over
the possible cuts of a given graph.

The problem of calculating I is now set up in a convenient form for calculation. If
we were using the Ellis-Ross-Terrano method, we would calculate some of the integrals in
Eq. (7) numerically and some analytically. In the method described here, we first perform
certain contour deformations, then calculate all of the integrals by Monte Carlo numerical
integration. In the following sections, we will learn the main techniques for performing the
integrations in Eq. (7). We will do this by studying a simple model problem that will enable
us to see the essential features of the numerical method with as few extraneous difficulties
as possible.

II. A SIMPLIFIED MODEL

In the following sections, we consider a simplified model in which all complications that
are not needed for a first understanding of the numerical method are stripped away. The
model is represented by the graph shown in Fig. 2. There are contributions from all of
the two and three parton cuts of this diagram, as shown in Fig. 3. Since QCD numerator
functions do not play a major role, we consider this graph in φ3 theory. Thus, also, we can
avoid the complications of ultraviolet renormalization. We consider the incoming momentum
#q to be fixed and nonzero. We calculate the integral of the graph over the incoming energy
q0. This is analogous to the technical trick of integrating over

√
s in the full three loop QCD

calculation (see Sec. I) and serves to provide three energy integrations to perform against
three mass-shell delta functions for the three-parton cuts.

We need a nontrivial measurement function S. As an example, we choose to measure
the transverse energy in the final state normalized to the total energy:

4

e+ + e− → 3 jets at NLO

UNITARITY (alone)
TABLE I. Comparison of results for moments of the thrust distribution, Eq. (100). The “nu-

merical” results are from the program [3]. The first error is statistical, the second systematic. The

“numerical/analytical” results are from the program of Kunszt and Nason [7] and are given with
their reported statistical errors.

n numerical numerical/analytical

1.5 4.127 ± 0.008 ± 0.025 4.132 ± 0.003
2.0 1.565 ± 0.002 ± 0.007 1.565 ± 0.001

2.5 (6.439 ± 0.010 ± 0.022) × 10−1 (6.440 ± 0.003 )× 10−1

3.0 (2.822 ± 0.005 ± 0.009) × 10−1 (2.822 ± 0.001 )× 10−1

3.5 (1.296 ± 0.002 ± 0.004) × 10−1 (1.296 ± 0.0005) × 10−1

4.0 (6.159 ± 0.011 ± 0.016) × 10−2 (6.161 ± 0.002 )× 10−2

4.5 (3.009 ± 0.006 ± 0.007) × 10−2 (3.010 ± 0.0006) × 10−2

5.0 (1.501 ± 0.003 ± 0.003) × 10−2 (1.502 ± 0.0002) × 10−2

TABLE II. Comparison of results for moments of the ycut distribution, Eq. (102). The “nu-

merical” results are from the program [3]. The first error is statistical, the second systematic. The
“numerical/analytical” results are from the program of Kunszt and Nason [7] and are given with
their reported statistical errors.

n numerical numerical/analytical

1.5 (8.442 ± 0.034 ± 0.059) × 10−1 (8.397 ± 0.002 )× 10−1

2.0 (3.106 ± 0.012 ± 0.015) × 10−1 (3.090 ± 0.0004) × 10−1

2.5 (1.205 ± 0.005 ± 0.005) × 10−1 (1.200 ± 0.0002) × 10−1

3.0 (4.945 ± 0.025 ± 0.019) × 10−2 (4.927 ± 0.001 )× 10−2

3.5 (2.122 ± 0.012 ± 0.008) × 10−2 (2.116 ± 0.0007) × 10−2

4.0 (9.430 ± 0.064 ± 0.032) × 10−3 (9.412 ± 0.004 )× 10−3

4.5 (4.304 ± 0.034 ± 0.014) × 10−3 (4.301 ± 0.002 )× 10−3

5.0 (2.008 ± 0.018 ± 0.006) × 10−3 (2.008 ± 0.001 )× 10−3
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moments of thrust distribution

 D. Soper, 1998

FACTORIZATION+UNITARITY
• Local UV, soft and collinear approximations for one-loop 

amplitudes to remove their singularities. Nagy, Soper 2003


• Local factorization of infrared approximations Assadsolimani, 
Becker, Weinzierl 2010


• Numerical integration methods for the finite remainders and 
finite intervals at any loop order Becker, Weinzierl 2012


• Unitarity to combine singular contributions of loop and phase-
space integrations.  Seth, Weinzierl 2006

Becker, Gotz, Reuschle, Schwan, Weinzierl (2012)



A Don Quijotian approach?
…against “giants” (state-of-the-art methods) 
at NLO, NNLO and N3LO…. (so far) 

• But, we now have illuminating proofs of 
amplitude factorization, 


• deeper understanding of integrable 
singularity structure and better numerical 
integration formalisms


• while established methods somewhat 
struggling for next generation problems….

Amplitude = ∑
j

cj Masterj = ∑
k

dkPolylogsk(momenta) = Numbers

• Unitarity and Integrand 
Reduction Methods at one 
[NLO revolution] and now 
two-loops [first five point 
QCD amplitudes]


• Automatization of 
Integration by Parts 
reductions [Laporta and 
many improvements 
thereafter, e.g. finite fields]                    
                     

• Differential equations /
Canonical basis


• Automation of asymptotic 
expansions     


• Mellin-Barnes / Sector-
decomposition              
                     

• Symbol and Coproduct


• Systematization of Ellptic 
polylogaritmsn              
                     



Origin of infrared divergences 
and local factorization



“Infinities” from classical 
behaviour

• The poles can lie inside the 
domain of integration. 


• If we can deform the path of 
integration away from the 
poles, then they lead to no 
singularities

∫
∞

−∞
dE…

⋯
E2 − ω + iδ

= ∫
∞

−∞
dE…

⋯
ω ( 1

E − ω + iδ
−

1
E + ω − iδ )

ω → ω − iδ with δ → 0

ReE

ImE

−ω
+ω



“Infinities” from classical 
behaviour

• The poles can lie inside the 
domain of integration. 


• If we can deform the path of 
integration away from the 
poles, then they lead to no 
singularities
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Soft massless particles

ReE

ImE

∫
∞

−∞
dE…

⋯
(E + iδ) (E − iδ)

• Poles due to soft massless 
particles. 

• These singularities pinch the 
integration path from both 
sides.  

• Condition for a TRUE INFINITY



Collinear massless particles

ReE

ImE

particle 1

particle 2

p
(1 − x) ⋅ p

x ⋅ p
• A second source of infinities due 

to massless collinear particles.  

• A singularity of one particle in 
the lower half-plane lines up with 
the singularity of a collinear 
particle in the higher half-pane. 

• The singularities pinch the 
integration path from both sides.  

• We cannot deform the path, a 
condition for a TRUE INFINITY!



Pinch singularities
• To know if a singularity develops, we need 

to study the behaviour of the integral in 
the vicinity of the pinch surface.


• We can calculate a degree of divergence. 


• Scale variables which are perpendicular to 
the pinched surface with a small 
parameter and calculate the scaling of the 
integrand as the parameter is driven to 
zero. 

Soft

Collinear

kμ ∼ δQ, d4k ∼ δ4

k = xp + αη + βp⊥, x ∼ δ0, α ∼ δ, β ∼ δ
1
2 d4k ∼ δ2

Integrand: d4kℐ(k) ∼ δn Divergent:

Convergent: n > 0

n ≤ 0
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T → δ ⋅ T, δ ∼ 0



Removing singularities
• Once a pinch surface which 

yields a singularity is identified, 
then we can remove the 
singularity with a subtraction. 

Int
eg

rat
ion

 Dom
ain

pinch 
surface

A = ∫ [dk]ℱ(k)



Removing singularities
• Once a pinch surface which 

yields a singularity is identified, 
then we can remove the 
singularity with a subtraction. 
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→ ∫ [dk] [ℱ(k) − tℱ(k)]
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approximation 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singular surface

integrand



Removing singularities
• Once a pinch surface which 

yields a singularity is identified, 
then we can remove the 
singularity with a subtraction. 

Int
eg

rat
ion

 Dom
ain

pinch 
surface

A = ∫ [dk] ℱ(k)

= ∫ [dk] [ℱ(k) − tℱ(k)]

no singularity

+∫ [dk] tℱ(k)

…hard

…soft or jet



• Singular regions are 
interconnected. How can we 
create systematically an 
approximation of the loop 
integrals in all singular regions?  


• Order the singular regions by 
their “volume”


• Subtract an approximation of the 
integrand in the smallest volume


• Then, proceed to the next 
volume and repeat until there are 
no more singularities to remove.  

Ma; Erdogan, Sterman; Collins;  
Collins, Soper, Sterman

Nested subtractions



Nested subtractions
• Singular regions are 

interconnected. How can we 
create systematically an 
approximation of the loop 
integrals in all singular regions?  


• Order the singular regions by 
their “volume”


• Subtract an approximation of the 
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of Eq. (21), namely that the divergences from PS ⇢ are equal for �(n) and t⇢�(n),

�(n)
��
div n̂[⇢]

� t⇢�
(n)

��
divn̂[⇢]

=
Y

I

Z
d⌧ (I)

Z
dD�1z(I)

Z
d⌘(I)

Z
dD�1y(I) ⇥(n̂[⇢])

⇥
h
S(⇢)

{µI}(z
(I)) J (⇢)µI⌫I

I
(z(I), y(I)) H(⇢)

{⌫I}(y
(I))

� S(⇢)

{µI}(⌧
(I)) �µI

I
�̄I,µ

0
I

J
(⇢)µ

0
I⌫

0
I

I
(z(I), ⌘(I)) �̄I,⌫

0
I
�⌫I

I
H(⇢)

{⌫I}(y
(I))

i ���
div n̂[⇢]

= 0 , (28)

where ⇥(n̂[⇢]) restricts the integration to the reduced neighborhood n̂[⇢] [Eq. (25)]. This integral over the reduced

neighborhood converges because of the accuracy of the soft-collinear and hard-collinear approximations in the entire

reduced neighborhood n̂[⇢]. The PSs internal to the original neighborhoods n[⇢] have been removed by construction.

Equation (28) is the main result we will use for applications in the following sections, treating the neighborhood of

each PS separately. As a more general result, however, we will show that all divergent contributions to amplitudes

can be written without restriction to specific regions, in terms of a construction based on nested subtractions [7],

which we now discuss.

D. Nested subtractions

The quantities t⇢� [Eq. (20)] can also be thought of as counterterms for ultraviolet divergences associated with the

limits x2

I
! 0 in the partonic matrix elements [Eq. (2)] and with multieikonal amplitudes [Eq. (4)]. We will denote an

arbitrary n-loop diagram that is one-particle irreducible in the xI channel as �(n). Following the momentum-space

procedure of Ref. [7], we define a regulated version of �(n) by

R(n) �(n) = �(n) +
X

N2N [�(n)]

Y

⇢2N

�
� t⇢

�
�(n) , (29)

where N [�] is the set of all nonempty nestings for diagram �. We will refer to R(n) as the subtraction operator at

nth order. We may then write for the full nth-order xI -irreducible partonic amplitude (5), Ḡ(n) =
P

�(n),

Ḡ(n) =
X

�(n)

2

4�
X

N2N [�(n)]

Y

⇢2N

�
� t⇢

�
�(n) + R(n) �(n)

3

5 . (30)

The products in Eqs. (29) and (30) are ordered with the larger PSs to the right of smaller PSs. Thus, the first

approximation operators t⇢ to act on �(n) involve the fewest points on the light cones or at short distances. As in Eq.

(20), the approximation operators act on the diagram over the full integration region, and are not restricted to the

neighborhood of the corresponding pinch surface.

Among the approximation operators that appear in R(n)�(n), we may identify the smallest, ⇢� , for which all vertices

approach the origin, that is, for which H(��) = �(n). Now because ⇢� is the smallest PS, it nests with every other

pinch surface. Its approximation operator, which we denote by tuv for any diagram, always appears to the left of

every other operator in Eq. (30). Operator tuv acts only on the external propagators that attach to �(n). We can

thus separate it in the sum over nestings, and we find

Ḡ(n) =
X

�(n)

8
<

:tuv�(n) + (1 � tuv)

2

4�
X

N2NP [�(n)]

Y

⇢2N

�
� t⇢

�
�(n) + R(n)

P
�(n)

3

5

9
=

; , (31)
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approach the origin, that is, for which H(��) = �(n). Now because ⇢� is the smallest PS, it nests with every other

pinch surface. Its approximation operator, which we denote by tuv for any diagram, always appears to the left of

every other operator in Eq. (30). Operator tuv acts only on the external propagators that attach to �(n). We can

thus separate it in the sum over nestings, and we find

Ḡ(n) =
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• The procedure of nested 
subtractions has a solution for 
the finite remainder at any loop 
order as a Forest formula 
(similarly to BPHZ of UV 
renormalzation)


• It is valid term by term in an 
amplitude or a Feynman diagram. 


• This forest formula structure 
combined with gauge symmetry, 
gives rise to the factorization of 
gauge theory amplitudes in terms 
of Jets, Soft and Hard fucntions.  

Ma; Erdogan, Sterman; Collins;  
Collins, Soper, Sterman



An one-loop example

• One-loop massless box has 
both soft and collinear 
singularities


• A soft singularity occurs in a 
single point in momentum 
space (smallest volume). Needs 
to be subtracted first. 


• A collinear singularity occurs in 
an one-dimensional space 
(larger volume). Needs to be 
subtracted after the soft. 
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Figure 2. The one-loop box

with k4 ⌘ k0 in this notation. The external momenta are taken all incoming, and

satisfy

p
2
i

= 0, p
2
12 ⌘ (p1 + p2)

2 = s, p
2
23 ⌘ (p2 + p3)

2 = t,

p1234 ⌘ p1 + p2 + p3 + p4 = 0, (2.10)

with s, t two independent Mandelstam variables. In the following, we will often use

the shorthand notation Xijk... = Xi + Xj + Xk + . . ..

The integral of Eq. 2.8 has infrared divergences, which fall into the classes of

leading regions identified in the previous section. These leading regions are con-

ventionally represented by “reduced diagrams”, in which lines that are o↵-shell at

the pinch surface are contracted to points. The eight leading pinch surfaces of the

one-loop box fall into two categories, illustrated by the examples of Fig. 3a and b.

First, the box is divergent in the four soft limits ki ⇠ � ! 0, for which the

leading regions are four disjoint points in loop momentum space, illustrated by Fig.

3a. In terms of the power counting of Eq. (2.4) these regions all have LS = 1,

NS = 1, NC = 2, corresponding to logarithmic divergence. Near the point k2 = 0,

for example, we have (Eq. (2.1)), k
µ

2 ⇠ � ! 0, and the denominators scale as

A2 = k
2
2 ⇠ O(�2),

A1 = (k2 � p1)
2

⇠ �2k2 · p1 ⇠ O(�) ,

A3 = (k2 + p2)
2

⇠ 2k2 · p2 ⇠ O(�) ,

A4 = (k2 + p23)
2

⇠ t + O(�) . (2.11)

We confirm that the integrand tends to

d
d
k2

A1A2A3A4
!

d
d
k2

(�2k2 · p1)k2
2(2k2 · p2)t

⇠ O(�d�4). (2.12)
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Figure 3. Reduced diagrams for representative pinch surfaces of the one-loop box: (a)

soft limit k2 ! 0, (b) Collinear surface k1 ! �x1p1.

which is of course consistent with Eq. (2.4).

The integral of Eq. (2.8) is also divergent in the four collinear limits

ki ! �xipi , (2.13)

for i = 1 . . . 4 (note the directions of the arrows in Fig. 2.) For example, when k1, k2

become collinear to p1, illustrated by Fig. 3b, and using the notation of Eq. (2.2),

the loop momentum components in

k1 = x1p1+�1⌘1+k1?, x1 ⌘
2k1 · ⌘1

2p1 · ⌘1
, �1 ⌘

2k1 · p1

2p1 · ⌘1
, ⌘

2
i

= 0, ⌘i·pi 6= 0, (2.14)

scale as in Eq. (2.2),

x1 ⇠ O(1), �1 ⇠ O(�), k1? ⇠ O(
p

�) . (2.15)

In this region,
d

d
k2

A1A2A3A4
!

d
d
k2

A1A2stx1(1 � x1)
⇠ O(�

d
2�2). (2.16)

Again, the power counting of Eq. (2.4) indicates logarithmic divergence in four di-

mensions.

For comparison below, we give here the dimensionally-regulated expression for

the one-loop box in d = 4 � 2✏ dimensions,

Box (s, t, ✏) =
1

st

⇢
2c�

✏2

⇥
(�s)�✏ + (�t)�✏

⇤
� ⇡

2
� ln2

✓
t

s

◆�
+ O(✏), (2.17)
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where Ifinite(✏) has a finite ✏ ! 0 limit.

The essential result of perturbative ultraviolet renormalization is that sums of

products of multiple, nested subtractions produce finite Green functions. It is not

necessary to make sequential subtractions involving overlapping regions. A similar

structure has been developed in infrared subtraction formalisms, starting as early as

Ref. [41]. Following the notation of that paper, we can represent the result as

fapprox(ki) =
X

N

Y

a2N

(� ta) f(ki) , (2.7)

where each product is over a non-empty, ordered set N of approximation operators ta

associated with pinch surfaces a, which act to the right. In Refs. [31] and [32], it was

shown that sums of nested subtractions, starting from the smallest, most singular

regions, can be used to separate infrared singularities from short-distance structure.

We shall not review the details of these arguments, but only observe that the pattern

starts by making subtractions that match the behavior of the integrand in the most

singular regions of momentum space, of the smallest volume, in which the largest

numbers of lines approach the light cone (or more generally, the mass shell). The

nested operations then act systematically on the resulting terms to remove remaining

divergences, by proceeding to subtract the next largest volume, then the next, and

so on. This is possible because, as noted above, for fixed-angle scattering the pinch

surfaces of the integrals after the action of the approximation operators are subsets

of those of the original diagram.

For proofs of factorization in gauge theories, the approximations are tailored

to match leading behavior, and often at the same time to provide expressions to

which the Ward identities of the theory may be applied. Generally, this results

in the introduction of new ultraviolet divergences in subtractions, a feature that

serves as a basis of resummation [42]. In our examples below, however, we set

these considerations aside, and take a pragmatic approach to the identification of

subtractions. In particular, at this stage we design subtractions to avoid induced

ultraviolet divergences. Here a method introduced at one loop in Ref. [43] will turn

out to be useful. This will already be apparent in our first example, the one-loop

box diagram, to which we turn as a warm-up exercise in the following subsection.

2.2 Subtraction for the one-loop box

As a pedagogical example, we will apply the method of nested subtractions to the

massless one-loop scalar box integral, shown in Fig. 2. We write the integral as

Box ⌘

Z
d

d
k1

i⇡
d
2

1

A1A2A3A4
, (2.8)

where the propagator denominators are Aj ⌘ k
2
j

+ i0, j = 1 . . . 4, and where the

internal momenta are related by

kj+1 = kj + pj , (2.9)

– 6 –



An one-loop example

• Let’s focus on the soft-
subtractions which come first.


• Need to construct an  
approximation of the integrand 
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Figure 2. The one-loop box

with k4 ⌘ k0 in this notation. The external momenta are taken all incoming, and

satisfy

p
2
i

= 0, p
2
12 ⌘ (p1 + p2)

2 = s, p
2
23 ⌘ (p2 + p3)

2 = t,

p1234 ⌘ p1 + p2 + p3 + p4 = 0, (2.10)

with s, t two independent Mandelstam variables. In the following, we will often use

the shorthand notation Xijk... = Xi + Xj + Xk + . . ..

The integral of Eq. 2.8 has infrared divergences, which fall into the classes of

leading regions identified in the previous section. These leading regions are con-

ventionally represented by “reduced diagrams”, in which lines that are o↵-shell at

the pinch surface are contracted to points. The eight leading pinch surfaces of the

one-loop box fall into two categories, illustrated by the examples of Fig. 3a and b.

First, the box is divergent in the four soft limits ki ⇠ � ! 0, for which the

leading regions are four disjoint points in loop momentum space, illustrated by Fig.

3a. In terms of the power counting of Eq. (2.4) these regions all have LS = 1,

NS = 1, NC = 2, corresponding to logarithmic divergence. Near the point k2 = 0,

for example, we have (Eq. (2.1)), k
µ

2 ⇠ � ! 0, and the denominators scale as

A2 = k
2
2 ⇠ O(�2),

A1 = (k2 � p1)
2

⇠ �2k2 · p1 ⇠ O(�) ,

A3 = (k2 + p2)
2

⇠ 2k2 · p2 ⇠ O(�) ,

A4 = (k2 + p23)
2

⇠ t + O(�) . (2.11)

We confirm that the integrand tends to

d
d
k2

A1A2A3A4
!

d
d
k2

(�2k2 · p1)k2
2(2k2 · p2)t

⇠ O(�d�4). (2.12)
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where Ifinite(✏) has a finite ✏ ! 0 limit.

The essential result of perturbative ultraviolet renormalization is that sums of

products of multiple, nested subtractions produce finite Green functions. It is not

necessary to make sequential subtractions involving overlapping regions. A similar

structure has been developed in infrared subtraction formalisms, starting as early as

Ref. [41]. Following the notation of that paper, we can represent the result as

fapprox(ki) =
X

N

Y

a2N

(� ta) f(ki) , (2.7)

where each product is over a non-empty, ordered set N of approximation operators ta

associated with pinch surfaces a, which act to the right. In Refs. [31] and [32], it was

shown that sums of nested subtractions, starting from the smallest, most singular

regions, can be used to separate infrared singularities from short-distance structure.

We shall not review the details of these arguments, but only observe that the pattern

starts by making subtractions that match the behavior of the integrand in the most

singular regions of momentum space, of the smallest volume, in which the largest

numbers of lines approach the light cone (or more generally, the mass shell). The

nested operations then act systematically on the resulting terms to remove remaining

divergences, by proceeding to subtract the next largest volume, then the next, and

so on. This is possible because, as noted above, for fixed-angle scattering the pinch

surfaces of the integrals after the action of the approximation operators are subsets

of those of the original diagram.

For proofs of factorization in gauge theories, the approximations are tailored

to match leading behavior, and often at the same time to provide expressions to

which the Ward identities of the theory may be applied. Generally, this results

in the introduction of new ultraviolet divergences in subtractions, a feature that

serves as a basis of resummation [42]. In our examples below, however, we set

these considerations aside, and take a pragmatic approach to the identification of

subtractions. In particular, at this stage we design subtractions to avoid induced

ultraviolet divergences. Here a method introduced at one loop in Ref. [43] will turn

out to be useful. This will already be apparent in our first example, the one-loop

box diagram, to which we turn as a warm-up exercise in the following subsection.

2.2 Subtraction for the one-loop box

As a pedagogical example, we will apply the method of nested subtractions to the

massless one-loop scalar box integral, shown in Fig. 2. We write the integral as

Box ⌘

Z
d

d
k1

i⇡
d
2

1

A1A2A3A4
, (2.8)

where the propagator denominators are Aj ⌘ k
2
j

+ i0, j = 1 . . . 4, and where the

internal momenta are related by

kj+1 = kj + pj , (2.9)
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Figure 3. Reduced diagrams for representative pinch surfaces of the one-loop box: (a)

soft limit k2 ! 0, (b) Collinear surface k1 ! �x1p1.

which is of course consistent with Eq. (2.4).

The integral of Eq. (2.8) is also divergent in the four collinear limits

ki ! �xipi , (2.13)

for i = 1 . . . 4 (note the directions of the arrows in Fig. 2.) For example, when k1, k2

become collinear to p1, illustrated by Fig. 3b, and using the notation of Eq. (2.2),

the loop momentum components in

k1 = x1p1+�1⌘1+k1?, x1 ⌘
2k1 · ⌘1

2p1 · ⌘1
, �1 ⌘

2k1 · p1

2p1 · ⌘1
, ⌘

2
i

= 0, ⌘i·pi 6= 0, (2.14)

scale as in Eq. (2.2),

x1 ⇠ O(1), �1 ⇠ O(�), k1? ⇠ O(
p

�) . (2.15)

In this region,
d

d
k2

A1A2A3A4
!

d
d
k2

A1A2stx1(1 � x1)
⇠ O(�

d
2�2). (2.16)

Again, the power counting of Eq. (2.4) indicates logarithmic divergence in four di-

mensions.

For comparison below, we give here the dimensionally-regulated expression for

the one-loop box in d = 4 � 2✏ dimensions,

Box (s, t, ✏) =
1

st

⇢
2c�

✏2

⇥
(�s)�✏ + (�t)�✏

⇤
� ⇡

2
� ln2

✓
t

s

◆�
+ O(✏), (2.17)
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where

c� ⌘
�2(1 � ✏)�(1 + ✏)

�(1 � 2✏)
. (2.18)

We note the familiar double and single poles in ✏. Our aim in this preliminary

discussion is to see in practice how these poles are reproduced systematically in a

subtraction formalism for this simple case.

The method of nested subtractions introduces counterterms to the integrand de-

signed to remove the four soft and four collinear divergences of the one-loop scalar

box. The method removes first singularities from the smallest regions of the in-

tegration domain, and proceeds successively to remove the singularities in larger

volumes. The regions of the soft singularities are clearly the smallest, since they

correspond to points in the integration domain (ki = 0, i = 1 . . . 4) and so they will

be removed first. In a soft limit, three of the propagators of the one-loop box are

on-shell and one propagator is hard. The collinear singularities extend to larger re-

gions ki = �xipi, 0 < xi  1 and, in the method of nested subtractions, they ought

to be removed next. In the collinear limits, two propagators are on-shell and two are

hard. We note as well that each soft region is an end-point of two collinear regions.

We remove the divergence of the integral in the k2 ! 0 limit by subtracting a

function that approximates the singular behavior of the integrand in that limit. We

will sometimes refer to this subtraction as a counterterm. We may think of any such

counterterm as the result of one approximation operator in a product of subtractions,

as illustrated in Eq. (2.7). Each particular approximating operation acts to produce

a new integral, which approaches a singular expression like Eq. (2.12) as � ! 0. For

some purposes, in particular in proofs of factorization, a choice in which we keep

only the terms with leading behavior as � ! 0 is most convenient. To be specific,

let us label the subtraction operator for the k2 ! 0 as tS2 . This operator acts as

tS2 : A1 ! �2p1 · k2 ,

tS2 : A2 ! A2 ,

tS2 : A3 ! 2p2 · k2 ,

tS2 : A4 ! t . (2.19)

Here, A2, in which every term behaves as �
2, is kept inact, while only the order �

terms are kept in A1 and A3, while the order �
0 term is kept in A4, all in the k

µ

2 ⇠ �

limit, µ = 0 . . . 3. However, in principle, we are allowed to choose subleading terms

in the � expansion di↵erently, and for this discussion we will find another choice

convenient, in which the only approximation is to neglect k2 on the o↵-shell line,

tS2 : Ai ! Ai , i = 1, 2, 3 ,

tS2 : A4 ! t . (2.20)
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Clearly, this choice improves the ultraviolet behavior of the resulting expression,

by keeping k
2
2 terms in three of the denominators [41]. It also results in a better

approximation in the collinear regions, as we shall see below.

In a hopefully clear notation, we label the combination of the original diagram

and the particular counterterm defined by Eq. (2.20) as BoxR1 (where R1 simply

denotes the remainder after the first subtraction). Exhibiting the counterterm ex-

plicitly, we have

BoxR1 = (1 � tS2) Box ⌘

Z
d

d
k1

i⇡
d
2

1

A1A2A3A4
�

1

t

Z
d

d
k1

i⇡
d
2

1

A1A2A3

=

Z
d

d
k1

i⇡
d
2

1 �
A4
t

A1A2A3A4
. (2.21)

This subtraction is certainly one of the possible choices that guarantees that the

integral is free of the soft singularity as k2 ! 0. The counterterm in Eq. (2.21) is

chosen according to the prescription of Ref. [41], in which the denominators of eikonal

propagators are not linearized. The advantages of the prescription of Ref. [41] are,

first, that soft counterterms do not introduce spurious UV divergences and second,

that they can be integrated analytically with standard methods.

The integrand of Eq (2.21) is still divergent in other regions of the integration

domain as, for example, in the remaining k
µ

i
⇠ � ! 0, i = 1, 3, 4 soft limits. We

subtract these additional soft singularities sequentially, in the same manner as above.

This process is particularly simple because each of the three remaining soft limits

requires the denominator A4 to vanish for a divergent contribution in four dimensions.

Indeed, none of the soft subtraction terms have further soft singularities, and all

remaining soft divergences are in the first term in Eq. (2.21).

The resulting integral, subtracted for each of its four soft singularities thus has

four separate subtractions, and takes the form,

BoxR ⌘

 
1 �

4X

i=1

tSi

!
Box =

Z
d

d
k1

i⇡
d
2

NBox

A1A2A3A4
, (2.22)

with

NBox = 1 �
A24

t
�

A13

s
. (2.23)

It is easy to verify that this integral is not singular at any of the k
µ

i
! 0 soft limits.

The subtraction in (2.21) associated with the k2 = 0 singularity, for example,

is simply 1/t times a scalar triangle. When regulated dimensionally, the explicit

expression for the subtraction is easily integrated, and the four subtraction terms

give

tS2 Box(s, t, ✏) = tS4 Box(s, t, ✏) =
c�

st✏2
(�s)�✏

tS1 Box(s, t, ✏) = tS3 Box(s, t, ✏) =
c�

st✏2
(�t)�✏

. (2.24)
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Clearly, this choice improves the ultraviolet behavior of the resulting expression,
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2
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approximation in the collinear regions, as we shall see below.

In a hopefully clear notation, we label the combination of the original diagram
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plicitly, we have
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d
2
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t

A1A2A3A4
. (2.21)

This subtraction is certainly one of the possible choices that guarantees that the

integral is free of the soft singularity as k2 ! 0. The counterterm in Eq. (2.21) is

chosen according to the prescription of Ref. [41], in which the denominators of eikonal

propagators are not linearized. The advantages of the prescription of Ref. [41] are,

first, that soft counterterms do not introduce spurious UV divergences and second,

that they can be integrated analytically with standard methods.

The integrand of Eq (2.21) is still divergent in other regions of the integration

domain as, for example, in the remaining k
µ

i
⇠ � ! 0, i = 1, 3, 4 soft limits. We

subtract these additional soft singularities sequentially, in the same manner as above.

This process is particularly simple because each of the three remaining soft limits

requires the denominator A4 to vanish for a divergent contribution in four dimensions.

Indeed, none of the soft subtraction terms have further soft singularities, and all

remaining soft divergences are in the first term in Eq. (2.21).

The resulting integral, subtracted for each of its four soft singularities thus has

four separate subtractions, and takes the form,

BoxR ⌘

 
1 �

4X

i=1

tSi

!
Box =

Z
d

d
k1

i⇡
d
2

NBox

A1A2A3A4
, (2.22)

with

NBox = 1 �
A24

t
�

A13

s
. (2.23)

It is easy to verify that this integral is not singular at any of the k
µ

i
! 0 soft limits.

The subtraction in (2.21) associated with the k2 = 0 singularity, for example,

is simply 1/t times a scalar triangle. When regulated dimensionally, the explicit

expression for the subtraction is easily integrated, and the four subtraction terms

give

tS2 Box(s, t, ✏) = tS4 Box(s, t, ✏) =
c�

st✏2
(�s)�✏

tS1 Box(s, t, ✏) = tS3 Box(s, t, ✏) =
c�

st✏2
(�t)�✏

. (2.24)
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The integration can be performed by standard methods, yielding the finite result:

BoxR = �
1

st


⇡

2 + ln2

✓
t

s

◆�
. (2.32)

This is indeed the correct contribution to the finite part of the integral, as is found

by comparing Eqs. (2.17) and (2.24).

In summary, for our introductory one-loop example, the method of nested sub-

tractions employed here yields the same separation of finite and divergent terms as

the method of Ref. [41]. In the following, we will demonstrate that nested subtrac-

tions also allow us to treat infrared divergences in non-trivial, two-loop examples.

3 Application to two-loop scalar integrals

As noted above, it has been shown [29, 30] that we can remove the infrared sin-

gularities of multi-loop integrals for hard scattering processes with suitable nested

subtractions, which we have described in the previous section. However, beyond

one-loop in multi-leg amplitudes, we are not aware of a practical construction that

realizes this potential in the literature. In this Section, we apply for the first time

our method of nested subtractions at two loops.

We will focus on two-loop integrals with four external legs which, for light-like

external momenta, already have a complicated singular structure. Explicitly, we

will test that we can render integrable in d = 4 dimensions the “diagonal-box”,

the “bubble-box”, the “planar double-box” and the “crossed double-box”. These

integrals represent Feynman diagrams for the scattering of massless scalar particles.

In addition, they are the most complicated master integrals which appear in all 2 ! 2

scattering processes in massless QCD. We believe that the set of integrals that we

examine here serves two purposes: giving a pedagogical introduction to our technique

at two loops, and testing it thoroughly in non-trivial applications. In particular, the

planar and crossed double-box integrals have poles in the dimensional regulator of

the maximum power, 1/✏4, as they possess all the infrared singularities that are

anticipated at two loops. Largely due to their complicated singular structure, the

analytic evaluation of the planar and crossed double-box integrals was not amenable

to traditional techniques, and was only achieved for the first time when Smirnov [49]

and Tausk [50] developed powerful Mellin-Barnes methods.

In this Section, we will show that the analytic structure of the 1/✏ poles of our

two-loop examples can be derived in a simple way, by integrating less complicated

counterterm integrals. In addition, our counterterm subtractions will render the

remainders of the integrands free of any local singularities, and therefore amenable

to direct integration methods in exactly D = 4 dimensions.

We begin our discussion with two relatively simple cases, the “diagonal” and

“bubble” boxes. In these cases, no more than two nested subtractions are necessary,

– 13 –



An one-loop example
• Let’s consider a collinear limit


• Observation: The “soft” counterterms 
are easier to compute than the original 
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• The collinear limit approximation is 
potentially UV divergent. 
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subtractions sufficed to yield a finite 
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In Eq. (2.22), these terms reproduce and cancel all double and single poles in the

one-loop box, as given in Eq. (2.17). Evidently, the soft subtractions defined as above

reproduce all the collinear as well as the soft singularities for the particular case of

the scalar box.

Turning our attention to the collinear singular limits, as for example in Eq.

(2.14), we easily confirm that no further subtractions are necessary. The straight-

forward application of our method, however, would remove a remaining collinear

singularity term by term, by adding an additional subtraction, determined by the

collinear behavior of the soft-subtracted integral (2.22). As noted above, there is

some freedom in choosing the subtraction, or counterterm, as long as it matches the

singular behavior of the sum of terms in Eq. (2.22), and produces no new leading

pinch surface.

Consider the limit in which the loop momentum becomes collinear to external

momentum p1. For this example, we illustrate one the forms of collinear counterterms

that we shall use below. The subtraction acts by keeping the leading finite (�0) term

in the (two) denominators that are o↵-shell in this collinear region (A3 and A4), and

the full momentum dependence of the on-shell, collinear denominators (A1 and A2),

along with the leading behavior of each term in the numerator NBox, Eq. (2.22),

that defines the sum of soft subtractions, evaluated at the pinch surface, k1 = xp1,

0 < x < 1. Representing the action of the p1-collinear approximation by tC1 , we

have, in particular,

tC1 A1 = A1 ,

tC1 A2 = A2 ,

tC1 A3 = (1 � x)s ,

tC1 A4 = xt . (2.25)

When acting on each of the terms of NBox, however, the resulting integral, which has

only two full denominators, is ultraviolet divergent. Here, we shall avoid introducing

such induced divergences by adopting a slight variant of the collinear subtraction in-

troduced in Ref. [41]. To be specific, we can introduce an extra factor that approaches

unity at the relevant pinch surface, but which regulates ultraviolet behavior.

tC1 Box ⌘

Z
d

d
k1

i⇡
d
2

✓
1

A1
�

1

A1 � µ2

◆
1

A2


1

stx1(1 � x1)

�

=

Z
d

d
k1

i⇡
d
2

"
µ

2

µ2�A1

A1A2stx1(1 � x1)

#
. (2.26)

In the nested approach, we apply the same collinear subtractions to the soft subtrac-
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tion terms.1 Treating the remaining collinear regions in the same fashion, the full

subtraction is

(1 �

4X

i=1

tCO i) BoxR0 ⌘

Z
d

d
k1

i⇡
d
2

"
NBox

A1A2A3A4
�

µ
2

µ2�A1
NBox

��
k1=�x1p1

A1A2stx1(1 � x1)

#
. (2.27)

We expect, of course, that since the soft subtractions already cancel all singularities,

any term-by-term collinear singularities must likewise cancel among themselves. This

is indeed the case, because non-zero terms in NBox cancel in the collinear limit for p1

(where A1 = A2 = 0),

NBox|k1=�x1p1
=


1 �

A13

s
�

A24

t

� ��
k1=�x1p1

= 1 � (1 � x1) � x1

= 0 . (2.28)

A similar cancellation holds for the remaining three collinear limits. Thus, for the

particular case of the one-loop box, we need no further subtractions for collinear

singularities, once we have introduced counterterms for the soft singular limits as in

Eq. (2.22).

We have thus constructed an integral, Eq. (2.22) that is free of all soft and

collinear singularities. At this stage, we can set the dimension to d = 4 exactly and

perform the loop integral numerically. It is important to note that the integral of

Eq. (2.22) has further non-pinched singularities. Examples are configurations that

involve elastic scattering, if, for example, external particles with momenta p1 and p2

exchange a non-zero spacelike momentum on line k2 to scatter into an intermediate

state with k
2
1 = k

2
3 = 0. Such singularities, however, can be avoided by appropriate

contour deformation techniques, as suggested for example in Refs. [42–48].

Although in general we would expect to evaluate the remainder with nunerical

methods, as an illustration in the one-loop case of Eq. (2.22), we can introduce Feyn-

man parameters, “complete the square” in the loop-momentum and drop numerator

terms in odd powers of the loop-momentum, which integrate trivially to zero. We

find,

BoxR = �2
s + t

st
�(4)

Z
d

4
k

i⇡2
dx1dx2dx3dx4�(1 � x1234)

k
2
� �

[k2 + � + i0]4
(2.29)

where

� = x1x3s + x2x4t. (2.30)

We integrate out the loop-momentum, resulting in

BoxR = �2
s + t

st

Z
dx1dx2dx3dx4�(1 � x1234)

1

� + i0
. (2.31)

1Compared to Ref. [41], we do not symmetrize in the two collinear denominators for each region.
This is a convention, and will not a↵ect the nature of the results below.
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We expect, of course, that since the soft subtractions already cancel all singularities,

any term-by-term collinear singularities must likewise cancel among themselves. This

is indeed the case, because non-zero terms in NBox cancel in the collinear limit for p1

(where A1 = A2 = 0),

NBox|k1=�x1p1
=


1 �

A13

s
�

A24

t

� ��
k1=�x1p1

= 1 � (1 � x1) � x1

= 0 . (2.28)

A similar cancellation holds for the remaining three collinear limits. Thus, for the

particular case of the one-loop box, we need no further subtractions for collinear

singularities, once we have introduced counterterms for the soft singular limits as in

Eq. (2.22).

We have thus constructed an integral, Eq. (2.22) that is free of all soft and

collinear singularities. At this stage, we can set the dimension to d = 4 exactly and

perform the loop integral numerically. It is important to note that the integral of

Eq. (2.22) has further non-pinched singularities. Examples are configurations that

involve elastic scattering, if, for example, external particles with momenta p1 and p2

exchange a non-zero spacelike momentum on line k2 to scatter into an intermediate

state with k
2
1 = k

2
3 = 0. Such singularities, however, can be avoided by appropriate

contour deformation techniques, as suggested for example in Refs. [42–48].

Although in general we would expect to evaluate the remainder with nunerical

methods, as an illustration in the one-loop case of Eq. (2.22), we can introduce Feyn-

man parameters, “complete the square” in the loop-momentum and drop numerator

terms in odd powers of the loop-momentum, which integrate trivially to zero. We

find,

BoxR = �2
s + t

st
�(4)

Z
d

4
k

i⇡2
dx1dx2dx3dx4�(1 � x1234)

k
2
� �

[k2 + � + i0]4
(2.29)

where

� = x1x3s + x2x4t. (2.30)

We integrate out the loop-momentum, resulting in

BoxR = �2
s + t

st

Z
dx1dx2dx3dx4�(1 � x1234)

1

� + i0
. (2.31)

1Compared to Ref. [41], we do not symmetrize in the two collinear denominators for each region.
This is a convention, and will not a↵ect the nature of the results below.
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In Eq. (2.22), these terms reproduce and cancel all double and single poles in the

one-loop box, as given in Eq. (2.17). Evidently, the soft subtractions defined as above

reproduce all the collinear as well as the soft singularities for the particular case of

the scalar box.

Turning our attention to the collinear singular limits, as for example in Eq.

(2.14), we easily confirm that no further subtractions are necessary. The straight-

forward application of our method, however, would remove a remaining collinear

singularity term by term, by adding an additional subtraction, determined by the

collinear behavior of the soft-subtracted integral (2.22). As noted above, there is

some freedom in choosing the subtraction, or counterterm, as long as it matches the

singular behavior of the sum of terms in Eq. (2.22), and produces no new leading

pinch surface.

Consider the limit in which the loop momentum becomes collinear to external

momentum p1. For this example, we illustrate one the forms of collinear counterterms

that we shall use below. The subtraction acts by keeping the leading finite (�0) term

in the (two) denominators that are o↵-shell in this collinear region (A3 and A4), and

the full momentum dependence of the on-shell, collinear denominators (A1 and A2),

along with the leading behavior of each term in the numerator NBox, Eq. (2.22),

that defines the sum of soft subtractions, evaluated at the pinch surface, k1 = xp1,

0 < x < 1. Representing the action of the p1-collinear approximation by tC1 , we

have, in particular,

tC1 A1 = A1 ,

tC1 A2 = A2 ,

tC1 A3 = (1 � x)s ,

tC1 A4 = xt . (2.25)

When acting on each of the terms of NBox, however, the resulting integral, which has

only two full denominators, is ultraviolet divergent. Here, we shall avoid introducing

such induced divergences by adopting a slight variant of the collinear subtraction in-

troduced in Ref. [41]. To be specific, we can introduce an extra factor that approaches

unity at the relevant pinch surface, but which regulates ultraviolet behavior.

tC1 Box ⌘

Z
d

d
k1

i⇡
d
2

✓
1

A1
�

1

A1 � µ2

◆
1

A2


1

stx1(1 � x1)

�

=

Z
d

d
k1

i⇡
d
2

"
µ

2

µ2�A1

A1A2stx1(1 � x1)

#
. (2.26)

In the nested approach, we apply the same collinear subtractions to the soft subtrac-

– 11 –



Does the method work at two-loops? 

A complicated web of interconnected singularities….
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Nested subtractions at 2-
loops

• Order of subtractions:  
- double-soft 
- soft-collinear 
- double-collinear 
- single-soft 
- single-collinear


• Approximations in singular 
regions do not need to be strict 
limits! 


• Good approximations should not 
introduce ultraviolet divergences


• Good approximations should be 
easy to integrate exactly.  

pb

pL+1

pN�1

pL+2pL

p1

`1 `2

`3

⇢10

⇢1L

⇢30

⇢20

FIG. 1. Displayed are the conventions for assigning propagators in a two-loop diagram.

of so-called adapted coordinates: the inverse propagator variables ⇢li, and the auxiliary

variables ↵li and µi
l. The variables µi

l are dependent and fixed by (II.15). The vectors ni

form an orthogonal basis transverse to the scattering plane, i.e ni
·pj = 0. Labels in B✏ refer

to directions beyond four-dimensions and labels in Bct denote transverse directions within

four dimensions. For each strand l of the diagram we use a distinct basis of the scattering

plane, spanned by the vectors vil ,

vil = (Gl)
ijpj , with i, j 2 Bp

l [ Bt
l , (II.16)

where (Gl)ij is the inverse of the Gram matrix,

(Gl)ij = pi · pj with i, j 2 Bp
l [ Bt

l . (II.17)

The index set Bp
l labels the external momenta which leave the strand l. These momenta

are completed with other independent external momenta pi, with i 2 Bt
l , so as to span the

whole scattering plane. This parameterization follows the conventions of ref. [25], with the

caveat that the vectors spanning Bct are no longer normalized.

The inverse coordinate transformation is often useful and is given by

↵li = pi · `l , i 2 Bt
l , (II.18)

↵li = ni
· `l , i 2 Bct , (II.19)

⇢li = (`l � qli)
2 (II.20)

The on-shell variety is then defined by setting the propagator variables ⇢li to zero. In

D-dimensions the variables ↵li form an independent complete set of coordinates on the
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Example: two-loop 
cross-box

p

p p

p

1

2

3 4

k

k

k

k

k

k

k 1

2

3

4

5

6

7

Figure 9. The two-loop cross-box

For convenience below, and as for the planar box, we introduce the integral with an

arbitrary numerator N , and define

Xbox [N ] ⌘

Z
d

d
k2

i⇡
d
2

d
d
k5

i⇡
d
2

N(k2, k5)

A1A2A3A4A5A6A7
, (3.72)

with Ai = k
2
i
+ i0. The internal momenta can be chosen as:

k1 = k, k2 = k + p1, k3 = k + p12, k4 = �l � p12,

k5 = �l + p4, k6 = k � l, k7 = k � l + p4. (3.73)

We are interested in removing the infrared singularities of Xbox[1], which was com-

puted analytically for the first time in Ref. [50]. We follow the same procedure as for

the planar double-box and previous examples. Namely, we remove the singularities

iteratively, following the order: double-soft, soft-collinear, two-collinear pairs/two-

loop-collinear, single-soft and single-collinear.

Of the sixteen distinguishable double-soft regions of the crossed box, two have

the property that three lines are forced to zero momentum. In the spirit of our

discussion for the planar box, we can label these zero-dimensional pinch surfaces by

any two of the three lines that are coupled at a three-point vertex and have vanishing

momentum. We will call them S1S7 and S3S6, where we understand that these two

configurations imply as well that S5 and S4 carry vanishing momentum, respectively.

The region S1S7 is illustrated in Fig. 10a.

At configurations of the cross-box like this, we encounter an additional com-

plication, due to the presence of power-like (rather than logarithmic) double-soft

– 32 –

In either of the above limits, A2 ⇠ � and only one of A1 or A3 tend to the Mandelstam

variable s. We can therefore modify our counterterm as follows:

N4 = N3 +
A2(A2 + s � A13)

tu
(3.85)

The integral Xbox[N4] is now free of all double-soft singularities. We also find that is

free of all soft-collinear singularities, as confirmed by explicit integration.

We therefore proceed with the subtraction of two-collinear pairs/two-loop-collinear

types of singularities. These singular limits do not pose any special challenges and

they are subtracted along the lines of our planar double-box example. We find that

the integral Xbox [N5] with numerator

N5 =

✓
1 �

A13

s

◆2

+
A2

tu
(A2 + s � A13)
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✓
1 �
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s
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t
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u

◆
�
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s

✓
A6

u
+

A4

t

◆
+

(t � u)2

s2

A1A3

tu
(3.86)

is free of all singularities associated with two independent loop momenta pinched in

a special kinematic configuration (soft or collinear).

Finally, we need to remove the singularities due to single-soft and single-collinear

limits. After these final subtractions, we find that the following integrand is free of

all singularities:

FXbox = F
(2)
Xbox

+ F
(1s)
Xbox

+ F
(1c)
Xbox

, (3.87)

where, following the notation of the planar double box,

F
(2)
Xbox

=
N5

A1A2A3A4A5A6A7
, (3.88)

F
(1s)
Xbox

= �
1

A1A2A3
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(3.89)
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. (3.90)
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In either of the above limits, A2 ⇠ � and only one of A1 or A3 tend to the Mandelstam

variable s. We can therefore modify our counterterm as follows:

N4 = N3 +
A2(A2 + s � A13)

tu
(3.85)

The integral Xbox[N4] is now free of all double-soft singularities. We also find that is

free of all soft-collinear singularities, as confirmed by explicit integration.

We therefore proceed with the subtraction of two-collinear pairs/two-loop-collinear

types of singularities. These singular limits do not pose any special challenges and
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is free of all singularities associated with two independent loop momenta pinched in
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limits. After these final subtractions, we find that the following integrand is free of
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In either of the above limits, A2 ⇠ � and only one of A1 or A3 tend to the Mandelstam

variable s. We can therefore modify our counterterm as follows:

N4 = N3 +
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(3.85)

The integral Xbox[N4] is now free of all double-soft singularities. We also find that is

free of all soft-collinear singularities, as confirmed by explicit integration.

We therefore proceed with the subtraction of two-collinear pairs/two-loop-collinear

types of singularities. These singular limits do not pose any special challenges and
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is free of all singularities associated with two independent loop momenta pinched in

a special kinematic configuration (soft or collinear).

Finally, we need to remove the singularities due to single-soft and single-collinear

limits. After these final subtractions, we find that the following integrand is free of

all singularities:
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a special kinematic configuration (soft or collinear).

Finally, we need to remove the singularities due to single-soft and single-collinear

limits. After these final subtractions, we find that the following integrand is free of
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In either of the above limits, A2 ⇠ � and only one of A1 or A3 tend to the Mandelstam

variable s. We can therefore modify our counterterm as follows:

N4 = N3 +
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The integral Xbox[N4] is now free of all double-soft singularities. We also find that is

free of all soft-collinear singularities, as confirmed by explicit integration.

We therefore proceed with the subtraction of two-collinear pairs/two-loop-collinear

types of singularities. These singular limits do not pose any special challenges and
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Figure 9. The two-loop cross-box

For convenience below, and as for the planar box, we introduce the integral with an

arbitrary numerator N , and define

Xbox [N ] ⌘

Z
d

d
k2

i⇡
d
2

d
d
k5

i⇡
d
2

N(k2, k5)

A1A2A3A4A5A6A7
, (3.72)

with Ai = k
2
i
+ i0. The internal momenta can be chosen as:

k1 = k, k2 = k + p1, k3 = k + p12, k4 = �l � p12,

k5 = �l + p4, k6 = k � l, k7 = k � l + p4. (3.73)

We are interested in removing the infrared singularities of Xbox[1], which was com-

puted analytically for the first time in Ref. [50]. We follow the same procedure as for

the planar double-box and previous examples. Namely, we remove the singularities

iteratively, following the order: double-soft, soft-collinear, two-collinear pairs/two-

loop-collinear, single-soft and single-collinear.

Of the sixteen distinguishable double-soft regions of the crossed box, two have

the property that three lines are forced to zero momentum. In the spirit of our

discussion for the planar box, we can label these zero-dimensional pinch surfaces by

any two of the three lines that are coupled at a three-point vertex and have vanishing

momentum. We will call them S1S7 and S3S6, where we understand that these two

configurations imply as well that S5 and S4 carry vanishing momentum, respectively.

The region S1S7 is illustrated in Fig. 10a.

At configurations of the cross-box like this, we encounter an additional com-

plication, due to the presence of power-like (rather than logarithmic) double-soft
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In the above, Bi = Ai � µ
2. Upon direct analytic integration, using the integration

techniques described in the previous section for the counterterms, and the analytic

result of [50] for the crossed double-box integral, we verify that
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Specifically, for s > 0 and y ⌘ �t/s 2 [0, 1], we find
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, (3.92)
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and
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10

3
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2 + 4 log(y)2
� 8 log(y) log(1 � y) + 2 log(1 � y)2

.

(3.97)

The integration of the counterterms was performed using the same techniques as

in the case of the planar double-box. A notable di↵erence occurred in the integra-

tion of the collinear counterterms. In the case of the crossed double-box, integrals
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Application to  a class of 
one-loop amplitudes

• Consider the process for the 
production of a heavy 
colourless final-state from the 
scattering of a massless quark-
antiquark pair. 


• This encompasses a large set 
of processes (multi Z,W, photon 
production and combinations)


• Easy to verify at one-loop that a 
simple set of local 
counterterms exists for all these 
processes. 



Application to amplitudes

• Per tree-diagram, there is one 
1-loop diagram with a soft 
singularity. 


• The soft limit is (up to trivial 
factors), an one-loop scalar 
integral times a tree-diagram. 



Application to amplitudes

• Per tree-diagram, there is one 
1-loop diagram with a soft 
singularity. 


• The soft limit is (up to trivial 
factors), an one-loop scalar 
integral times a tree-diagram. 



Application to amplitudes

• Many graphs yield collinear 
divergences. 


• Summing over all such graphs, 
cancellations take place 
(“Ward”-identity)


• The net-result is factorization of 
the amplitude in the collinear 
limit in terms of a splitting-
functions and a tree-diagram.



Does the method work for complicated amplitudes? 

Example case: QED amplitudes for multi  
photon production  in electron positron annihilation  
through two-loops

e+(p1) + e−(p2) → γ(q1) + …γ(qn)

CA, Haindl, Sterman, Yang, Zeng

YES!



CA, Haindl, Sterman, Yang, Zeng

Tsingle-IR M
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P1

fM(1)
IR-finiteP1

i
(5.28)

The P1 projectors play an important role in Eq. (5.28) in preventing the intro-

duction of spurious IR singularities. In Section 3, the collinear finiteness of fM(1)
IR-finite

relied on Ward identities Eqs. (3.19)-(3.20), which in turn relied on the Dirac equa-

tions /p1
u(p1) = v̄(p2)/p2 = 0 for the external spinors. However, fM(1)

IR-finite is sand-

wiched between a pair of projectors rather than Dirac spinors in Eq. (3.20), which

raises the possiblity that collinear-divergence can reappear. However, this is not the

case because the projector behaves similarly to the external spinors in the sense that

/p1
P1 = P1/p2

= 0, preventing a spurious collinear divergence for the sub-loop defining

the IR-finite one-loop amplitude that serves as the vertex of thde form factor F
(1) on

the RHS of Eq. (5.28). Another way to reach the same conclusion is re-using the he-

licity projection argument leading to Eq. (3.32) to show that F
(1)

h
P1

fM(1)
IR-finiteP1

i
is

in fact directly proportional to the one-loop amplitude evaluated with external Dirac

spinors.

The final IR-finite remainder is

M
(2)
IR-finite = M

(2)
� F

(2)
h
P1

fM(0)
P1

i
� F

(1)
h
P1

fM(1)
IR-finiteP1

i
, (5.29)

where it is understood that for all terms on the RHS, type-I and type-II diagrams

are modified according to the prescription in the previous subsection.

5.3 Ward identity-preserving counterterms for UV sub-divergences

5.3.1 Sub-divergence counterterms for vertex and bubble in regular di-

agrams

Having detailed the construction of factorized subtraction terms for infrared diver-

gences in the M
(2) amplitude coe�cient, we now turn our attention to ultraviolet

singularities, which occur in the limits k ! 1 or l ! 1. Each of the three terms

on the RHS of Eq. (5.29) is a sum over diagrams, some of which have been modi-

fied from their original Feynman-rule expressions. We will construct counterterms to

render every two-loop diagram, generically written as M, ultraviolet finite, we first

remove “single-UV” singularities in one-loop subgraphs, by subtracting counterterms

to make any 1-loop 1-point-irreducible (1PI) subgraph finite

M1PI ! M1PI
0 = M1PI � Tk!1M1PI � Tl!1M1PI (5.30)
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derive factorization using Ward identities, but will rely on the established equivalence

between the IR structures of n-photon production amplitudes and the IR structures

of the vector form factor due to factorization. Of course, this equivalence is usually

only true after loop integration is carried out, but by appropriate modifications of

diagrams in the previous subsection, the equivalence holds at the integrand level.

Following the notations of Eq. (3.22) to (5.24), we recap that one-loop and two-loop

form-factor functionals are

F
(1) [P1TP1] = (5.23)

F
(2) [P1TP1] = + +

+ + +

(5.24)

where the squared box represents a matrix in spinor space, sandwiched between a

pair of P1 projectors suppressed in the diagrammatic notation. This can be a tree

or one-loop ampltiude expression evaluated at a zero value for of the virtual photons

momenta in the remainder of the graph. Loop momenta are assigned and sym-

metrized with an identical process (MZ: is it possible that readers will misinterpret

“process” as a hard process?) as described in Subsection 5.1. Type S self-energy and

type V vertex subgraphs in the last four diagrams of Eq. (5.24) are modified with the

symmetrizations explained in subsection (5.1), just as the diagrams in Fig. 10. Recall

that the infrared finite remainder of the one-loop amplitude integrand in Eq. (3.33)

and (3.22)-(3.24) is,

M
(1)
IR�finite = M

(1)
� F

(1)
h
P1

fM(0)
P1

i
. (5.25)

Starting from the modified two-loop integrand M
(2) constructed in Subsection

5.1, we will first subtract a “global” counterterm that simultaneously cancels all
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Simple subtractions! Valid locally! Factorized and universal!



Check

CA, Haindl, Sterman, Yang, Zeng
Amplitude scaling in all singular limits

of the checks are explained as follows. We performs the checks at a random numerical

phase space point give by

p
µ
1 = (1, 0, 0, 1),

p
µ
2 = (1, 0, 0,�1),

q
µ
1 = (1, 0, 2, 1),

q
µ
2 = (1, 0,�2,�1), (6.1)

with polarization vectors (satisfying the transversity condition ✏
⇤
i · qi = 0)

✏
⇤µ
1 = (4,�4, 1, 2),

✏
⇤µ
2 = (2,�1,�5, 8),

(6.2)

and external spinors (satisfying the Dirac equations /p1u1 = ū2/p2
= 0)

u1 =

0

BBB@

0

�7

3

0

1

CCCA
, ū2 =

�
0, 13, �9, 0

�
. (6.3)

We also use random values for the loop momenta k
µ, lµ, but with a small para-

mater � and scaling exponents !i
k, l for appropriate IR / UV limits, whose meanings

will become clear later,
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The mass regulator for the UV counterterms is arbitrarily chosen as M = 5/3.

The numerical checks explained below have been repeated with di↵erent ran-

dom choices of external / internal momenta, polarization vectors, and spinors, to be

confident of the cancellation of IR / UV singularities.

6.2 Photonic contributions

For the photonic contribution, we include only one crossing of the two final-state

photons, since this does not a↵ect the singularity structures. Should elaborate. In

the single-soft limit where k is soft and l is generic, we choose the random numerical

values !+
k = !

�
k = !

T
k = 1, !+

l = !
�
l = !

T
l = 0 in Eq. (6.4), but perform an analytic

Laurent expansion in �. We obtain

ū2
fM (2)

finite u1 =
1

�3
(23.1826 � 29.8424i) + O

✓
1

�2

◆
. (6.5)
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Since all computations are over the rational numbers (recall that all momenta, po-

larizations, and spinors are chosen to have rational numerical components), there

is no rounding error, even though the final results (involving very large numerators

and denominators) have been converted into floating point numbers for readability.

Therefore we are confident that the expansion coe�cients are strictly zero at O(1/�4).

Since the integration measure scales as
R
d
4
k
R
d
4
l ⇠ �

4
· �

0 = �
4, the integral scales

as � and is convergent in the single-soft limit.

We present the scaling behavior of all IR / UV limits in Table 1. Only the

independent limits are presented. For example, due to the global symmetrization

k $ l, the k k p1 limit is identical to the l k p2 limit. Also, since p1 and p2

are essentially treated in the same way, the k k p2 limit does not have to checked

separately.

Limit !
+
k !

�
k !

T
k !

+
l !

�
l !

T
l amplitude

scaling

k soft 1 1 1 0 0 0 �
1

k k p1 0 2 1 0 0 0 �
1

k, l soft 1 1 1 1 1 1 �
2

k soft, l k p1 2 2 2 0 2 1 �
3

k k p1, l k p2 0 2 1 2 0 1 �
2

k, l k p1 0 2 1 0 2 1 �
2

k, l ! 1 -1 -1 -1 -1 -1 -1 �

k ! 1 -1 -1 -1 0 0 0 �

Table 1: The scaling behavior of the photonic contributions to the finite integrand
fM (2) in various limits. The scaling of the integration measure has been taken into

account, and the amplitude is convergent if it scales as any positive power of �. The

loop momenta k and l are parametrized as Eq. (6.4), with the scaling exponents

given in this table. Since the integrals always scale as � raised to a positive power,

there is no divergence in any of the IR / UV limits.

6.3 Fermion loop contributions

Table 2 shows the relevant IR / UV scaling behavior of contributions involving

fermion bubble corrections to internal photon self-energy. Again only one crossing

of the two final-state photons is included.

Table 3 shows the relevant IR / UV scaling behavior of contributions involving

fermion box subdiagrams. There are only 6 such diagrams for diphoton production

in the Abelian limit, and we include all these diagrams without deleting those that

can be obtained from the crossing of other diagrams.
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Numerical integration
• Can such subtractions be used for 

evaluating loop amplitudes 
numerically? 


• They are an important ingredient! 
They remove “pinch” singularities.  


• Other singularities which can be 
avoided with appropriate contour-
deformations are equally important. 

Z 1

�1
dxI[x]

Double-box 
deformation

 integrand with large variance

ReE

ImE

−ω
+ω



• A breakthrough in numerical integration 
has been achieved recently 


• First integrate over the energy 
component of all loop momenta using 
Cauch [Loop-Tree duality] 


• This reduces the number of integrations.  


• Then devise an algorithm to move the 
contour of remaining integrations 
away from non-pinched singularities. 

Numerical integration

ReE

ImE

particle 1

particle 2

Cauchy

∫ d4k → ∫
d3 ⃗k

| ⃗k |
= ∫ d4kδ(k2)Θ(k0)
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Numerical integration
• A breakthrough in numerical integration 

has been achieved recently 


• First integrate over the energy 
component of all loop momenta using 
Cauch [Loop-Tree duality] 


• This reduces the number of integrations.  
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More complicated cases require multiple centres
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Figure 23: A scan for dd̄ ! �1�2�3. The results are absolute values plotted on a log scale.
The first row (a – b) shows the real and the imaginary part of the amplitude computed with
ML5. The second row (c – d) shows the relative difference between the analytic expression
and the integrated counterterms. The last row (e – f) shows the LTD integration. They are
a combination of two plots: the surface above shows the relative error of the central value
compared with the analytic expression, the flat surface below shows the Monte Carlo error
for the point right above.
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Numerical integration at one-loop

A few per mille numerical precision easily reached
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                  Numerical integration at many-loops

Topology Kin. NC NE NS Lmax Np [109] t/p [µs] Phase Exp. Reference Numerical LTD � [�] � [%] � [%]| · |

2L6P.a

K1 20 20 15 [19, 14] 3 100
Re

-09
n/a 4.58688 +/- 0.05132 1.119

1.059
Im n/a 5.04144 +/- 0.05075 1.007

K1⇤ 20 17 24 [12, 13, 13, 13, 13] 3 116
Re

-09
n/a -1.04316 +/- 0.35247 33.79

10.99
Im n/a -4.42468 +/- 0.35421 8.005

2L6P.b

K1 23 23 15 [22, 19] 3 91
Re

-09
n/a 1.17336 +/- 0.00888 0.757

0.303
Im n/a 3.99809 +/- 0.00896 0.224

K1⇤ 23 20 20 [18, 17, 18] 3 103
Re

-09
n/a 5.35217 +/- 0.00153 0.029

0.033
Im n/a 3.81579 +/- 0.00150 0.039

2L6P.c

K1 24 22 16 [20, 21] 3 89
Re

-09
n/a 4.90974 +/- 0.01407 0.286

0.375
Im n/a -2.13974 +/- 0.01434 0.670

K1⇤ 24 20 22 [17, 17, 17, 17] 3 108
Re

-08
n/a 1.05934 +/- 0.15850 14.96

14.87
Im n/a 1.03698 +/- 0.15312 14.77

2L6P.d

K1 24 20 26 [16, 7, 14, 14, 4] 3 136
Re

-08
n/a 1.90487 +/- 0.05753 3.020

2.017
Im n/a -3.55267 +/- 0.05746 1.617

K1⇤ 24 17 30 [13, 12, 12, 12, 2] 3 144
Re

-08
n/a -2.97419 +/- 0.00961 0.323

0.367
Im n/a -2.18847 +/- 0.00957 0.437

2L6P.e

K1 26 21 34 [16, 9, 9, 14, 15, 9, 7] 3 163
Re

-07
n/a 2.87833 +/- 0.00951 0.330

0.386
Im n/a 1.99937 +/- 0.00961 0.481

K1⇤ 26 18 43 [13, 12, 7, 7, 12, 12, 12, 12, 7, 5] 3 172
Re

-07
n/a 1.67332 +/- 0.00578 0.346

0.482
Im n/a -0.21788 +/- 0.00571 2.620

2L6P.f

K1 27 27 22 [24, 21, 24] 3 121
Re

-08
n/a -0.95486 +/- 0.00890 0.932

0.368
Im n/a 3.28530 +/- 0.00889 0.271

K1⇤ 27 24 34 [19, 20, 20, 20, 20] 3 152
Re

-08
n/a 2.55104 +/- 0.00208 0.082

0.097
Im n/a -1.63019 +/- 0.00205 0.126

2L8P

K1 39 46 40 [37, 42, 41, 40] 3 237
Re

-12
n/a -5.15438 +/- 0.03310 0.642

0.544

Im n/a 6.78546 +/- 0.03243 0.478

Table 7: Results for two-loop topologies for scattering kinematics (2 ! N) for massless and massive propagators (indicated by a *).
When there is no reference result, �[%] and �[%]| · | refer to the Monte-Carlo accuracy relative to the central value. See the main text
for details.
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Back to  UNITARITY:  LTD makes the dimensionalities of loop and phase-space  
integrals to match! Implementing local unitarity is natural in this framework. 

\

• “N3LO”                cross-section from one individual 4-loop topology :{�3,�4}

CUTKOSKY + LTD CUTS [                                                 ] = 5⇣(5)

IR cancellations can be made to happen for any theory, at any loop count 
and separately for each individual topology!

Cappati, Hirschi, Pelloni, Kermanschah, Ruijl 

reproduced numerically to 
6 digits.  



Conclusions
• We have witnessed rapid progress in perturbative QCD, matching the 

precision of the LHC experiments. So far! 


• Can we keep up? A need to keep reinventing our field and 
understanding perturbation theory at deeper levels. 


• Infrared factorization and Unitarity have been crucial historically. These 
properties can be exploited further.  


• A dream which can become true: Perform perturbative QCD 
computations at very high orders efficiently, automatically and in D=4 
exactly! 


• Bring theoretical predictions to the frontline of the precision physics at 
the LHC (and gravitational waves and cosmology….)


