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Top quark pair production

LHCP 2018 Vivek Jain 4

All hadronic final state: large BR and backgrounds
Can be used to probe highly boosted top quarks

Lepton+jets: large BR, high pT isolated lepton

Dilepton: Small BR, very clean, two high pT leptons

~10%    at the LHC         ~90%

Run2 produced ~200M top pairs in ATLAS+CMS at 13 TeV! 
Some leading order diagrams:
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Figure 1.10.: Two gluons produce a Higgs Boson via a top quark Loop. This is the main pro-
duction channel for the Higgs Boson.
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Figure 1.11.: Leading order (LO) Feynman diagrams for top quark pair production. The first
diagram is the quark anti-quark annihilation channel, the following three diagrams
represent the gluon fusion channel.

a top quark loop (see Figure 1.10) and therefore needs precise gluon luminosity (see Equation
2.3) to predict its cross sections. The top quark, on the other hand, is produced in two di↵erent
channels, but at the LHC, the gluon fusion channel dominates with 90% (see Figure 1.11 and
for more detailed information on top quark production see Section 2.2).
Figure 1.12 shows the ratio between gluon-luminosities of di↵erent working groups and their
uncertainty as a function of x for

p
s = 7 TeV. The error bands for each set are of similar size,

but at small values for x the di↵erent PDFs sets do not even overlap. For example, as shown in
the Figure 1.12, top quark pair production starts at x ⇠ 0.05 at the LHC and there is a huge
discrepancy of about 10% between the di↵erent luminosities.

According to [14] details of heavy flavor treatment account for some deviation, as well as the
di↵erent values of ↵s used in the various groups. ABKM and MSTW fit their value for ↵s from
their data. In addition, the MSTW collaboration provides its PDF sets for di↵erent external
values for↵s as well. At high x values, jet data from the Tevatron constrain the gluon PDFs.
These data are not included into ABKM09, but they claim that their e↵ect is small. Although
arguments for the di↵erences of the PDF sets are given in [14] [15] [16], there is an ongoing
discussion among experts regarding a complete solution of the discrepancies. At a Higgs mass of
mH = 165 GeV the MSTW parton distribution functions give a prediction of the cross which is
35% larger than ABKM (⇠ 4 standard derivations). Using ABKM PDFs would halve the Higgs
mass exclusion area determined by the Tevatron.

Thus, two challenges arise for the top quark pair production. A precise calculation and mea-
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~ 90% ~10%

OUTLINE:
1. ATLAS+CMS Run1 combination of eμ channel x-section.
2. Inclusive x-section at 5.02 TeV
3. Differential x-sections at 13 TeV in the dilepton channel
4. Differential x-sections at 13 TeV in the lept.+jets channel
5. Differential x-sections at 13 TeV in the ”all-jets” channel

The reported measurements are compared with predictions from models. See also next talk by Rene Poncelet.
Very accurate QCD models are needed to extract important constants – such as mt - from the data
(See Matteo Defranchis talk this afternoon).



ATLAS+CMS top pair combination at 7 and 8 TeV
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• ATLAS counts events, N1 and N2 , with one or two b-jets in the “golden” eμ channel, 
and extracts the  cross-section and the b-tagging efficiency from the two equations:

Double-tagging in eµ events at 13 TeV

▪ Count e±𝜇∓ events with 1 or 2 b-tagged jets
▪ Assume top quarks decay independently
▪ Fit 𝜎tT and probability 𝜀b to select and b-tag jet:

▪ 𝜀e𝜇 is efficiency to to select the two leptons
▪ 1/2 b-tag regions 88/96% pure in top-pair events

▪ Method minimises uncertainties due to top-pair 
modelling, jets and background
▪ Remaining uncertainty dominated by luminosity 

and top-pair modelling (eμ acceptance)

▪ Precise result also used to measure mt
pole and 

constrain PDFs via ratios 𝜎tt/𝜎Z

7th July 2022 3Richard Hawkings

Category Uncertainty (%)

Statistics 0.4

Top-pair modelling 1.0

Leptons 0.6

Jets / b-tagging 0.2

Backgrounds 0.8

Luminosity/beam energy 1.9

Total 2.4

E
P

J C
80 (2020) 528• CMS uses a global profile likelihood fit to all eμ events with input also from additional jets

• The two measurements are then combined using the Convino tool

arXiv:2205.13830

ATLAS+CMS top-pair combination at 7+8 TeV

▪ Legacy eμ results from ATLAS+CMS at √s=7, 8 TeV have been combined
▪ ATLAS measurements used simple tag-counting 
▪ CMS used profile likelihood fit inducing post-fit correlations between systematics

▪ Combination of all data at 7+8 TeV using 𝜒2 minimisation with Convino tool
▪ Careful accounting of correlations between experiments and beam energies

▪ Total uncertainties:

▪ 25/28% better c.f. most precise input

▪ Results compatible with recent PDFs

7th July 2022 8Richard Hawkings

Uncert. (%) 𝜎tt(7 Tev) 𝜎tt(8 Tev)
ATLAS 3.5 3.2
CMS +3.6

-3.5
+3.7

-3.5

Combn +2.7
-2.6

+2.5
-2.4

arXiv:2205.13830
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This yields a ~25% reduction of uncertainties and legacy 
inclusive cross-sections: 
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tt+γ
JHEP 10 (2017) 006

N. Chanon - Rare top quark processes at CMS - ICHEP2018 -  5

Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%

The results are used for an accurate determination of
𝛼" 𝑚$ = 0.1170*+.++,-.+.++/,

as well as a new determination of 𝑚0
1234 (see Matteo’s talk)

https://link.springer.com/article/10.1140/epjc/s10052-017-5345-0
https://arxiv.org/abs/2205.13830


Top pair inclusive cross-section at 5.02 TeV
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• ATLAS + CMS recorded 257pb-1 + 302pb-1 at 5.02 TeV in 2017 and measured the top pair x-section.
This is much smaller than at higher collision energies because of the steeply falling gluon PDF.
Furthermore, the 𝑞6𝑞 fraction is twice that at 13 TeV, and x is higher, offering new PDF constraints.

• In the ATLAS analysis, all dilepton channels were included and combined with the l+jets channel using the      
Convino tool . The combined result has an uncertainty of 3.9% .

• The CMS analysis combines a new measurement using the eμ channel in 2017 data
with a measurement using l+jets in 27pb-1 of 2015 data (the combination uses an iterative BLUE method)  

ATLAS: 𝜎00 = 67.5 ± 0.9(𝑠𝑡𝑎𝑡) ± 2.3(𝑠𝑦𝑠𝑡) ± 1.1(𝑙𝑢𝑚𝑖) ± 0.2 𝑏𝑒𝑎𝑚 pb
CMS  : 𝜎00 = 63.0 ± 4.1(𝑠𝑡𝑎𝑡) ± 3.0(𝑠𝑦𝑠𝑡 + 𝑙𝑢𝑚𝑖) pb

NNLO QCD:      
𝜎0 ̅0,1M4N = 68. 2*P.Q.P./ pb

arXiv:2207.01354

JH
EP04 (2022) 144
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tt+γ
JHEP 10 (2017) 006

N. Chanon - Rare top quark processes at CMS - ICHEP2018 -  5

Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%
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Figure 1: Leading lepton pT (upper left), sub-leading lepton pT (upper right), leading jet pT
(lower left), and jet multiplicity (lower right) in the selected events. The hatched band cor-
responds to systematic and statistical uncertainties summed in quadrature. The lower panels
show the data-to-prediction ratio. The last bin in each distribution includes overflow events.

certainties affect both the acceptance and the efficiency. The total uncertainty is calculated by
adding the effects of all the individual systematic components in quadrature, assuming they
are independent. The sources of systematic uncertainty are described in detail below:

Lepton-related uncertainty: Lepton reconstruction and identification efficiencies, as well as
energy scale and resolution, are measured using Z boson events in low-pileup data and
simulation of pp collisions at 5.02 TeV [38, 39]. Correction factors are then applied to the
simulation to improve the agreement with the data. The uncertainty in these corrections
is propagated to the stt measurement. For the selected events, the trigger efficiency is
very close to 1, as the trigger conditions are satisfied redundantly by both leptons in most
of the events. The deviation of the efficiency from unity, obtained from a tt simulated
sample, is used as the associated uncertainty in stt .

Jet-related uncertainty: The impact of the uncertainty in jet energy scale (JES) is estimated
from the change in the number of simulated tt events selected after changing the jet mo-
menta within the JES uncertainties [36]. The effect of the jet energy resolution (JER) is
determined by an h-dependent variation of the JER scale factors within their uncertainty.

L1 prefiring: During the 2017 data taking, a gradual shift in the timing of the inputs of the
ECAL L1 trigger in the region |h| > 2.0 caused a trigger inefficiency [32]. Simulations

The results agree with each other
and with the  QCD prediction

(Top++, 𝑚0 = 172.5 𝐺𝑒𝑉)

https://link.springer.com/article/10.1140/epjc/s10052-017-5345-0
https://arxiv.org/abs/1405.3425
https://arxiv.org/abs/2207.01354
https://arxiv.org/pdf/2112.09114.pdf
https://www.sciencedirect.com/science/article/abs/pii/S0010465514002264?via%3Dihub


Inclusive 𝑡 ̅𝑡 cross-section at 5.02 TeV
Comparison with theory and PDF contraints
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Impressive agreement with
the QCD prediction over

pp collision energies from
5 to 13 TeV and an order

of magnitude of x-section
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Figure 9: (a) Measurement of the CC̄ production cross-section at
p
B = 5.02 TeV in the combined dilepton and single-

lepton channels compared with the predictions from various NNLO PDF sets. The bands show the experimental
measurement, with the statistical (inner yellow band) and total (outer green band) uncertainties shown separately. The
last entry shows the prediction using the PDF4LHC recipe, encompassing the predictions from the CT10, MSTW2008
and NNPDF2.3 PDF sets. (b) Ratio of the gluon PDF determined using the data of the ATLASpdf21 PDF fit plus the
constraint from the combined CC̄ cross-section measurement compared with the ATLASpdf21 fit alone, as a function
of Bjorken-G. The hatched bands show the uncertainties in the combined fit (blue) and ATLASpdf21 fit (red), and the
blue line shows the shift in central value when adding the

p
B = 5.02 TeV cross-section measurement.

Figure 9(b) shows the e�ect of adding the combined
p
B = 5.02 TeV CC̄ cross-section measurement to the

ATLAS���21 PDF fit. The combination was performed using the xFitter framework [94] as described in
Ref. [92]. At a squared-momentum-transfer value of &2 = 104 GeV2, the addition of the new data reduces
the gluon PDF uncertainty in the region of Bjorken-G (the fraction of the proton momentum carried by the
parton participating in the initial interaction) above G ⇡ 0.05, and gives e.g. a 5% reduction at G = 0.1. The
uncertainties in the valance and sea quark PDFs are una�ected.

10 Conclusion

The inclusive CC̄ production cross-section f
C C̄

has been measured in ?? collisions at
p
B = 5.02 TeV using

257 pb�1 of data recorded by the ATLAS experiment at the LHC in 2017 using events from both the
dilepton and single-lepton channels. The combined result is

f
C C̄
= 67.5 ± 0.9 (stat.) ± 2.3 (syst.) ± 1.1 (lumi.) ± 0.2 (beam) pb,

where the four uncertainties are due to the size of the data sample, experimental and theoretical systematic
e�ects, and imperfect knowledge of both the integrated luminosity and the LHC beam energy. The
total uncertainty is 2.7 pb, or 3.9%. The result is consistent with the NNLO+NNLL QCD prediction of
68.2+5.2

�5.3 pb and with a previous measurement by the CMS Collaboration, but has a total uncertainty that is
almost a factor of two smaller. This measurement provides additional constraints on the gluon distribution
of the proton PDF for Bjorken-G > 0.05.

24

𝜎00( 𝑠) helps also to constrain PDFs

The 5 TeV ATLAS result reduces the
uncertainty on xg(x) by 5% at  x=0.1.
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tt+γ
JHEP 10 (2017) 006

N. Chanon - Rare top quark processes at CMS - ICHEP2018 -  5

Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%
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Differential dileptonic 𝑡 ̅𝑡 + jets cross-sections at 13 TeV
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• Full Run2 138 fb-1 

• Extended pT range, more kinematic bins
• Experimental uncertainties ~1/2 of 36 fb-1 analysis

(Eur. Phys. J. C(2020)80:658)
(better JES, in situ backgrounds, more statistics)

• Unfold to both parton and particle level
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Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%
�

Di�erential dileptonic t̄t + additional jets cross section
CMS-PAS-TOP-20-006

Single-differential:
I Models predict harder pT spectra for individual quarks and slightly more central

rapidity distributions than seen in data
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Denise Müller

CMS-PAS-TOP-20-006

NLO QCD models predict somewhat harder top pT
spectra, and slightly more central, than seen in
data (same effect seen in lepton spectra) 

7. Systematic uncertainties 19
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Figure 6: The individual sources of systematic uncertainty in various particle-level measure-
ments and their relative contributions to the overall uncertainty, separately for upward and
downward variations. The statistical uncertainties and the total uncertainties (statistical and
systematic uncertainties summed in quadrature) are shown as dark and light bands, respec-
tively.
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Differential dileptonic 𝑡 ̅𝑡 + jets cross-sections

Peter Hansen,  TOP2022, page 7

• NNLO corrections help, but do  
not remove all tensions

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
H → γγ W.G. meeting
Nicolas Chanon, ETH
Grégory Schott, KIT

Hugues Brun, Suzanne Gascon-Shotkin, Morgan Lethuillier, IPNL

ETH Zürich

11/02/2011

Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7

tt+γ
JHEP 10 (2017) 006

N. Chanon - Rare top quark processes at CMS - ICHEP2018 -  5

Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%

CMS-PAS-TOP-20-006

Double and triple differential distributions probe the
tensions with QCD models in detail. No model describe
all these data well within experimental uncertainties.

�

Di�erential dileptonic t̄t + additional jets cross section
CMS-PAS-TOP-20-006

Comparison to beyond-NLO predictions:
I Comparison to ������, ��������, M�NNLOPS, and aN�LO
I Provide similar or improved description, e.g., pT of top quark: trend towards

harder distribution decreased compared to NLO
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Di�erential dileptonic t̄t + additional jets cross section
CMS-PAS-TOP-20-006

Triple-differential:
I Can be used for simultaneous extraction of top pole mass, ↵s, and PDFs
I ������+������� overshoots data for � � additional jets
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The largest tension is in the number of additional jets,
especially for high mtt , in the case of FXFX+PYT and POW+HER.

http://cds.cern.ch/record/2803771


Differential dileptonic 𝑡 ̅𝑡 cross-sections at 13 TeV
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• ATLAS has measured (double) differential cross-sections for 8 kinematic variables in the 𝑒𝜇 channel. 
• Same double tagging technique as in slide 3, but solved for each kinematic bin using the full Run2 sample.
• The largest uncertainty is luminosity overall, and Wt background at high pT

lept. Typically 1-2% per bin in norm. distr.
• The results are compared with various models. None are compatible with all data within exp. uncertainties - e.g: 

Top Quark Properties 
Measurements with ATLAS

Reinhild Yvonne Peters
The University of Manchester

on behalf of the ATLAS Collaboration

• Again a softer pT
lept spectrum is observed than 

predicted by PowHeg+Pythia8 and other NLO gen.
However, reweighing PH+P8 to reproduce the NNLO pT

top

distribution reduces the 𝜒/ from 196 to 51 (for 8 dof).

• The normalised distributions of Δ𝜙4X 𝑣𝑠 𝑚4X produces
. 𝜒//𝑛𝑑𝑜𝑓 = 374/38 for PowHeg+Pythia8. 
However, by reweighing as above, or by increasing 

radiation, the 𝜒/ decreases by more than a factor two.

The inclusive cross-section  is measured to be
𝜎0 ̅0 = 836 ± 1 𝑠𝑡𝑎𝑡 ± 12 𝑠𝑦𝑠𝑡 ± 16(𝑙𝑢𝑚 + 𝐸`ab)

2.4% uncertainty

ATLAS-CONF-2022-061
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Figure 12: Normalised double di�erential cross-sections as a function of |yeµ | in bins of meµ and ��eµ in bins of
meµ with statistical (orange) and systematic uncertainties (yellow). The bins in the second variable (after the colon)
are the di�erent sub-fields in the plots as given in Section 6.1. In (a) the 5 sub-fields contain 8 equal size bins in the
rapidity range 0 to 2.5. In (b) the 5 sub-fields contain 8 equal size bins in the ��eµ range 0 to ⇡. The data points are
placed at the centre of each bin. The results are compared with the predictions from di�erent Monte Carlo generators
normalised to the Top++ prediction: the baseline P�����+P����� 8.230 tt̄ sample (blue), M��G����5_aMC@NLO
+H����� 7.1.3 (red), P����� +H����� 7.0.4 (green), P����� +H����� 7.1.3 (purple), M��G����5_aMC@NLO
+P����� 8.230 (cyan) and P�����+P����� 8.230 rew. (dark green) which refers to the P�����+P����� 8.230
reweighted according to the top quark pT. The lower pad show the ratios of the predictions to data, with the error bars
indicating the statistical and systematic uncertainties. The highest energy bin in (a), (c) and (d) also contains overflow.
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Inclusive cross-section using lepton+jets @ 13 TeV

• Select 7M events with one lepton and at least four jets from the Run2 sample
• Three signal regions with different njet and nbtag selected with purities ~90%
• Use a discriminating variable in each region and a profile likelihood fit to determine the 

signal fraction.

PLB810(2020)135797

Peter Hansen,  TOP2022, page 9

Top Quark Properties 
Measurements with ATLAS

Reinhild Yvonne Peters
The University of Manchester

on behalf of the ATLAS Collaboration

8 Results

The CC̄ fiducial cross-section is found to be

ffid = 110.7 ± 0.05 (stat.) +4.5
�4.3 (syst.) ± 1.9 (lumi.) pb = 110.7 ± 4.8 pb.

Here, the luminosity uncertainty is obtained by repeating the fit, fixing the corresponding nuisance
parameter, and subtracting in quadrature the resulting uncertainty from the total uncertainty of the nominal
fit. The systematic uncertainty is determined by subtracting in quadrature the statistical uncertainty,
obtained from a fit where all NPs are fixed to the values determined by the fit (post-fit), and the luminosity
uncertainty, from the total uncertainty. Figure 1 displays the post-fit distributions of the observables used
in the fit in each region.
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Figure 1: Post-fit distributions of CC̄ signal and backgrounds compared with data for the observables used in the
fiducial cross-section fit. The hatched bands represent combined statistical and systematic uncertainties, after
propagating the constraints and correlations obtained from the fit to data. All background categories except single top
and ,+jets are combined in one category called Other bkg. The first and last bins contain underflow and overflow
events, respectively.

Figure 2 shows pre- and post-fit distributions of one kinematic variable per region, which is not included in
the fit, demonstrating that the level of agreement between the prediction and the data improves after the fit.
The �T distribution shows a di�erence between prediction and data, which is covered by the uncertainties
both before and after the fit. This feature has no e�ect on the variables used in the fit or on the result.
The e�ect of the residual disagreement in the distribution of the fourth largest jet ?T in SR2, which is not
fully covered by the post-fit uncertainty band, is tested as follows. Pseudo-data are created by reweighting
the detector-level prediction for events passing the selection to match the corresponding distribution in
data in SR2, and the CC̄ cross-section is extracted. No significant impact on the measured cross-section is
observed.

Using the measured fiducial cross-section and the acceptance with its uncertainty from Table 2, and
assuming that the uncertainties of the �fid are not correlated with those obtained in the fit, the CC̄ cross-section
extrapolated to the full phase space is

f
ext
inc = 820 ± 0.4 (stat.) ± 37 (syst.) ± 14 (lumi.) pb = 820 ± 40 pb.
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both before and after the fit. This feature has no e�ect on the variables used in the fit or on the result.
The e�ect of the residual disagreement in the distribution of the fourth largest jet ?T in SR2, which is not
fully covered by the post-fit uncertainty band, is tested as follows. Pseudo-data are created by reweighting
the detector-level prediction for events passing the selection to match the corresponding distribution in
data in SR2, and the CC̄ cross-section is extracted. No significant impact on the measured cross-section is
observed.
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Lepton+jets events at 13 TeV

▪ Lepton+jets channel uses events with one 
lepton, at least 4 jets and ET

miss

▪ Almost 7M selected events, but lower top-
pair purity than in dilepton selection

▪ Select 3 signal regions:
▪ SR1: ≥4 jets, 1 b-tagged jet
▪ SR2: 4 jets, 2 b-tagged jets
▪ SR3: ≥5 jets, 2 b-tagged jets

▪ Fit to a different discriminating variable in 
each region, e.g. mlj

min in SR2
▪ Profile likelihood to constrain physics, 

detector modelling and background systs.

▪ Uncertainties dominated by top modelling 
and jet energy scale – heavy use of jets
▪ 4.6% uncertainty; factor 2 larger than e𝜇

7th July 2022 4Richard Hawkings

S/B (%): 80 89 92

PLB 810 (2020) 135797
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Figure 2: Pre-fit (top) and post-fit (bottom) distributions of the scalar sum of jet transverse momenta in the event (�T)
in SR1 (left), the fourth largest jet ?T in SR2 (middle) and the lepton ?T in SR3 (right) for the fiducial cross-section
measurement. The hatched bands represent combined statistical and systematic uncertainties. The first and last bins
contain underflow and overflow events, respectively.
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Factor of two larger uncertainty than the ATLAS 𝑒𝜇 result of 836 ± 20 pb.

>3 jets, 1 b-tag
4 jets, 2 btag >4 jets, 2 b-tag

Both agree with NNLO QCD prediction: 𝜎0 ̅0,1M4N = 832*/c./+(𝑠𝑐𝑎𝑙𝑒) ± 23(𝑚0) ± 35(𝑃𝐷𝐹 + 𝛼") ATLAS ref

Whole sample
Not used in fit

https://www.sciencedirect.com/science/article/pii/S0370269320306006?via%3Dihub
https://cds.cern.ch/record/1662536/files/ATL-COM-PHYS-2014-112.pdf


Differential cross-sections using lepton+jets @ 13 TeV
• One lepton and at least four jets, including boosted topologies
• Reconstructs top quarks in four event classes -> parton level x-sections
• The high statistics allows for differential measurements in expanded phase-space, as 

compared with the dilepton channel.
• Double differential x-sections show details about model tensions. For example:

Phys.Rev.D
104, 092013
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H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
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tt+γ
JHEP 10 (2017) 006

N. Chanon - Rare top quark processes at CMS - ICHEP2018 -  5

Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%
��

Di�erential t̄t cross section (` + jets) in full kinematic range
PHYS. REV. D 104, 092013

I Tension for double-differential m(t̄t) vs. pT(th) distribution:
I Measured pT spectra in agreement/softer than predicted at low m(t̄t)
I Measured pT spectra harder than predicted at high m(t̄t)
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I Tension for double-differential m(t̄t) vs. pT(th) distribution:
I Measured pT spectra in agreement/softer than predicted at low m(t̄t)
I Measured pT spectra harder than predicted at high m(t̄t)
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PT
t spectra again 

softer than predicted
by the NLO models

But mainly at high 
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Di�erential t̄t cross section (` + jets) in full kinematic range
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I Tension for double-differential m(t̄t) vs. pT(th) distribution:
I Measured pT spectra in agreement/softer than predicted at low m(t̄t)
I Measured pT spectra harder than predicted at high m(t̄t)
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https://journals.aps.org/prd/abstract/10.1103/PhysRevD.104.092013


Differential cross-sections using lepton+jets @ 13 TeV

• MATRIX (NNLO calc.) predicts a softer top pT spectrum than the NLO models, 
and has smaller scale dependence. However, still some tensions remain. Phys.Rev.D 104, 092013
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tt+γ
JHEP 10 (2017) 006

N. Chanon - Rare top quark processes at CMS - ICHEP2018 -  5

Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%��

Di�erential t̄t cross section (` + jets) in full kinematic range
PHYS. REV. D 104, 092013

I Parton-level cross sections compared to ������ (NNLO)
I ������ describes data better than ������+��8 and

M��������_�MC@NLO+��8 and has reduced uncertainties
I Top quark pT spectrum in data softer than predicted by NLO models at low pT
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Di�erential t̄t cross section (` + jets) in full kinematic range
PHYS. REV. D 104, 092013

I Calculate inclusive cross section at parton level by summing up all bins
I Individual results correspond to t̄t cross section in e/µ + jets channel
I Measured cross section of �t̄t = ���± � (stat)± �� (syst)± �� (lumi) pb

I Total uncertainty of �.�% ) most precise result in ` + jets channel to-date
I Agrees well with prediction by ������: ���+��

��� (scale)± �� (PDF) pb
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The inclusive cross-section is found to be:

With an uncertainty of 3.2%,
the most precise result in this channel.
Agrees with ATLAS and with the MATRIX pred.:
𝜎00̅
1M4N =

��

Di�erential t̄t cross section (` + jets) in full kinematic range
PHYS. REV. D 104, 092013

I Calculate inclusive cross section at parton level by summing up all bins
I Individual results correspond to t̄t cross section in e/µ + jets channel
I Measured cross section of �t̄t = ���± � (stat)± �� (syst)± �� (lumi) pb

I Total uncertainty of �.�% ) most precise result in ` + jets channel to-date
I Agrees well with prediction by ������: ���+��

��� (scale)± �� (PDF) pb
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Models also have problems with Njets and other 
variables related to radiation, see also next slide.

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.104.092013


Differential cross-sections using lepton+jets @ 13 TeV

• Select l + b-jet + top-tagged wide jet -> 75743 events , >95% 𝑡 ̅𝑡
• In situ JES calibration plus improved top- and b-tagging

methods reduce jet systematics by factor 2 relative to the
earlier analysis based on 36 fb-1 (Phys.Rev.D 98 (2018) 012003)
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Top Quark Properties 
Measurements with ATLAS

Reinhild Yvonne Peters
The University of Manchester

on behalf of the ATLAS Collaboration

SLIDE 5

▸ Measure both single- and double-differential distribution of several 
kinematic observables

▸ Unfolding to particle-level phase-space

MEASUREMENTS OF ! ̅! DIFFERENTIAL CROSS-SECTIONS 
IN THE LEPTON+JETS CHANNEL

Leptonic Top:
▸ !/# w/ pT > 27 GeV

▸ $%&'(( ≥ 20 GeV
▸ b-tagged R = 0.4 anti-kt jet 

w/ pT > 26 GeV

▸ /%
0 ≥ 60 GeV

▸ 2ℓ4 < 180 GeV

Hadronic Top:
▸ R = 1.0 anti-kt jet w/ pT > 355 GeV 

(reclustered using R = 0.4 anti-kt jets)
▸ 120 GeV < 2567 < 220 GeV
▸ Contain b-tagged R = 0.4 anti-kt jet 

w/ pT > 26 GeV

JHEP 06 (2022) 063
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MEASUREMENTS OF ! ̅! DIFFERENTIAL CROSS-SECTIONS 
IN THE LEPTON+JETS CHANNEL

▸ No single model described all variables well
▸ Generally poor description of the emission of 

additional radiation (extra jets)
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Additional jet pT’s are generally not
well described by QCD models
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Neither are their azimuthal distances to the “hadronic top”
However, reweighing to the NNLO top pT dist. helps

JH
EP06(2022)063

Limits also set
on Wilson coef.

See Jonathan
Wilsons talk

https://arxiv.org/pdf/1801.02052.pdf
https://link.springer.com/article/10.1007/JHEP06(2022)063


Fiducial cross-section using ”all jets” @ 13 TeV

• Hadronic top pair decays are identified in their
boosted topology, yielding 17261 events with 
pT(wide jets)>500, 350 GeV

• 81% 𝑡 ̅𝑡 , 15% multijet (as estimated from data) 

• Unfolded to fiducial phase-space
(both parton and particle level)

• NNLO+NNLL model (MATRIX) reproduces the 
fiducial cross-section better than the NLO 
models. Reweighing the NLO to NNLO pT(top)
approaches the NNLO result.
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Top Quark Properties 
Measurements with ATLAS

Reinhild Yvonne Peters
The University of Manchester

on behalf of the ATLAS Collaboration

SLIDE 14

MEASUREMENTS OF ! ̅! DIFFERENTIAL CROSS-SECTIONS 
IN THE ALL-HADRONIC CHANNEL
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▸ Better agreement at parton-level with NNLO 
prediction than with NLO+PS

▸ Relative precision of measurement is 11.7% 

▸ Uncertainty reduced by a factor of 2 relative 
to previous ATLAS measurement:                        
Phys. Rev. D 98, 012003 (2018) 

▸ Major reductions in signal modelling and  
top/flavour tagging systematics   

CERN-EP-2022-026

arXiv:2205.02817

https://arxiv.org/abs/2205.02817


Differential cross-sections using ”all jets” @ 13 TeV

• General agreement between data and PWG+Py8
(especially for the variant with more radiation)

• However, especially MG5_aMC@NLO and PWG+H7 
struggle with radiation (variables like ,Njet) 
but less so at parton level than at particle level.

arXiv:2205.02817
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Top Quark Properties 
Measurements with ATLAS

Reinhild Yvonne Peters
The University of Manchester

on behalf of the ATLAS Collaboration
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▸ Good agreement for normalized differential cross-
sections between NLO+PS predictions and data for 
most measured observables

▸ Gluon radiation generally not well described by 
NLO+PS models
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Figure 12: Normalized particle-level fiducial phase-space di�erential cross-sections as a function of (a) the ?T of the
CC̄ system, ?C C̄T , (b) the azimuthal angle between the two top-quark jets, �qC C̄ , and (c) the absolute value of the out-of-
plane momentum, ?C C̄out. The dark and light grey bands indicate the total uncertainty and the statistical uncertainty,
respectively, of the data in each bin. Data points are placed at the centre of each bin. The P�����+P����� 8 MC
sample is used as the nominal prediction to correct the data to particle level.
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Figure 24: The normalized parton-level di�erential cross-sections as a function of (a) the ?T of the CC̄ system, ?C C̄T ,
(b) the azimuthal angle between the two top quarks, �qC C̄ , and (c) the absolute value of the out-of-plane momentum,
?
C C̄
out. The dark and light grey bands indicate the total uncertainty and the statistical uncertainty, respectively, of the

data in each bin. Data points are placed at the centre of each bin. The P�����+P����� 8 MC sample is used as the
nominal calculation to correct the data to parton level.
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Limits on Wilson coefficients are also set. See Jonathan Wilsons talk. 

https://arxiv.org/abs/2205.02817


Summary 
• Precise inclusive top-pair cross-sections have been measured at 13 TeV

Uncertainty examples are 2.4% (ATLAS 𝑒𝜇 channel)  and 3.2% (CMS l+jets), dominated by 
luminosity and theory.

• Legacy combination of Run1 inclusive cross-sections at 7 and 8 TeV and new results at 5.02 
TeV. Excellent agreement with NNLO+NNLL calculations over 5-13 TeV collision energies.

• Differential (plus double- and triple-differential) cross-sections at 13 TeV measured using
the large Run2 data sample.
Uncertainties dominated by systematics (except at very large pT).
No model describes the data perfectly, especially regarding pT  and Njet (see also
Rene Poncelet’s talk), but NNLO calculations describes the measured pT

top

distribution better than the NLO generators.

• These measurements can be used to determine 𝑚0, 𝛼" and the PDFs (see Matteo 
Defranchis’s talk), as well as to constrain EFT terms (see Jonathan Wilsons talk).
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Charge asymmetry

Peter Hansen,  TOP2022, page 17

Higher order corrections to 𝑡 ̅𝑡 production from 𝑞6𝑞 annihilation is expected to lead to a small asymmetry

𝐴l =
m ∆ o p+ *m(∆ q r+)
m ∆ o p+ .m(∆ o r+)

= (0.94*+.+s.+.+P)%  with ∆ 𝑦 = 𝑦0 − 𝑦 ̅0 (M.Czakon et al., PRD98(2018)014003) 

CMS has measured it in the l+jets channel using full Run2 for highly boosted top quarks, ensured by the selection  
𝑚0 ̅0 > 750 𝐺𝑒𝑉

9

Table 2: Measured unfolded charge asymmetry in the fiducial phase space (upper rows) and
the full phase space (lower rows) shown for individual channels compared with the theoretical
prediction from MC. Results are shown for events with Mtt > 750 GeV and for two invariant
mass ranges, 750–900 and >900 GeV. The statistical (stat) and systematic (syst) uncertainties
in the data, the MC statistical uncertainty (MC stat), and the total uncertainty in the measured
values (Total) are also shown. All values are in percent.

Mtt (GeV) AC (%)
Measured Stat Syst MC stat Total Theory

Fiducial phase space (A
fid
C )

> 750 0.22 ± 0.44 +0.34
�0.43 ± 0.32 +0.64

�0.69 0.72 +0.64
�0.61

750 � 900 0.39 +0.66
�0.65

+0.39
�0.56

+0.43
�0.44

+0.88
�0.96 0.60 +0.97

�0.91

> 900 1.18 ± 0.58 +0.55
�0.75 ± 0.41 +0.90

�1.03 0.83 +0.85
�0.82

Full phase space (AC)
> 750 0.69 ± 0.44 +0.34

�0.42 ± 0.32 +0.65
�0.69 0.94 +0.05

�0.07

750 � 900 2.43 ± 0.65 +0.29
�0.64

+0.45
�0.43

+0.84
�1.01 0.87 +0.06

�0.08

> 900 0.37 ± 0.58 +0.55
�0.72

+0.41
�0.40

+0.90
�1.01 1.01 +0.06

�0.07

> 750 750-900 > 900
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Figure 3: Measured A
fid
C (left) and measured AC in the full phase space (right) presented in

different mass regions after combining the µ + jets and e + jets channels. The vertical bars rep-
resent the total uncertainties, with the inner tick mark indicating the statistical uncertainty in
the observed data. The measured values are compared to the theoretical prediction, including
NNLO QCD and NLO EW corrections from Ref. [4]. The theoretical prediction in the fiducial
region is obtained by fitting Asimov data that passed the signal candidate selection described
in Sections 3 and 4.

7 Summary
The first measurement of the charge asymmetry in tt events with highly boosted top quarks
produced in proton-proton collisions at

p
s = 13 TeV is presented based on 138 fb�1 of data

collected by the CMS experiment at the LHC. The selection is optimized for top quarks pro-
duced with high Lorentz boosts that yield collimated decay products that are partially or fully
merged and can result in nonisolated leptons and overlapping jets. The measured top quark
charge asymmetry (AC) is corrected for detector and acceptance effects using a binned maxi-
mum likelihood fit.

This is the first measurement to use 13 TeV data and a binned maximum likelihood unfolding

The measurement yields 𝐴l = 0.69*+.vc.+.vP %
in agreement with the expectation

Statistics, scale variations, JES and PDFs are the largest
sources of uncertainty

ATLAS has measured the asymmetry in sample of 𝑡 ̅𝑡𝛾 events. Here, however, the asymmetry is expected
to have a small negative value due to QED ISR-FSR interference (-1.4% in MadGraph5).
The value measured by ATLAS in Run2 is 𝐴l(𝑡 ̅𝑡𝛾) = −0.6 ± 3.0 % in agreement with the prediction.

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
H → γγ W.G. meeting
Nicolas Chanon, ETH
Grégory Schott, KIT

Hugues Brun, Suzanne Gascon-Shotkin, Morgan Lethuillier, IPNL

ETH Zürich

11/02/2011

Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7

tt+γ
JHEP 10 (2017) 006

N. Chanon - Rare top quark processes at CMS - ICHEP2018 -  5

Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%

Top Quark Properties 
Measurements with ATLAS

Reinhild Yvonne Peters
The University of Manchester

on behalf of the ATLAS Collaboration

ATLAS-CO
N

F-2022-049
arXiv:2208.02751

https://cds.cern.ch/record/2816331/files/ATLAS-CONF-2022-049.pdf
https://arxiv.org/abs/2208.02751


The largest uncertainties

• The luminosity contributes the largest uncertainty on the 
inclusive fiducial cross-section in the dilepton channel.

• Differences in models due to higher orders, ME-shower
matching, hadronization dominates its extrapolation to full
phase-space.

• At high pT, the dominant error is Wt background in the 𝑒𝜇
channel (especially amplitude interference). 

• The jet energy scale contributes the largest single systematic
error in the lepton+jet channel and the all-jet channel.
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Figure 6: Relative uncertainties in the measured normalised di�erential cross-sections coming from data statistics, tt̄

modelling, leptons, jets and background, as a function of each lepton or dilepton di�erential variable. The total
uncertainty is shown by the thick black lines, and also includes small contributions from the integrated luminosity
and LHC beam energy uncertainties.
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FIG. 13. The individual sources of systematic uncertainties in the various parton (left) and particle (right) measurements, and their
relative contributions to the overall uncertainty. Sources with a maximum uncertainty below 1.5% are combined in the category “Other.”

A. TUMASYAN et al. PHYS. REV. D 104, 092013 (2021)

092013-20

Phys.Rev.D
104, 092013

https://link.springer.com/article/10.1140/epjc/s10052-020-7907-9
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.104.092013
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Table 9: The c2 values and dof of the measured absolute single-differential cross sections for tt̄
and top quark kinematic observables at particle level, with respect to the predictions of various
MC generators. Measurement uncertainties are taken into account in the calculation of c2,
though the uncertainties in the predictions are not.

Cross section
dof

c2

variables POW+PYT POW+HER FXFX+PYT

pT(t) 7 22 7 44

pT(t) 7 20 5 44

y(t) 10 24 19 32

y(t) 10 28 26 32

pT(tt̄) 7 23 41 34

y(tt̄) 12 13 9 23

m(tt̄) 7 7 7 5

|Df(t, t)| 4 4 7 4

|y(t)|� |y(t)| 8 17 18 15

pT(t)/m(tt̄) 5 33 14 71

pT(tt̄)/m(tt̄) 9 21 61 46

log(x1) 9 16 19 17

log(x2) 9 12 10 19

Table 10: The c2 values and dof of the measured absolute multi-differential cross sections for tt̄
and top quark kinematic observables at parton level, with respect to the predictions of various
MC generators. Measurement uncertainties are taken into account in the calculation of c2,
though the theoretical uncertainties in the predictions are not.

Cross section
dof

c2

variables POW+PYT POW+HER FXFX+PYT

[|y(t)|, pT(t)] 16 48 30 75

[m(tt̄), pT(t)] 9 93 42 156

[pT(t), pT(tt̄)] 16 50 87 72

[m(tt̄), |y(tt̄)|] 16 72 65 67

[|y(tt̄)|, pT(tt̄)] 16 32 71 37

[m(tt̄), pT(tt̄)] 16 68 115 77

[pT(tt̄), m(tt̄), y(tt̄)] 48 102 140 119

[m(tt̄), |y(t)|] 16 67 49 84

[m(tt̄), |Dh(t, t)|] 12 182 126 236

[m(tt̄), |Df(t, t)|] 12 82 94 50
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Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%

B. Results for absolute cross sections 135

Table 11: The c2 values and dof of the measured absolute multi-differential cross sections for tt̄
and top quark kinematic observables at particle level, with respect to the predictions of various
MC generators. Measurement uncertainties are taken into account in the calculation of c2,
though the theoretical uncertainties in the predictions are not.

Cross section
dof

c2

variables POW+PYT POW+HER FXFX+PYT

[|y(t)|, pT(t)] 16 44 27 68

[m(tt̄), pT(t)] 9 103 46 151

[pT(t), pT(tt̄)] 16 44 64 68

[m(tt̄), |y(tt̄)|] 16 86 81 77

[|y(tt̄)|, pT(tt̄)] 16 32 66 41

[m(tt̄), pT(tt̄)] 16 69 112 57

[pT(tt̄), m(tt̄), y(tt̄)] 48 133 170 130

[m(tt̄), |y(t)|] 16 64 37 75

[m(tt̄), |Dh(t, t)|] 12 174 114 220

[m(tt̄), |Df(t, t)|] 12 80 98 41

Table 12: The c2 values and dof of the measured absolute differential cross sections for lepton
and b-jet kinematic observables at particle level, with respect to the predictions of various MC
generators. Measurement uncertainties are taken into account in the calculation of c2, though
the theoretical uncertainties in the predictions are not.

Cross section
dof

c2

variables POW+PYT POW+HER FXFX+PYT

pT(`) 12 32 21 62

pT(`) trailing/pT(`) leading 10 16 7 27

pT(`)/pT(t) 5 20 14 28

pT(b) leading 10 6 8 31

pT(b) trailing 7 7 7 26

(pT(b) + pT(b̄))/(pT(t) + pT(t̄)) 4 24 21 30

m(``) 12 31 23 29

m(bb) 7 21 15 17

m(``bb) 19 36 27 30

pT(``) 9 4 10 17

|h(``)| 14 16 12 22

[|h(``)|, m(``)] 24 55 35 76

[|h(``)|, pT(``)] 20 30 24 84

[pT(``), m(``)] 30 50 52 88

136

Table 13: The c2 values and dof of the measured absolute differential cross sections as a func-
tion of the additional-jet multiplicity in the events, at the parton level of the top quark and
antiquark, with respect to the predictions of various MC generators. Measurement uncertain-
ties are taken into account in the calculation of c2, though the theoretical uncertainties in the
predictions are not.

Cross section
dof

c2

variables POW+PYT POW+HER FXFX+PYT

Njet(pT > 40 GeV) 6 7 258 288

Njet(pT > 100 GeV) 5 41 77 46

[Njet, pT(t)] 9 31 137 163

[Njet, |y(t)|] 12 42 85 131

[Njet, pT(tt̄)] 12 58 93 192

[Njet, m(tt̄)] 12 62 154 177

[Njet, |y(tt̄)|] 12 14 61 122

[Njet, Dh(t, t)] 9 94 144 194

[N0,1+
jet , m(tt̄), |y(tt̄)|] 24 54 93 75

[N0,1,2+
jet , m(tt̄), |y(tt̄)|] 36 93 215 223

[N0,1,2,3+
jet , m(tt̄), |y(tt̄)|] 48 135 471 445

Table 14: The c2 values and dof of the measured absolute differential cross sections as a func-
tion of the additional-jet multiplicity in the events, at the particle level of the top quark and
antiquark, with respect to the predictions of various MC generators. Measurement uncertain-
ties are taken into account in the calculation of c2, though the theoretical uncertainties in the
predictions are not.

Cross section
dof

c2

variables POW+PYT POW+HER FXFX+PYT

Njet(pT > 40 GeV) 6 7 8 355

Njet(pT > 100 GeV) 5 45 7 40

[Njet, pT(t)] 9 37 25 249

[Njet, |y(t)|] 12 44 27 182

[Njet, pT(tt̄)] 12 67 86 341

[Njet, m(tt̄)] 12 60 50 302

[Njet, |y(tt̄)|] 12 17 8 188

[Njet, Dh(t, t)] 9 138 103 306

[N0,1+
jet , m(tt̄), |y(tt̄)|] 24 85 87 101

[N0,1,2+
jet , m(tt̄), |y(tt̄)|] 36 144 137 401

[N0,1,2,3+
jet , m(tt̄), |y(tt̄)|] 48 176 161 736
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7.4 Luminosity and beam energy453

The uncertainty in the combined 2015–2018 integrated luminosity is 1.7% [15], obtained using the454

LUCID-2 detector [72] for the primary luminosity measurements. This is propagated to the cross-sections455

via Equation 1. Including the e�ect of the luminosity uncertainty on the predicted background contribution,456

the total luminosity uncertainty on the fiducial cross-section is 1.9%.457

The uncertainty on the LHC beam energy is evaluated to be 0.1% [73] which is found to contribute an458

uncertainty of 0.23% on the total fiducial and inclusive cross-sections at
p

s = 13 TeV. The e�ect of a 0.1%459

uncertainty on the LHC beam energy is also propagated to the di�erential measurements by reweighting the460

PDFs using the LHAPDF library [74]. The e�ect is generally small, but increases for the highest energy461

kinematic bins.462

Source of uncertainty ��fid
t t̄
/�fid

t t̄
(%) ��t t̄/�t t̄ (%)

Data statistics 0.15 0.15
MC statistics 0.04 0.04
Matrix Element 0.12 0.17
hdamp variation 0.01 0.01
Parton shower 0.08 0.22
tt̄ + Heavy Flavour 0.34 0.34
top pT reweighting 0.19 0.58
Parton distribution functions 0.04 0.43
Initial state radiation 0.11 0.37
Final state radiation 0.29 0.35
Electron energy scale 0.10 0.10
Electron e�ciency 0.37 0.37
Electron isolation (in situ) 0.51 0.51
Muon momentum scale 0.13 0.13
Muon reconstruction e�ciency 0.35 0.35
Muon isolation (in situ) 0.33 0.33
Lepton trigger e�ciency 0.05 0.05
Vertex association e�ciency 0.03 0.03
Jet energy scale/resolution 0.10 0.10
b-tagging e�ciency 0.07 0.07
tt̄/Wt interference 0.37 0.37
Wt cross-section 0.52 0.52
Diboson background 0.18 0.18
tt̄ V + tt̄ H 0.03 0.03
Z+jets background 0.05 0.05
Misidentified leptons 0.32 0.32
Beam energy 0.23 0.23
Luminosity 1.90 1.90

Total uncertainty 2.3 2.4

Table 3: Systematic uncertainties in the inclusive fiducial and total cross-section
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Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%

of the kinematic relations between these variables. In
addition, at the particle level, the kinematic distributions
in bins of jet multiplicity are not well described.
The measurements at the parton level are

compared to the POWHEG+PYTHIA (CP5), POWHEG+

HERWIG, MG5_aMC@NLO+PYTHIA, and MATRIX predictions.
For the particle-level measurements, the MATRIX prediction
is replaced by POWHEG+PYTHIA (CUETP8M2T4). In

general, when comparing the distributions in data and
simulation, very similar trends are observed at both levels.
The differential cross sections as functions of pTðthÞ,

pTðtlÞ, pTðthighÞ, pTðtlowÞ, and ST are presented in Figs. 15
and 16 at the parton and particle levels, respectively. In these
and most of the following figures of the differential cross
sections, the displayed width of the last bin is reduced. The
exact boundaries of these bins are indicated by the axis
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FIG. 14. The Z scores from the corresponding χ2 tests comparing the measured differential cross sections for the shown variables at the
parton (upper) and particle (lower) levels to the predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes,
POWHEG+HERWIG (H7), the multiparton simulation MG5_aMC@NLO(MG)+PYTHIA FxFx, and the NNLO QCD calculations obtained with
MATRIX. The Z scores are truncated at an upper limit of 6. The uncertainties in the measurements and the predictions are taken into
account in the χ2 calculation.
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of the kinematic relations between these variables. In
addition, at the particle level, the kinematic distributions
in bins of jet multiplicity are not well described.
The measurements at the parton level are

compared to the POWHEG+PYTHIA (CP5), POWHEG+

HERWIG, MG5_aMC@NLO+PYTHIA, and MATRIX predictions.
For the particle-level measurements, the MATRIX prediction
is replaced by POWHEG+PYTHIA (CUETP8M2T4). In

general, when comparing the distributions in data and
simulation, very similar trends are observed at both levels.
The differential cross sections as functions of pTðthÞ,

pTðtlÞ, pTðthighÞ, pTðtlowÞ, and ST are presented in Figs. 15
and 16 at the parton and particle levels, respectively. In these
and most of the following figures of the differential cross
sections, the displayed width of the last bin is reduced. The
exact boundaries of these bins are indicated by the axis
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FIG. 14. The Z scores from the corresponding χ2 tests comparing the measured differential cross sections for the shown variables at the
parton (upper) and particle (lower) levels to the predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes,
POWHEG+HERWIG (H7), the multiparton simulation MG5_aMC@NLO(MG)+PYTHIA FxFx, and the NNLO QCD calculations obtained with
MATRIX. The Z scores are truncated at an upper limit of 6. The uncertainties in the measurements and the predictions are taken into
account in the χ2 calculation.
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Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%
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FIG. 13. The individual sources of systematic uncertainties in the various parton (left) and particle (right) measurements, and their
relative contributions to the overall uncertainty. Sources with a maximum uncertainty below 1.5% are combined in the category “Other.”
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Figure 7: E�ect of the JSF correction on the total uncertainty of the cross-section measurements as a function of
(a) ?T of the hadronically decaying top quark (?C ,⌘T ), (b) invariant mass of the CC̄ system (<C C̄) and (c) the number
of additional jets in the event (# 9). The yellow (grey) bands represent the total uncertainty with (without) the JSF
correction applied. The red (grey) line in the upper pad shows the JES uncertainty with (without) the JSF method.
The bottom pad shows the ratios of the absolute size of the uncertainty with and without the JSF correction applied,
in red for the JES uncertainty and in yellow for the total uncertainty.
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Figure 8: Fractional uncertainties of the absolute cross-section measurement as a function of (a) ?T of the hadronically
decaying top quark (?C ,⌘T ), (b) invariant mass of the CC̄ system (<C C̄) and (c) the number of additional jets in the event
(# 9). The line labelled ‘Jets’ includes the uncertainties from the JES, JER and JVT requirements. The line labelled
‘CC̄ Modelling’ includes all the uncertainties discussed in Section 5.4, with the exception of the uncertainty in the
top-quark mass, which is shown separately.
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SLIDE 7

MEASUREMENTS OF ! ̅! DIFFERENTIAL CROSS-SECTIONS 
IN THE LEPTON+JETS CHANNEL

JHEP 06 (2022) 063

JSF Correction:
▸ Apply extra in-situ calibration to jets in 

data to ensure mean of the reconstructed 
top-quark mass agrees with simulation 

▸ Method limited by uncertainty in the top-
quark mass
▸ Corresponding uncertainty small in this 

measurement 
▸ Not all kinematic dependencies can be

absorbed by the JSF 

Implementation:
▸ In simulation, fit linear relationship between JSF 

and mean of hadronic top mass distribution, #!,#

▸ Use #!,# in data to extract JSF from linear 
relationship (Measured JSF: 0.99965± 0.00087)

▸ Correct each jet in data by 1/JSF 

Perform extra JSF calibration using a linear relation
with the mean measured hadronic top mass.
Limited by the top mass uncertainty.

Significantly reduces a leading 
uncertainty in most bins

https://link.springer.com/article/10.1007/JHEP06(2022)063
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Table 3: j2 and ?-values quantifying the level of agreement between the absolute unfolded spectra, several NLO+PS
predictions and the respective NNLO reweighted spectrum. PWG+PY8 corresponds to the P�����+P����� sample,
PWG+H7 to the P�����+H����� sample and MC@NLO+PY8 to the M��G����5_�MC@NLO+P����� sample.

Observable PWG+PY8 PWG+PY8(NNLO ������) MC@NLO+PY8 MC@NLO+PY8(NNLO ������) PWG+H7 PWG+H7(NNLO ������)

j
2/NDF ?-value j

2/NDF ?-value j
2/NDF ?-value j

2/NDF ?-value j
2/NDF ?-value j

2/NDF ?-value

?
C ,⌘

T 26/8 <0.01 5/8 0.79 18/8 0.03 4/8 0.85 7/8 0.56 3/8 0.94
?
C ,✓

T 78/8 <0.01 28/8 <0.01 144/8 <0.01 10/8 0.27 43/8 <0.01 18/8 0.02

?
C C̄

T 162/7 <0.01 46/7 <0.01 171/7 <0.01 22/7 <0.01 122/7 <0.01 39/7 <0.01

�
C C̄+jets
T 36/7 <0.01 7/7 0.42 17/7 0.02 23/7 <0.01 21/7 <0.01 12/7 0.10

�
C C̄

T 86/10 <0.01 37/10 <0.01 110/10 <0.01 16/10 0.10 47/10 <0.01 28/10 <0.01
|HC ,⌘ | 47/17 <0.01 27/17 0.06 37/17 <0.01 23/17 0.15 30/17 0.03 26/17 0.07
|HC ,✓ | 40/14 <0.01 17/14 0.26 29/14 0.01 12/14 0.58 28/14 0.01 19/14 0.16
|HC C̄ | 30/10 <0.01 8/10 0.58 23/10 0.01 6/10 0.81 14/10 0.19 7/10 0.74
<

C C̄ 52/10 <0.01 24/10 <0.01 81/10 <0.01 7/10 0.74 29/10 <0.01 22/10 0.02
?
9 ,1
T 115/15 <0.01 38/15 <0.01 413/15 <0.01 194/15 <0.01 143/15 <0.01 69/15 <0.01

?
9 ,2
T 46/9 <0.01 19/9 0.02 25/9 <0.01 74/9 <0.01 42/9 <0.01 29/9 <0.01
#

9 32/5 <0.01 12/5 0.03 76/5 <0.01 78/5 <0.01 57/5 <0.01 62/5 <0.01
�q( 91, C⌘) 17/9 0.05 8/9 0.53 150/9 <0.01 80/9 <0.01 42/9 <0.01 30/9 <0.01
�q( 92, C⌘) 8/9 0.56 5/9 0.84 8/9 0.57 25/9 <0.01 85/9 <0.01 76/9 <0.01
�q(1

✓
, C

⌘
) 95/13 <0.01 34/13 <0.01 145/13 <0.01 16/13 0.23 52/13 <0.01 25/13 0.02

�q(C
⌘
, C
✓
) 111/5 <0.01 36/5 <0.01 134/5 <0.01 82/5 <0.01 90/5 <0.01 36/5 <0.01

�q( 91, 92) 24/11 0.01 16/11 0.13 31/11 <0.01 69/11 <0.01 237/11 <0.01 215/11 <0.01
<( 91, C⌘) 50/12 <0.01 20/12 0.06 221/12 <0.01 48/12 <0.01 41/12 <0.01 19/12 0.08
?
9 ,1
T vs # 9 355/21 <0.01 205/21 <0.01 633/21 <0.01 316/21 <0.01 263/21 <0.01 159/21 <0.01

?
9 ,1
T vs ?

C ,⌘

T 115/17 <0.01 53/17 <0.01 383/17 <0.01 152/17 <0.01 121/17 <0.01 74/17 <0.01
�q( 91, C⌘) vs ?

C ,⌘

T 69/21 <0.01 43/21 <0.01 427/21 <0.01 223/21 <0.01 78/21 <0.01 60/21 <0.01
�q( 91, C⌘) vs # 9 109/19 <0.01 64/19 <0.01 545/19 <0.01 250/19 <0.01 85/19 <0.01 60/19 <0.01

Table 4: j2 and ?-values quantifying the level of agreement between the absolute unfolded spectra and several
NLO+PS predictions. PWG+PY8 corresponds to the P�����+P����� sample. SHERPA (NLO norm.) refers to the
S����� sample with its default normalisation. All other samples are normalised to the inclusive NNLO+NNLL CC̄

cross-section prediction.

Observable PWG+PY8 PWG+PY8(ISR D���) PWG+PY8(ISR U�) PWG+PY8(⌘damp = 3<
C
) SHERPA SHERPA (NLO norm.)

j
2/NDF ?-value j

2/NDF ?-value j
2/NDF ?-value j

2/NDF ?-value j
2/NDF ?-value j

2/NDF ?-value

?
C ,⌘

T 26/8 <0.01 26/8 <0.01 25/8 <0.01 36/8 <0.01 12/8 0.15 11/8 0.19
?
C ,✓

T 78/8 <0.01 144/8 <0.01 20/8 0.01 50/8 <0.01 12/8 0.13 11/8 0.22

?
C C̄

T 162/7 <0.01 243/7 <0.01 340/7 <0.01 108/7 <0.01 70/7 <0.01 57/7 <0.01

�
C C̄+jets
T 36/7 <0.01 38/7 <0.01 96/7 <0.01 52/7 <0.01 39/7 <0.01 34/7 <0.01

�
C C̄

T 86/10 <0.01 119/10 <0.01 46/10 <0.01 72/10 <0.01 28/10 <0.01 22/10 0.01
|HC ,⌘ | 47/17 <0.01 46/17 <0.01 46/17 <0.01 55/17 <0.01 25/17 0.10 20/17 0.29
|HC ,✓ | 40/14 <0.01 45/14 <0.01 34/14 <0.01 45/14 <0.01 24/14 0.05 18/14 0.19
|HC C̄ | 30/10 <0.01 32/10 <0.01 23/10 <0.01 35/10 <0.01 22/10 0.02 20/10 0.03
<

C C̄ 52/10 <0.01 78/10 <0.01 75/10 <0.01 53/10 <0.01 31/10 <0.01 25/10 <0.01
?
9 ,1
T 115/15 <0.01 136/15 <0.01 272/15 <0.01 74/15 <0.01 140/15 <0.01 98/15 <0.01

?
9 ,2
T 46/9 <0.01 12/9 0.23 196/9 <0.01 81/9 <0.01 41/9 <0.01 19/9 0.02
#

9 32/5 <0.01 51/5 <0.01 27/5 <0.01 41/5 <0.01 23/5 <0.01 16/5 <0.01
�q( 91, C⌘) 17/9 0.05 34/9 <0.01 22/9 <0.01 23/9 <0.01 10/9 0.38 11/9 0.25
�q( 92, C⌘) 8/9 0.56 7/9 0.67 22/9 0.01 19/9 0.03 6/9 0.74 3/9 0.96
�q(1

✓
, C

⌘
) 95/13 <0.01 116/13 <0.01 294/13 <0.01 119/13 <0.01 51/13 <0.01 28/13 0.01

�q(C
⌘
, C
✓
) 111/5 <0.01 164/5 <0.01 207/5 <0.01 79/5 <0.01 36/5 <0.01 39/5 <0.01

�q( 91, 92) 24/11 0.01 17/11 0.12 41/11 <0.01 38/11 <0.01 26/11 <0.01 20/11 0.05
<( 91, C⌘) 50/12 <0.01 111/12 <0.01 93/12 <0.01 43/12 <0.01 65/12 <0.01 40/12 <0.01
?
9 ,1
T vs # 9 355/21 <0.01 495/21 <0.01 488/21 <0.01 254/21 <0.01 193/21 <0.01 137/21 <0.01

?
9 ,1
T vs ?

C ,⌘

T 115/17 <0.01 192/17 <0.01 256/17 <0.01 87/17 <0.01 133/17 <0.01 87/17 <0.01
�q( 91, C⌘) vs ?

C ,⌘

T 69/21 <0.01 104/21 <0.01 56/21 <0.01 73/21 <0.01 42/21 <0.01 32/21 0.06
�q( 91, C⌘) vs # 9 109/19 <0.01 201/19 <0.01 66/19 <0.01 91/19 <0.01 35/19 0.01 26/19 0.14

the variations of the nominal MC sample used for the systematic uncertainties, and the alternative NLO
generators. Figure 11 shows the same distributions, this time compared with the three NLO generator
set-ups, in each case showing the impact of the NNLO reweighting. As observed in previous measurements,
the ?T distributions of the top quarks are seen to be softer in data than in simulation. Reweighting the
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Observable PWG+Py8 MG5_aMC@NLO+Py8 PWG+H7.1.3 PWG+Py8 (more IFSR) PWG+Py8 (less IFSR)
NNPDF30 A14 NNPDF30 UE-EE-5 NNPDF30 A14 NNPDF30 A14 NNPDF30 A14

j
2/NDF ?-value j

2/NDF ?-value j
2/NDF ?-value j

2/NDF ?-value j
2/NDF ?-value

?
C
T 3.9/9 0.92 3.1/9 0.96 6.2/9 0.72 1.2/9 1.00 7.7/9 0.57

|H
C
| 6.8/10 0.75 5.8/10 0.83 6.8/10 0.74 7.5/10 0.68 5.9/10 0.83

?
C ,1
T 5.1/8 0.75 3.9/8 0.86 5.3/8 0.72 4.3/8 0.83 5.3/8 0.72

|H
C ,1

| 6.1/10 0.81 4.7/10 0.91 6.7/10 0.76 5.7/10 0.84 5.6/10 0.84
?
C ,2
T 9.9/8 0.27 10.2/8 0.25 13.9/8 0.08 4.4/8 0.82 16.0/8 0.04

|H
C ,2

| 9.4/10 0.49 9.0/10 0.53 9.4/10 0.50 8.9/10 0.54 9.3/10 0.50
<
C C̄ 8.1/12 0.78 6.9/12 0.87 7.4/12 0.83 8.9/12 0.71 7.9/12 0.79

?
C C̄
T 14.3/8 0.07 35.2/8 < 0.01 24.5/8 < 0.01 2.7/8 0.95 33.5/8 < 0.01

|H
C C̄
| 16.7/10 0.08 17.3/10 0.07 18.1/10 0.05 14.8/10 0.14 17.9/10 0.06

j
C C̄ 8.0/11 0.71 10.0/11 0.53 8.1/11 0.71 9.5/11 0.57 12.4/11 0.34

|H
C C̄
B | 15.3/10 0.12 15.7/10 0.11 16.6/10 0.08 14.1/10 0.17 16.6/10 0.08

|?
C C̄
out | 17.1/10 0.07 53.6/10 < 0.01 30.9/10 < 0.01 8.6/10 0.57 32.7/10 < 0.01
�
C C̄
T 5.4/9 0.80 5.0/9 0.83 6.4/9 0.70 3.6/9 0.94 6.8/9 0.66

|�q(C1, C2) | 12.2/7 0.09 73.4/7 < 0.01 23.6/7 < 0.01 5.3/7 0.63 28.5/7 < 0.01
| cos \¢ | 7.0/10 0.72 9.8/10 0.46 6.8/10 0.74 7.4/10 0.69 10.5/10 0.39

?
C ,1
T ⌦ ?

C ,2
T 27.1/15 0.03 27.0/15 0.03 36.7/15 < 0.01 12.0/15 0.68 41.0/15 < 0.01

|H
C ,1

| ⌦ |H
C ,2

| 11.6/19 0.90 9.8/19 0.96 12.0/19 0.88 14.3/19 0.77 9.7/19 0.96
|H
C ,1

| ⌦ ?
C ,1
T 8.5/15 0.90 7.6/15 0.94 9.4/15 0.85 9.5/15 0.85 8.4/15 0.91

|H
C ,2

| ⌦ ?
C ,2
T 15.9/20 0.72 17.1/20 0.65 19.5/20 0.49 10.8/20 0.95 20.7/20 0.41

?
C ,1
T ⌦ ?

C C̄
T 16.1/15 0.37 12.6/15 0.63 26.7/15 0.03 7.3/15 0.95 30.7/15 < 0.01

?
C ,1
T ⌦ <

C C̄ 23.1/18 0.19 21.9/18 0.24 26.7/18 0.08 13.8/18 0.74 30.5/18 0.03

|H
C C̄
| ⌦ ?

C ,1
T 14.4/15 0.50 14.5/15 0.49 15.0/15 0.45 12.8/15 0.62 15.6/15 0.41

|H
C C̄
| ⌦ |H

C ,1
| 14.7/15 0.47 18.0/15 0.26 15.6/15 0.41 11.6/15 0.71 19.1/15 0.21

|H
C ,1

| ⌦ <
C C̄ 20.0/19 0.40 20.1/19 0.39 20.0/19 0.39 19.5/19 0.42 20.3/19 0.38

|H
C C̄
| ⌦ <

C C̄ 12.5/18 0.82 12.1/18 0.84 13.2/18 0.78 12.5/18 0.82 12.9/18 0.80
?
C C̄
T ⌦ <

C C̄ 20.2/18 0.32 17.9/18 0.46 30.9/18 0.03 9.4/18 0.95 35.2/18 < 0.01
|H
C C̄
| ⌦ ?

C C̄
T 19.1/15 0.21 14.5/15 0.49 29.4/15 0.01 12.2/15 0.66 33.4/15 < 0.01

|H
C C̄
| ⌦ <

C C̄
⌦ ?

C ,1
T 21.9/31 0.88 24.1/31 0.81 24.6/31 0.79 18.0/31 0.97 26.9/31 0.68

Table 4: Comparison between the measured normalized particle-level fiducial phase-space di�erential cross-sections
and the predictions of several MC event generators. For each observed and predicted di�erential cross-section, a
j

2 and a ?-value are calculated using the covariance matrix described in the text, which includes all sources of
uncertainty in the measurement. The uncertainty in the prediction is not included. The number of degrees of freedom
(NDF) is equal to #b � 1, where #b is the number of measured values in the distribution.

In the case of the normalized particle-level fiducial phase-space di�erential cross-sections, good agreement
is generally observed. The one-dimensional distributions that are sensitive to extra radiation (i.e. the ?T of
the CC̄ system, ?C C̄T , the out-of-plane momentum,

��
?
C C̄
out

��, and the absolute value of the azimuthal separation of
the top-quark jets,

���qC C̄ ��) yield ?-values below 1% for all MC predictions except for the nominal prediction
of P�����+P����� 8 and those including more initial- and final-state radiation. These distributions
indicate a deficit of radiation in the MC predictions, i.e. ?C C̄T (Figure 12(a)) and ?

C C̄
out (Figure 12(c)) are

softer, while
���qC C̄ �� (Figure 12(b)) is closer to c for the predictions. Moreover, the �MC@NLO+P����� 8

calculations for these observables di�er significantly from the predictions of the other MC generators. It is
notable that these discrepancies are not evident in the parton-level comparisons.

The ?
C ,2
T distribution (Figure 10(b)), and consequently �

C C̄
T to a lesser extent (Figure 38(a)), indicates that

the MC particle-level predictions have a harder ?C C̄T distribution than is observed in data, except for the
prediction of P�����+P����� 8 with more initial- and final-state radiation. Low ?-values are seen for the
comparison of the multi-dimensional distributions for ? C ,1

T ⌦ ?
C ,2
T (Figure 13) for all MC calculations except

for the prediction of P�����+P����� 8 with more initial- and final-state radiation. The largest slope in the
calculation/data ratio is observed for the largest values of ? C ,1

T . The P�����+H����� 7.1.3 calculations
and the calculations of P�����+P����� 8 with less initial- and final-state radiation give low ?-values for
the ?

C ,1
T ⌦ ?

C C̄
T (Figure 15), ?C C̄T ⌦ <

C C̄ (Figure 18) and
��
H
C C̄
�� ⌦ ?

C C̄
T (Figure 19) distributions. There are large

slopes in the calculation/data ratios for all ? C ,1
T ⌦ ?

C C̄
T (Figure 15) and

��
H
C C̄
�� ⌦ ?

C C̄
T (Figure 19) distributions,
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Particle level
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Parton level
Observable PWG+Py8 MG5_aMC@NLO+Py8 PWG+H7.1.3 PWG+Py8 (more IFSR) PWG+Py8 (less IFSR)

NNPDF30 A14 NNPDF30 UE-EE-5 NNPDF30 A14 NNPDF30 A14 NNPDF30 A14
j

2/NDF ?-value j
2/NDF ?-value j

2/NDF ?-value j
2/NDF ?-value j

2/NDF ?-value

?
C
T 3.1/9 0.96 3.7/9 0.93 4.3/9 0.89 1.4/9 1.00 6.2/9 0.72

|H
C
| 6.2/10 0.80 6.1/10 0.81 6.0/10 0.82 6.1/10 0.80 5.8/10 0.83

?
C ,1
T 3.2/8 0.92 2.6/8 0.96 3.6/8 0.89 4.0/8 0.86 3.1/8 0.93

|H
C ,1

| 5.7/10 0.84 5.0/10 0.89 5.9/10 0.82 5.5/10 0.86 5.5/10 0.86
?
C ,2
T 5.4/8 0.71 9.6/8 0.30 5.9/8 0.66 3.2/8 0.92 8.3/8 0.41

|H
C ,2

| 9.3/10 0.51 9.6/10 0.48 9.2/10 0.51 9.1/10 0.52 9.2/10 0.52
<
C C̄ 7.4/12 0.83 8.6/12 0.73 7.4/12 0.83 7.6/12 0.81 7.1/12 0.85

?
C C̄
T 7.2/8 0.51 23.5/8 < 0.01 8.6/8 0.38 3.1/8 0.93 13.0/8 0.11

|H
C C̄
| 13.1/10 0.22 13.5/10 0.20 13.6/10 0.19 12.1/10 0.28 13.9/10 0.18

j
C C̄ 7.6/11 0.74 8.0/11 0.71 8.3/11 0.69 7.4/11 0.77 9.9/11 0.54

|H
C C̄
B | 11.7/10 0.31 12.0/10 0.29 11.7/10 0.31 11.1/10 0.35 12.5/10 0.26

|?
C C̄
out | 7.1/10 0.72 44.9/10 < 0.01 12.5/10 0.25 4.6/10 0.92 11.2/10 0.34
�
C C̄
T 3.4/9 0.95 3.3/9 0.95 3.8/9 0.93 3.3/9 0.95 3.7/9 0.93

|�q(C1, C2) | 10.5/7 0.16 81.1/7 < 0.01 25.9/7 < 0.01 4.2/7 0.76 19.2/7 < 0.01
| cos \¢ | 7.1/10 0.72 7.8/10 0.65 7.5/10 0.67 6.6/10 0.76 8.6/10 0.57

?
C ,1
T ⌦ ?

C ,2
T 13.7/15 0.55 23.2/15 0.08 16.5/15 0.35 5.8/15 0.98 22.5/15 0.10

|H
C ,1

| ⌦ |H
C ,2

| 9.8/15 0.83 9.6/15 0.85 9.5/15 0.85 10.3/15 0.80 9.2/15 0.86
|H
C ,1

| ⌦ ?
C ,1
T 8.0/15 0.92 7.5/15 0.94 8.6/15 0.90 8.8/15 0.89 8.1/15 0.92

|H
C ,2

| ⌦ ?
C ,2
T 13.5/20 0.86 15.7/20 0.74 13.5/20 0.86 11.3/20 0.94 16.5/20 0.68

?
C ,1
T ⌦ ?

C C̄
T 11.9/15 0.69 21.5/15 0.12 15.4/15 0.42 6.9/15 0.96 22.2/15 0.10

?
C ,1
T ⌦ <

C C̄ 17.8/18 0.47 19.5/18 0.36 17.6/18 0.48 12.9/18 0.80 23.8/18 0.16

|H
C C̄
| ⌦ ?

C ,1
T 12.0/15 0.68 11.6/15 0.71 11.4/15 0.72 11.5/15 0.71 12.7/15 0.63

|H
C C̄
| ⌦ |H

C ,1
| 14.2/15 0.51 14.7/15 0.47 14.1/15 0.52 12.2/15 0.67 17.2/15 0.31

|H
C ,1

| ⌦ <
C C̄ 19.0/19 0.46 18.6/19 0.49 19.3/19 0.44 19.0/19 0.46 19.2/19 0.44

|H
C C̄
| ⌦ <

C C̄ 12.3/18 0.83 12.1/18 0.84 12.2/18 0.84 13.6/18 0.75 11.8/18 0.86
?
C C̄
T ⌦ <

C C̄ 25.9/18 0.10 22.0/18 0.23 32.0/18 0.02 13.8/18 0.74 35.2/18 < 0.01
|H
C C̄
| ⌦ ?

C C̄
T 13.5/15 0.56 18.9/15 0.22 15.6/15 0.41 12.7/15 0.63 16.3/15 0.36

|H
C C̄
| ⌦ <

C C̄
⌦ ?

C ,1
T 15.5/31 0.99 17.9/31 0.97 15.1/31 0.99 15.5/31 0.99 17.7/31 0.97

Table 5: Comparison between the measured normalized parton-level di�erential cross-sections and the predictions
from several MC event generators. For each observable and calculation, a j

2 and a ?-value are calculated using
the covariance matrix described in the text, which includes all sources of uncertainty in the measurement. The
uncertainty in the calculation is not included. The number of degrees of freedom (NDF) is equal to #b � 1, where #b

is the number of bins in the distribution.

which confirm the trends observed in the ?
C C̄
T di�erential cross-section, while di�erent trends are observed

in di�erent ?C C̄T ⌦ <
C C̄ di�erential cross-sections (Figure 18). A steep gradient in the calculation/data ratio

can also be observed in the
��
H
C C̄
�� ⌦ |H

C ,1
| (Figure 17) and ?

C ,1
T ⌦ <

C C̄ (Figure 16) di�erential cross-sections
for large values of

��
H
C C̄
�� and ?

C ,1
T , respectively, for all MC calculations, except for the calculations of

P�����+P����� 8 with more initial- and final-state radiation.

The level of agreement of the normalized parton-level fiducial phase-space di�erential cross-section
calculations with the measurements is generally better, as evidenced by the di�erential cross-section
comparisons and confirmed by the ?-values in Table 5. The better agreement at the parton level, especially
in the di�erential cross-sections as a function of ?C C̄T ,

��
?
C C̄
out

��, and
���qC C̄ ��, suggests that the poorer descriptions

at the particle level are introduced by parton-showering and hadronization models, and/or ISR/FSR
modelling.

11 EFT interpretation

The SMEFT [50] provides a theoretically elegant way to encode the modifications of the top-quark
properties induced by a wide class of BSM theories that reduce to the SM at low energies. Within

57

https://arxiv.org/abs/2205.02817


Are top quarks too central or too forward in models ? 

Peter Hansen,  TOP2022, page 28

8. Results 23

2− 0 2

0.1

0.2

0.3

/d
y(

t)
σ

 d
σ

1/

2− 0 2

0.8
1

1.2D
at

a
Pr

ed
.

Data, dof=9
=232χPOW+PYT, 
=342χFXFX+PYT, 
=212χPOW+HER, 

Total unc.
Stat unc.

y(t)

CMS Preliminary  (13 TeV)-1138 fb
dilepton, parton level

2− 0 2

0.1

0.2

0.3

0.4/d
y(

t)
σ

 d
σ

1/

2− 0 2

0.8
1

1.2D
at

a
Pr

ed
.

Data, dof=9
=192χPOW+PYT, 
=302χFXFX+PYT, 
=202χPOW+HER, 

Total unc.
Stat unc.

y(t)

CMS Preliminary  (13 TeV)-1138 fb
dilepton, particle level

2− 0 2

0.1

0.2

0.3

)t
/d

y(
σ

 d
σ

1/

2− 0 2

0.8
1

1.2D
at

a
Pr

ed
.

Data, dof=9
=282χPOW+PYT, 
=392χFXFX+PYT, 
=242χPOW+HER, 

Total unc.
Stat unc.

)ty(

CMS Preliminary  (13 TeV)-1138 fb
dilepton, parton level

2− 0 2

0.1

0.2

0.3

0.4

)t
/d

y(
σ

 d
σ

1/

2− 0 2

0.8
1

1.2D
at

a
Pr

ed
.

Data, dof=9
=242χPOW+PYT, 
=302χFXFX+PYT, 
=272χPOW+HER, 

Total unc.
Stat unc.

)ty(

CMS Preliminary  (13 TeV)-1138 fb
dilepton, particle level

Figure 8: Normalized differential tt̄ production cross sections as a function of y(t) (upper)
and y(t) (lower) are shown for data (filled circles) and various MC predictions (other points).
Further details can be found in the caption of Fig. 7.
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Figure 23: Normalised di�erential cross-section measurements for the observables related to the kinematics of the top
quarks. The cross-section is shown as a function of (a) ?C ,⌘T , (b) ?C ,✓T , (c) <C C̄ , (d) |HC ,⌘ |, (e) |HC ,✓ |, (f) |HC C̄ |, (g) �C C̄

T
and (h) �q(1

✓
, C

⌘
). In each plot the data are compared with predictions from the NLO generators with and without

the NNLO reweighting. PWG+PY8 corresponds to the P�����+P����� sample, PWG+H7 to the P�����+H�����
sample and MCatNLO+PY8 to the M��G����5_�MC@NLO+P����� sample. The orange band shows the size
of the statistical uncertainty and the yellow band shows the size of the total uncertainty. The lower panel in each
subfigure displays the ratios of the di�erent predictions to the data.
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Figure 10: Normalised di�erential cross-sections as a function of p`T , |⌘` |, Ee + Eµ and meµ with statistical (orange)
and systematic uncertainties (yellow). The data points are placed at the centre of each bin. The results are compared
with the predictions from di�erent Monte Carlo generators normalised to the Top++ prediction: the baseline
P�����+P����� 8.230 tt̄ sample (blue), M��G����5_aMC@NLO +H����� 7.1.3 (red), P����� +H����� 7.0.4
(green), P����� +H����� 7.1.3 (purple), M��G����5_aMC@NLO +P����� 8.230 (cyan) and P�����+P�����
8.230 rew. (dark green) which refers to the P�����+P����� 8.230 reweighted according to the top quark pT. The
lower pad show the ratios of the predictions to data, with the error bars indicating the statistical and systematical
uncertainties. The highest energy bin in (a), (c) and (d) also contains overflow.
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Figure 11: Normalized particle-level fiducial phase-space di�erential cross-sections as a function of the absolute
value of the rapidity of (a) the leading top-quark jet, (b) the second-leading top-quark jet, and (c) the CC̄ system. The
dark and light grey bands indicate the total uncertainty and the statistical uncertainty, respectively, of the data in each
bin. Data points are placed at the centre of each bin. The P�����+P����� 8 MC sample is used as the nominal
prediction to correct the data to particle level.
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FIG. 45. Normalized differential cross sections at the parton level as functions of jyðthÞj, jyðtlÞj, and the differencesΔjyt=t̄j and jΔyt=t̄j.
The data are shown as points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross
sections are compared to the predictions of POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA FxFx, and the NNLO QCD calculations obtained with MATRIX. The ratios of the various predictions to the
measured cross sections are shown in the lower portion of each panel.
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