
B → D(∗) Form Factors in HQET and using
dispersive bounds

Martin Jung and Florian Bernlochner

Beyond the Flavour Anomalies
IPPP Workshop

22th of April 2021



Form factor parametrizations
FFs parametrize mismatch: Theory (partons) ↔ Experiment (hadrons)〈

Dq(p′)|c̄γµb|B̄q(p)
〉

= (p + p′)µf q+(q2) + (p − p′)µf q−(q2) , q2 = (p − p′)2

Issue: q2 dependence → different parametrizations

Experiments should give information independent of this choice!

“BGL parametrization”: [Boyd/Grinstein/Lebed’95]

• Analytic structure: account for cuts and poles explicitly
remainder can be expanded in simple power series in z

• Use quark-hadron-duality (+crossing sym., unitarity)
Absolute bounds on coefficients, rapid convergence (z . 0.06)

Efficient expansion of individual FFs with few coefficients

“HQE parametrization” (→ CLN): [Caprini/Lellouch/Neubert’97]

• Exploit heavy-quark spin-flavour symmetry for mb,c →∞
All B(∗) → D(∗) FFs given by Isgur-Wise function ξ(z)
Systematic expansion in 1/mb,c and αs + approx. unitarity
z expansion, no bounds on individual coefficients

Less parameters in total. Presently unavoidable for NP!



Higher orders I: BGL analysis of B → D∗ [Gambino/MJ/Schacht’19]

Recent untagged analysis by Belle with 4 1D distributions [1809.03290]

Analysis of 2017+2018 Belle data with BGL form factors:
• Datasets compatible

• 2018: no parametrization dependence

• All FFs to z2 to include uncertainties

50% larger uncertainties!

• CV including syst. uncertainties

∼ 1σ higher CV than Belle

2017+2018:
|VD∗

cb | = 39.6+1.1
−1.0 × 10−3

2018 only:
|VD∗

cb | = 39.1+1.5
−1.3 × 10−3

Discussion topic 1:
Including “superfluous” parameters

• Averaging results from B → D,
B → Xc and B → D∗:

Tension down to ∼ 1.6σ
(χ2/dof = 4.4/2)

Vcb puzzle reduced!



Higher order II: 1/m2
c analysis of B → D(∗) FFs

[Bordone/MJ/vDyk’19, Bordone/Gubernari/MJ/vDyk’20]

2 problems with CLN (as it has been used in analyses):

1. Missing uncertainties of numerical factors and correlations
Solved in [Bernlochner+’17]→ improved description

2. Predictions @1/mc contradict lattice (B → D and B → D∗)
Calculable parameters (at 1/m, e.g. hA1(1)) varied
Not a systematic treatment of 1/m2, correlations missing
Uncertainty remains O[Λ2/(2mc)2] ∼ 5%, insufficient

Include systematically 1/m2
c corrections, using [Falk/Neubert’92]

use lattice + QCDSR + LCSR + unitarity [citations later]

• Theory-only fits match data

• k/l/m: zn at O(1, 1/m, 1/m2
c)

• Vcb (Belle’17) consistent w/ BGL

• Good fit for 2/1/0
underestimates uncertainties

Discussion topic 2 = topic 1
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Predictions from 2/1/0 and 3/2/1 vs. data

• B → D∗ BGL coefficient ratios from:

1. Data (Belle’17+’18) + weak unitarity (yellow)
2. HQE theory fit 2/1/0 (red)
3. HQE theory fit 3/2/1 (blue)

Again compatibility of theory with data

2/1/0 underestimates the uncertainties massively

For bi , ci (→ f ,F1) data and theory complementary



Overview over predictions for R(D∗)

Lattice B → D∗: hA1(w = 1) [FNAL/MILC’14,HPQCD’17]

Other lattice: f B→D
+,0 (q2) [MILC,HPQCD’15]

QCDSR: [Ligeti/Neubert/Nir’93,’94] , LCSR: [Gubernari/Kokulu/vDyk’18]

Consistent SM predictions! Improvement expected from lattice
FNAL/MILC(’21) discussed in the following.



Preliminary lattice calculations

R1(w): FNAL slope surprising, compatible at 1-2σ



Preliminary lattice calculations

R1(w): FNAL slope surprising, compatible at 1-2σ

R2(w): Discrepancy FNAL (1.12± 0.06) vs. (HQE fit, experiment)!
HQE@1/m2

c : 0.78+0.10
−0.06, BGL: 0.81± 0.11, HFLAV: 0.852± 0.018



Flavour universality in B → D∗(e, µ)ν
[Bobeth/Bordone/Gubernari/MJ/vDyk’21]

So far: Belle’18 data used in SM fits, flavour-averaged
However: Bins 40× 40 covariances given separately for ` = e, µ

Belle’18: Re/µ(D∗) = 1.01± 0.01± 0.03
What can we learn about flavour-non-universality? → 2 issues:

1. e − µ correlations not given → constructable from Belle’18
2. 3 bins linearly dependent, but covariances not singular

Two-step analysis:
1. Extract 2× 4 angular observables for 2× 30 angular bins

Model-independent description including NP!

2. Compare with SM predictions, using FFs@1/m2
c [Bordone+’19]

∼ 4σ discrepancy in ∆AFB = AµFB− Ae
FB!
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# 1

Thoughts on best practices on Lattice Data

Extend the shelf life

Present results in a FF model independent way


Preferred FFs change, so do use-cases


Sampling these out of a given parametrization

can have caveats (cf. Sketch)

q2

Phase-space

Lattice is king

5 Parameter FF

Error

3 Parameter FF

Error



# 2

Thoughts on Unitarity Constraints Theory error constraints

Multiple choices for shape of theory error constraint thinkable

Commonly used constraints are: Gaussian, Double Fermi Dirac (DFD) with w = 10, DFD with w = 50
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DFD(x,w) = 1/
⇣
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1 + e
�w(x+1)

⌘⌘

! Nice features of DFD: Pull on NP within one-sigma with negligible

penalization in probability; pulls larger than one sigma penalized heavily

2 / 7

Obviously perfectly fine to 
consider such. 


Some considerations: 

But: Lattice results should always reported FF bounds without such 

Prior of such can have fairly 

huge impact on errors of


higher order terms

i.e. DFD with high w 

versus 


Gaussian

versus hard-cut off can 


result in very different errors

ℒLattice 1 × ℒLattice 2 × ℒData × ℒUT Prior

We only should apply such a prior once and not several times! Plus one might want to try 
different priors or FF parameterizations. Or fits without (the data is unitary by definition).

DFD

E.g. imagine 

a situation like



# 3
Thoughts on best practices on Experimental Data

Extend the shelf life

Present results in a FF model-independent way


If you can unfold, but also provide with the ingredients 

to forward-fold


This is I think the real tragedy of CLN 

(note that this is not a critisim directed to CLN or at 

the experiments! In hindsight everythign is 20/20)
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Figure 51: Illustration of the (a) the average and (b) the dependence of ⌘EWF(1)|Vcb| on ⇢2.
The error ellipses correspond to ��2 = 1 (CL=39%).

We use the result of the FLAG 2019 average [214],

⌘EWF(1) = 0.910± 0.013 , (189)

where ⌘EW = 1.0066± 0.0050 has been used. The central value of the latter corresponds to the
electroweak correction only. The uncertainty has been increased to accommodate the Coulomb
effect [498]. With Eq. (179), this gives

|Vcb| = (38.76± 0.42exp ± 0.55th)⇥ 10�3 , (190)

where the first uncertainty is experimental and the second is theoretical (lattice QCD calculation
and electro-weak correction).

6.1.2 B ! D`
�
⌫`

The differential decay rate for massless fermions as a function of w (introduced in the previous
section) is given by (see, e.g., [483])

B ! D`�⌫`

dw
=

G2
Fm

3
D

48⇡3
(mB +mD)

2(w2
� 1)3/2⌘2EWG

2(w)|Vcb|
2 , (191)
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Table 72: Measurements of the Caprini, Lellouch and Neubert (CLN) [496] form factor param-
eters in B ! D`�⌫` before and after rescaling.

Experiment ⌘EWG(1)|Vcb| [10�3] (rescaled) ⇢2 (rescaled)
⌘EWG(1)|Vcb| [10�3] (published) ⇢2 (published)

ALEPH [486] 38.75± 9.51stat ± 6.93syst 0.955± 0.834stat ± 0.425syst
31.1± 9.9stat ± 8.6syst 0.70± 0.98stat ± 0.50syst

CLEO [499] 44.97± 5.70stat ± 3.47syst 1.270± 0.215stat ± 0.121syst
44.8± 6.1stat ± 3.7syst 1.30± 0.27stat ± 0.14syst

Belle [501] 42.22± 0.60stat ± 1.21syst 1.090± 0.036stat ± 0.019syst
42.29± 1.37 1.09± 0.05

BABAR global fit [497] 43.84± 0.76stat ± 2.19syst 1.215± 0.035stat ± 0.062syst
43.1± 0.8stat ± 2.3syst 1.20± 0.04stat ± 0.07syst

BABAR tagged [500] 42.76± 1.71stat ± 1.26syst 1.200± 0.088stat ± 0.043syst
42.3± 1.9stat ± 1.0syst 1.20± 0.09stat ± 0.04syst

Average 42.00 ± 0.45stat ± 0.89syst 1.131 ± 0.024stat ± 0.023syst
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Figure 53: Illustration of the (a) the average and (b) dependence of ⌘EWG(w)|Vcb| on ⇢2. The
error ellipses correspond to ��2 = 1 (CL=39%).
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Table 69: Measurements of the Caprini, Lellouch and Neubert (CLN) [496] form factor param-
eters in B ! D⇤`�⌫` before and after rescaling. Most analyses (except [493]) measure only
⌘EWF(1)|Vcb|, and ⇢2, so only these two parameters are shown here.

Experiment ⌘EWF(1)|Vcb|[10�3] (rescaled) ⇢2 (rescaled)
⌘EWF(1)|Vcb|[10�3] (published) ⇢2 (published)

ALEPH [486] 31.78± 1.83stat ± 1.21syst 0.489± 0.226stat ± 0.145syst
31.9± 1.8stat ± 1.9syst 0.37± 0.26stat ± 0.14syst

CLEO [490] 40.47± 1.25stat ± 1.55syst 1.363± 0.084stat ± 0.087syst
43.1± 1.3stat ± 1.8syst 1.61± 0.09stat ± 0.21syst

OPAL excl [487] 36.50± 1.60stat ± 1.46syst 1.212± 0.209stat ± 0.148syst
36.8± 1.6stat ± 2.0syst 1.31± 0.21stat ± 0.16syst

OPAL partial reco [487] 37.44± 1.20stat ± 2.32syst 1.091± 0.138stat ± 0.297syst
37.5± 1.2stat ± 2.5syst 1.12± 0.14stat ± 0.29syst

DELPHI partial reco [488] 35.64± 1.41stat ± 2.29syst 1.144± 0.123stat ± 0.381syst
35.5± 1.4stat

+2.3
�2.4syst 1.34± 0.14stat

+0.24
�0.22syst

DELPHI excl [489] 36.29± 1.71stat ± 1.94syst 1.079± 0.142stat ± 0.152syst
39.2± 1.8stat ± 2.3syst 1.32± 0.15stat ± 0.33syst

Belle [491] 35.07± 0.15stat ± 0.56syst 1.106± 0.031stat ± 0.008syst
35.06± 0.15stat ± 0.56syst 1.106± 0.031stat ± 0.007syst

BABAR excl [493] 33.77± 0.29stat ± 0.98syst 1.184± 0.048stat ± 0.029syst
34.7± 0.3stat ± 1.1syst 1.18± 0.05stat ± 0.03syst

BABAR D⇤0 [495] 34.81± 0.58stat ± 1.06syst 1.125± 0.058stat ± 0.053syst
35.9± 0.6stat ± 1.4syst 1.16± 0.06stat ± 0.08syst

BABAR global fit [497] 35.75± 0.20stat ± 1.09syst 1.180± 0.020stat ± 0.061syst
35.7± 0.2stat ± 1.2syst 1.21± 0.02stat ± 0.07syst

Average 35.27 ± 0.11stat ± 0.36syst 1.122 ± 0.015stat ± 0.019syst

and the correlation coefficients are

⇢⌘EWF(1)|Vcb|,⇢2 = 0.313 , (183)
⇢⌘EWF(1)|Vcb|,R1(1) = �0.097 , (184)
⇢⌘EWF(1)|Vcb|,R2(1) = �0.076 , (185)

⇢⇢2,R1(1) = 0.566 , (186)
⇢⇢2,R2(1) = �0.824 , (187)

⇢R1(1),R2(1) = �0.715 . (188)

The uncertainties and correlations quoted here include both statistical and systematic contri-
butions. The �2 of the fit is 42.3 for 23 degrees of freedom, which corresponds to a confidence
level of 0.84%. The largest contribution to the �2 of the average is due to the ALEPH and
CLEO measurements [486,490]. An illustration of this fit result is given in Fig. 51.

To convert this result into |Vcb|, theory input for the form factor normalization is required.
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Image credit: Lu Cao



# 5
Thoughts on best practices on Experimental Data

Extend the shelf life
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3

FITS TO LHCb AND LATTICE QCD DATA

To determine the nonperturbative quantities that oc-
cur in the HQET expansion of the form factors in Eq. (8),
assess the behavior of the expansion in ⇤QCD/mc, and de-
rive precise SM predictions for R(⇤c) in Eq. (2), we fit the
LHCb measurement of d�(⇤b ! ⇤cµ⌫̄)/dq2 [15] or/and
a LQCD determination of the six form factors [16].

The LHCb experiment measured the q2 spectrum in 7
bins, normalized to unity [15]. This reduces its e↵ective
degrees of freedom from 7 to 6 (as any one bin is deter-
mined by the sum of the others). The measurement is
shown as the data points in Fig. 1.

The lattice QCD results [16] for the 6 form factors are
published as fits to the BCL parametrization [40], using
either 11 or 17 parameters. We derive predictions for
f1,2,3 and g1,2,3 using the 17 parameter result at three q2

values, near the two ends and the middle of the spectrum,
q2 =

�
1GeV2, q2max/2, q

2
max � 1GeV2

 
, preserving their

full correlation, in order to construct an appropriate co-
variance matrix. The di↵erence in the form factor values
obtained using the 17 or the 11 parameter results is added
as an uncorrelated uncertainty. This di↵ers slightly from
the prescription in Ref. [16], based on the maximal dif-
ferences, which cannot preserve the correlation structure
between the form factor values. The 18 form factor values
used in our fits are shown as data points in Fig. 2. The
LQCD predictions, following the prescription of Ref. [16],
are shown as heather gray bands, and the uncertainties
are in good agreement. The heather gray band in Fig. 1
shows the LQCD prediction for the normalized spectrum,
using the BCL parametrization.

The SM prediction for the decay rate for arbitrary
charged lepton mass is

d�

dw
=

G2
F m5

⇤b
|Vcb|

2

24⇡3

(q̂2 � ⇢`)2

q̂4
r3
p
w2 � 1

⇢✓
1 +

⇢`
2q̂2

◆

⇥

h
(w � 1)

�
2q̂2f2

1 + F
2
+

�
+ (w + 1)

�
2q̂2g21 + G

2
+

�i

+
3⇢`
2q̂2

h
(w + 1)F2

0 + (w � 1)G2
0

i�
, (9)

where ⇢` = m2
`/m

2
⇤b
, r = m⇤c/m⇤b , q̂2 ⌘ q2/m2

⇤b
=

1 � 2rw + r2, and

F+ = (1 + r)f1 + (w + 1)(r f2 + f3) = (1 + r)f+ , (10)

G+ = (1 � r)g1 � (w � 1)(r g2 + g3) = (1 � r)g+ ,

F0 = (1 � r)f1 � (rw � 1)f2 + (w � r)f3 = (1 � r)f0 ,

G0 = (1 + r)g1 + (rw � 1)g2 � (w � r)g3 = (1 + r)g0 .

Combined with f1 = f? and g1 = g?, Eqs. (10) relate
fi and gi to the other common form factor basis, f?,+,0

and g?,+,0, used in Ref. [16]. Our result in Eq. (9) agrees
with those in Refs. [16, 41].

In our fits to the LHCb data, we integrate the rate
predictions that follow from Eqs. (8) and (9) over each
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FIG. 1. The red band shows our fit of the HQET predic-
tions to d�(⇤b ! ⇤cµ⌫̄)/dq2 measured by LHCb [15] and the
LQCD form factors [16]. The heather gray band shows the
LQCD prediction. The blue curve shows our prediction for
d�(⇤b ! ⇤c⌧ ⌫̄)/dq2.

bin, and minimize a �2 function. The LQCD predictions
are fitted by minimizing a �2 function that includes the
18 values and their correlations, as described above.
We explore three scenarios: (i) fitting only the LHCb

spectrum; (ii) fitting only the LQCD data; and (iii) a
combined fit the the LHCb data and the LQCD informa-
tion. The resulting HQET parameters are summarized
in Table I. For the fit to only the LHCb spectrum, the
unknown absolute normalization of the measurement re-
moves the sensitivity to b̂1,2. Therefore, we constrain
them to 0 by a Gaussian with a 2GeV2(⇡ 3⇤̄2

⇤) un-
certainty, motivated by a model dependent estimate for
b̂1(1) [19]. This allows our 3 fits to have the same pa-
rameters, and be compared to one another. In all fits,
m1S

b and �mbc are constrained using Gaussian uncertain-
ties. The leading order Isgur-Wise function is fitted as
⇣ = 1+ (w � 1)⇣ 0 + 1

2 (w � 1)2⇣ 00. Alternative expansions

LHCb LQCD LHCb + LQCD

⇣0 �2.17 ± 0.26 �2.05 ± 0.13 �2.04 ± 0.08

⇣00 4.10 ± 1.05 2.93 ± 0.43 3.16 ± 0.38

b̂1/GeV2 0.24 ± 1.92 ⇤ �0.44 ± 0.16 �0.46 ± 0.15

b̂2/GeV2 0.45 ± 1.88 ⇤ �0.41 ± 0.40 �0.39 ± 0.39

m1S
b /GeV 4.71 ± 0.05 4.72 ± 0.05 4.72 ± 0.05

�mbc/GeV 3.40 ± 0.02 3.40 ± 0.02 3.40 ± 0.02

�2/ndf 0.77/4 2.42/14 7.20/20

R(⇤c) 0.3209 ± 0.0041 0.3313 ± 0.0101 0.3237 ± 0.0036

TABLE I. HQET parameters extracted from the 3 fits dis-
cussed in the text. Predictions for R(⇤c) for each fit are
shown in the last row. The b̂1,2 values marked with an aster-
isk were constrained in the fit; see text for details.

Cexp

Present results in a FF model-independent way


If you can unfold, but also provide with the ingredients 

to forward-fold




# 6

Further thoughts on combined fits
Sometimes weird stand-offs are happening these days:


* Experiments are holding back information as they are waiting for the lattice 
community to put out results.


* The lattice community is hesitant to show things, as they are worried that people are 
using things in preliminary fits.


I understand that there is no easy solution to this. Careers are obviously made based 
on individual work. 


But: We are one community and I think I have not seen a single instance where 
collaborations have made science worse. 


As an experimentalist my primary concern should be my measurement and to get this 
right.  

As a theorist your primary concern is to get your lattice calculation right.  

How we put things together is a common concern, so maybe more collaborative papers could emerge 
where this is done. Obviously HFLAV is doing some of this as soon as more than one experimental result 
is involved and HFLAG if more than one lattice calculation is involved. 


